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Preface

This volume contains papers presented at the 10th International Conference on Security
and Privacy in Communication Networks, held in Beijing, China, during September
24–26, 2014. The conference was organized by the Institute of Information Engi-
neering, Chinese Academy of Sciences, China.

The main track received 98 submissions, and after a doubly anonymous review
process, 27 regular papers and 17 short papers of high quality were selected. The book
also includes 22 papers accepted for four workshops (ATCS, SSS, SLSS, and DAPRO)
in conjunction with the conference, 6 doctoral symposium papers, and 8 posters. We
were helped by 42 Program Committee members for the main track. In this respect,
special thanks are due to the TPC members for their handling of the challenging, heavy,
and rewarding task of selecting the papers to be included in the proceedings.

This volume highlights and addresses several key challenges in the area of security
and privacy in networks. The papers have been grouped into the following topics:

– Security and Privacy in Wired, Wireless, Mobile, Hybrid, Sensor, and Ad Hoc
Networks;

– Network Intrusion Detection and Prevention, Firewalls, and Packet Filters;
– Malware, Botnets, and Distributed Denial of Service;
– Communication Privacy and Anonymity;
– Network and Internet Forensics Techniques;
– Public Key Infrastructures, Key Management, and Credential Management;
– Secure Routing, Naming/Addressing, and Network Management;
– Security and Privacy in Pervasive and Ubiquitous Computing, e.g., RFIDs;
– Security and Privacy for Emerging Technologies: VoIP, Peer-to-Peer and Overlay

Network Systems;
– Security and Isolation in Data Center Networks;
– Security and Isolation in Software Defined Networking.

The audience of this volume may include professors, researchers, graduate students,
and professionals in the areas of network security, cryptology, information privacy and
assurance, as well as network and Internet forensics techniques. The book also
addresses administrators, programmers, IT managers, or just readers who cannot pro-
tect themselves if they do not know the protection techniques of network and privacy.

January 2015 Jiwu Jing
Mudhakar Srivatsa
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Abstract. In large wireless sensor networks composed of large numbers of low-
powered unreliable sensors, one of the most important issues is saving and
balancing the energy consumption of sensors to prolong the life time of the
network while maintaining the full sensing coverage. In this paper, we analyze
an efficient node scheduling scheme which uses the coverage-based off-duty
eligibility rule and backoff-based self-scheduling scheme to perform the job. We
give some enhancement to this node scheduling scheme, reducing its overhead
without losing much of the capability. In simulation, we make the performance
comparison from several aspects of the original coverage-based node scheduling
scheme and our enhancement version.

Keywords: Coverage · Node scheduling · Sponsored area · Wireless sensor
networks

1 Introduction

Recently there is a huge improvement in the affordable and efficient integrated electronic
devices, which leads to the advancing of large wireless sensor networks. Sensor
networks [1–3] are usually composed of large numbers of randomly deployed stationary
sensors. These sensors are designed to perform information collection task. The data
collected will finally be gathered and sent to the users via wireless channel. Sensor
networks are the basic platform of a broad range of applications related to national
security, surveillance, military, health care, and environmental monitoring. In sensor
networks, sensing coverage is the area or discrete points of the target field which could
be sensed by a predefined number of sensors [4, 5]. In this paper, we will assume the
coverage to be only area coverage. A critical issue of the design of sensor networks is
the energy consumption problem, which is how to scheduling the sensor nodes to save
their scarce power and prolong the life time of the whole network while maintaining the
desired degree of sensing coverage which is an important QoS measurement.
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In most cases, the density of sensor nodes in a sensor network is much higher than
needed [6]. This redundancy can be used to prolong the life time of the network. The
whole sensing period of the network can be divided into rounds by making the sensors
take turns to work. The non-working nodes are put into sleep mode to save energy, thus
the network’s life time is prolonged. There are many node scheduling schemes (also
called density control) in sensor networks. Node scheduling is, concretely, selecting a
set of sensor nodes to work in a round and another random set in another round. In each
round, the coverage requirement can be guaranteed. PEAS [7, 8], GAF [9], OGDC [10],
et al. are all this kind of algorithms.

In this paper, we analyze one of the efficient node scheduling schemes proposed by
Tian and Georganas in [11]. This coverage-preserving node scheduling scheme
(CPNSS) develops a coverage-based off-duty eligibility rule (COER) and a backoff-
based self-scheduling scheme. The underlying principle of COER is that, for each
sensor, if all its working neighbors can cover its own sensing area together, it is eligible
to turn off. We give a variation to COER by replacing the neighbors’ position information
by directional information, which can efficiently reduce the calculation and also commu‐
nication overhead. For CPNSS’s backoff-based scheduling scheme, which aims at
avoiding ‘blind spot’, we propose a corresponding ID-based self-scheduling scheme to
reduce the latency. The simulation results show that these variations can help to reduce
overhead largely while introducing some redundancy, which can provide more relia‐
bility in some demanding applications.

The rest of the paper is organized as follows. In Sect. 2, we give a brief summary of
the existing related work. In Sect. 3, we introduce and analyze the CPNSS. Section 4 is
the performance comparison study of these schemes by simulation. Section 5 is the
conclusion remarks and our future work.

2 Related Work

As mentioned above, there exist several node scheduling schemes in sensor networks.
In [12], Slijepcevic et al. have proved the problem of finding maximal number of covers
(each cover is a set of sensor nodes that can work together to ensure the predefined
degree of sensing coverage) in a sensor network to be NP completeness. Therefore, all
these schemes are approximate algorithms.

Ye et al. [7, 8] developed a distributed density control algorithm named PEAS, which
is probing based. In PEAS, a sleeping node wakes up and broadcasts a probing message
within a certain range at the end of its sleeping period. This node will turn on to work
if no reply is received after a timeout. The node will keep working until it depletes its
energy. The probing range can be adjusted to achieve different degree of coverage
overlap. But PEAS can’t guarantee full coverage, the 100 % coverage of the monitored
area. Xu et al. [9] introduced GAF. This method divides the monitored area into rectan‐
gular grids, selects a leader in each grid to be the working node. The maximum distance
between any pair of working nodes in adjacent grids is within the transmission range of
each other. Again, this method cannot ensure full coverage. Recently, Zhang and Hou’s
work [10] gets more attention. They introduced a distributed, localized density control
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algorithm named OGDC which could provide full coverage. In the ideal case, when all
the nodes have the same sensing range and transmission range, every three closest nodes
in a cover can form an equilateral triangle with the side length , where rs is the
sensing range. Thus the overlap of sensing areas of all the nodes is minimized. The
working nodes can be activated by a starting node which is randomly generated in a
progressively spreading way. Simulation results show that OGDC has better perform‐
ance than other algorithms in both coverage and energy consumption aspects. But this
algorithm is complicated, may require much execution power and time.

In [13], Yan et al. proposed an adaptable sensing coverage mechanism which could
provide differentiated surveillance service. In their protocol, nodes could dynamically
decide their own working schedule to provide not only full coverage, but α degree of
coverage, α could be smaller or bigger than 1. A monitored point needs the coverage
degree to be 2 means that it needs to be covered by two sensors together all the time.
It’s a protocol that achieves both energy efficiency and differentiated degree of sensing
coverage. It aims at providing varied degree of coverage, but their current algorithm
cannot guarantee correctness when α > 2. Some other researchers have also done some
work in this field, such as [14].

3 Coverage-Preserving Node Scheduling Scheme (CPNSS)

In [11], Tian and Georganas proposed a coverage-preserving node scheduling scheme
(CPNSS). There are two parts in CPNSS. One is a coverage-based off-duty eligibility
rule (COER), which tells a sensor whether it should turn itself off; the other is a backoff-
based self-scheduling step, which provides the exact turn off procedure for a sensor node
who is eligible to turn off, to avoid ‘blind spot’.

3.1 Coverage-Based off-Duty Eligibility Rule (COER)

In CPNSS, each sensor node can independently decide its status to be ‘active’ or ‘sleep’
according to the scheme’s coverage-based off-duty eligibility rule.

Here we assume the sensing area of a sensor node to be a disk centered at this node
with the diameter r, which is this sensor’s sensing range. All the sensors have the iden‐
tical sensing range. The transmission range of a sensor node is also r. Therefore, a
neighbor node B to the sensor node A means that they are in each other’s sensing range
(A’s neighbor set can be defined as N (A) = {B | d (A, B) ≤ r, A ≠ B}, d (A, B) is the
distance between them). The main objective of the node scheduling is to turn off the
redundant nodes. We can figure out that the ‘redundant’ node is the sensor node whose
all sensing area can be covered by other sensor nodes. The redundant node can then be
turned off without hurting the whole coverage. Here comes the concept ‘sponsored area’.
Sponsored area is the sensing area of one sensor node that can be covered by another
sensor node. Such as in Fig. 1(a), the shaded area SB → A is the sponsored area of sensor
node B to A (also is SA → B). In order to simplify the calculation, another related concept
‘sponsored sector’ is introduced. In Fig. 1(b), the shaded sector area is the sponsored
sector ΦB → A. Since A and B are in each other’s sensing disks, the sector area must
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be smaller than the original crescent sponsor area. Therefore, this simplicity won’t
reduce coverage.

It is easy to see that if the sponsored area provided by all (or some) of the nodes in
A’s neighbor set can cover A’s sensing disk, A is safe to turn off. We can calculate the
union of all A’s sponsored sectors. If the union result is 2Π, then A is said to be eligible
to turn off (see Fig. 1(c), the area of disk A is equal to ∪ΦBi → A, Bi is nodes in A’s
neighbor set). After getting the information about neighbor nodes’ distance and direction
from itself, node A can use  to calculate each neighbor’s sponsored sector.
The authors also give the calculation when sensor nodes have different sensing ranges.
We won’t give further discussion about it in this paper.

Fig. 1. (a) Sponsored area SB → A. (b) Sponsored sector ΦB → A. (c) Node A is eligible
to turn off.

3.2 Backoff-Based Self-scheduling Step

The above discussed node scheduling method is localized. Each sensor node broadcasts
a Position Advertisement Message (PAM) including its ID and position and also receives
others’ messages to get its neighbor set. Each node then decides its status according to
the coverage-based off-duty eligibility rule. It is obvious that a ‘blind spot’, an area not
within any sensor node’s sensing range, may occur because two sensor nodes assume
each other to cover their overlap area and make decision to turn off at the same time. To
avoid ‘blind spot’, a backoff step is introduced.

The main idea is to insert a random backoff time Td before an eligible node turns
itself off. The node should broadcast a Status Advertisement Message (SAM) to notify
its neighbors that it is off when the time Td expires. If a sensor node receives a SAM
during its backoff time, it will recalculate to see whether it is still eligible to turn off
without the sponsored area provided by the sender node of the SAM. If not, this sensor
node cancels its waiting and decides not to turn off. This scheme may lead to redundant
overlap but reduces the possibility of the occurrence of ‘blind spot’. If the size of random
number selected as backoff time is W, the possibility for two eligible sensor nodes to
turn themselves off together is 1/W2. Although the possibility may be very small, the
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‘blind spot’ may still exist. To further avoid ‘blind spot’, another backoff time Tw is
introduced. Tw is inserted after Td expires and SAM been sent out. The sensor node will
wait another Tw time before really turn itself off. Again, if this node gets some SAMs
during the waiting, it recalculates according to the eligibility rule by deleting the senders
of SAMs from its neighbor set. Once a node has decided to be on, it won’t change its
status in this round.

4 Performance Evaluation and Simulation

In this section, we will use simulation to show the performance of the CPNSS and our
variation versions to it. In order to simplify the denotation, we will use COER-PO to
denote the original coverage-based off-duty eligibility rule using nodes position infor‐
mation, and COER-DI as the new rule using nodes direction information.

4.1 Simulation Environment

We set up the simulation in a 50 × 50 m2 network areas. Sensor nodes are randomly
distributed in it initially and remain stationary once deployed. To calculate sensing
coverage of the whole sensor network, we divide the space into 500 × 500 unit grids. If
the center point of a grid is covered by some sensor node’s sensing disk, we assume the
whole grid being covered. In the same way, if the required coverage sensing degree is
more than 1, say, D, (every point in the target area is supposed to within the sensing area
of at least D sensor nodes), then still the center point of each grid is the representative
of the whole grid. In the simulation, we will use the middle (50 − r) × (50 − r) m2 as
the monitored target area to calculate the coverage ratio, in order to ignore the edge
effect, for in real case the monitored area will be sufficient larger than the sensor’s
sensing disk. Since we assume the transmission range of a sensor to be the same with
its sensing range r, full coverage of the whole target area implies connectivity of all the
sensor nodes. We only need to concentrate on the coverage and energy consumption
issues in the simulation.

4.2 Parameters Used and Performance Metrics

In order to evaluate the capability and performance of these schemes, we set several
parameters to be tunable in the simulation. They are as follows. (1) The node density.
We change the number of deployed nodes (N) from 100 to 1000 to see the effect of node
density on the efficiency of the schemes. (2) The sensing range (r). We change the sensing
range of the sensor nodes from 6 m to 13 m. (3) Coverage sensing degree (D). Some‐
times, more reliability is desired, so D could be more than 1. We vary D’s value from 1
to 5 to see the corresponding performance of the schemes.

The performance metrics are: (1) The percentage of coverage, i.e., the ratio of the D
degree covered area to the total monitored area. We will use the 500 × 500 bit map to
denote them. (2) The percentage of working sensor nodes to all deployed nodes in one
round. Since the fewer working nodes needed, the less energy consumed and the longer
the network lives.
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4.3 Simulation Results and Comparison

In order to analyze all these schemes’ performance, we simulate the following four
combinations, COER-PO with backoff-based self-scheduling, COER-PO with ID-based
self-scheduling, COER-DI with backoff, and COER-DI with ID. In Fig. 2, we can see
that when the required sensing coverage degree is small, all these four algorithms have
almost full coverage. With larger D (above 2), the coverage ratio will decrease. The
algorithm COER-PO with backoff-based self-scheduling (CPNSS) decreases the fastest
and COER-DI with ID the slowest. This is because COER-DI has more coverage redun‐
dancy by turning off fewer sensor nodes. ID-based self-scheduling has more redundancy
than backoff-based one, but this redundancy increase is less significant than COER-DI
to COER-PO.

Fig. 2. Coverage ratio with different coverage sensing degree (D) (r = 10 m, N = 500).

We can see that COER-DI will have more working nodes than COER-PO, but it can
reduce the communication overhead and the redundancy is useful when higher sensing
coverage degree is required. ID-based self-scheduling scheme will introduce another
amount of redundancy compared with backoff-based scheme, but it can save time.
Overall, these variation to CPNSS can reduce the overhead by large and without losing
too much of performance.

5 Conclusions and Future Work

In this paper, we do some research to one of the efficient node scheduling schemes
CPNSS which uses a coverage-based off-duty eligibility rule as well as a backoff-based
‘blind spot’ avoidance method. In order to reduce overhead, we put forward some
enhancement to CPNSS. Instead of position information of sensor nodes, we use direc‐
tional information, and we remove CPNSS’s backoff period to save time. The simulation
results show that this variation of CPNSS can provide full coverage, but will introduce
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more coverage redundancy. Therefore, in some cases where reliability is critical or high
coverage sensing degree is demanded, these new schemes are more adaptive. In the
future, we will do more research on both improving existing node scheduling schemes
and developing new schemes. We can use the two-element tuple (degree, ID), degree is
the number of a sensor node’s neighbors, to replace the ID in ID-based scheme. This is
because the more neighbors a sensor node has, the higher possibility that it can contribute
much to the overall coverage if it is turned on. Therefore, we give this node low priority
to turn on.
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Abstract. Though traditional authorization models can ensure the security of
equipment, they don’t offer promise both for good quality of service and for strong
system robustness. Therefore, this paper presents a semi-distributed authorization
model which splits the single decision point into two roles: core-authorization
decision point and sub-authorization decision point. In this model, several deci‐
sion points can provide authorization service for one and the same equipment.
The experimental results prove that this model can effectively reduce authoriza‐
tion service time and has some marked advantages on system robustness.

Keywords: Authorization model · Decision point · Centralized/distributed
model · Quality of service · System robustness

1 Introduction

At present, the existing mature technologies are usually based on the access control
mechanisms provided by third-party to build a safe and reliable network environment
[1, 2]. Most access control mechanisms use the centralized authorization models
including the sole decision point, to control the access requests from equipment.
Unfortunately, the continuous expansion of target network and the increasing amount
of equipment, which results in the sharp decrease of quality of service and poor system
robustness. Specially, when several equipment concurrently send requests for access,
the subsequent requests have to wait to be disposed until the decision point completes
the anterior requests, which substantially increases the authorization service time. In
order to enhance the quality of service, some research communities proposed the semi-
distributed authorization models [3, 4], which have several decision points being only
responsible for disposing the access requests in the corresponding area. In the same way,
this model can’t provide normal authorization service for equipment in some areas, when
one or some decision points have a single point of failure.

Therefore, the traditional authorization models cannot meet practical requirements
in terms of quality of service and system robustness. So, this paper presents a semi-
distributed authorization model, which adopts the hierarchical multi-decision point
mode, and spits the decision point of traditional centralized authorization model into
one core-authorization decision point and multiple sub-authorization decision points.
This model supports for several sub-authorization decision points to dispose the access
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request of one and the same equipment. So this model still can provide authorization
service for equipment, even though some decision points encounter system halted. At
last, the experimental results show that authorization service time of proposed model is
only 58 % of traditional centralized authorization model when this model deploys five
sub-authorization decision points. At the same time, it also can enhance its system
robustness by increasing the number of SADPs.

2 Related Works

Many studies have been carried out by industries to ensure the security of equipments.
Attempts that solving this problem have resulted in the development of access control
mechanism as follows.

For an illustrative purpose, five typical access control mechanisms are presented:
Cisco’s Network Admission Control (NAC) [5], Microsoft’s Network Access Protection
(NAP) [6], Juniper’s Unified Access Control (UAC) [7], Huawei’s Endpoint Admission
Defense (EAD) [8], TOPSEC’s Trusted Network Architecture (TNA) [9]. We analyze
these mechanisms in terms of distributed/centralized, system robustness, authorization
service time, and network scale, as shown in Table 1.

Table 1. Comparison of typical access control mechanisms

Technology Distributed/
centralized

System robustness Service
time

Network scale

NAC Centralized Poor Poor Medium and
small-sized

NAP Centralized Poor Poor Medium and
small-sized

UAC Centralized Poor Poor Medium and
small-sized

EAD Semi-distributed Weak good Weak good Medium

TNA Centralized Poor Poor Medium and
small-sized

However, these technologies have some lacks in system robustness, quality of
service and network scale. Therefore, some research communities propose multiple
decision-points model [3, 4], which splits the global authorization strategies into several
subsets and issues these subsets to corresponding decision point that only providing
authorization service in the defined area.

An Improved Authorization Model in Trust Network 11



3 System Overview

The traditional centralized authorization model or semi-distributed authorization model
cannot provide normal authorization service, when the failure of network devices or
links occurs. Meanwhile, the traditional centralized authorization model also has poor
quality of service. Therefore, we propose new authorization model to solve these above
problems.

3.1 Design

The decision point in traditional authorization model is a dedicated server, which is
equipped to provide authentication service. As illustrated in Fig. 1, our proposed model
uses one CADP and multiple SADPs to cooperate the overall functions.

Fig. 1. Proposed authorization model architecture

CADP is the most critical component, which not only provides authorization service,
but also is responsible for the planning and distribution of authorization strategies. And
SADP only provides authorization service, which can be deployed in network devices
rather than in dedicated servers, because SADP is just a special function (or protocol),
similar with other routing protocols (such as OSPF, RIP, BGP and so on).

This model splits one decision point into multiple decision points, so how to ensure
the consistency of authorization strategies between CADP and SADPs is the primary
problem. In startup, CADP stores the global authorization strategies and SADPs don’t
store any strategy. Only when SADP completes the registration from CADP, CADP will
issue the corresponding authorization strategies to this SADP, while CADP sends
keeping alive messages to SADPs. If CADP or SADPs can’t receive keeping alive
messages from others, SADP will clean out authorization strategies, and CADP will
cancel the authorization service to make SADP to re-register. On the other hand, the
operation of authorization strategies can only be done in CADP, and SADP can get the
newest authorization strategies from CADP.

An important feature of this model is that several SADPs can provide authorization
service for one and the same equipment, which is the biggest different from other tradi‐
tional authorization models. Even if an individual SADP has a single of failure, this
model is still able to respond to access requests. In this paper, we also define DP trust
that refers to the number of decision points providing authorization service for one and
the same equipment.
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3.2 Data Flow

This authorization service uses client/server authorization mode, which is consistent
with traditional authorization system. After SADP completes registration from CADP
and obtains authorization strategies, it is able to provide authorization service for
network devices. The data flow in this model is as shown in Fig. 2.

Fig. 2. Data flow

The processing of authorization service in this model is as follows:

(1) In startup, equipments stay in un-accessed status, and
firstly send access requests;

(2) After receiving requests, CADP verifies equipment iden-
tity, determines whether to allow this equipment to
connect based on its Authorization Strategy-Base. At
last, it will return the decision to this equipment.

(3) After the equipment receives response from CADP, it
will adopt next action based on this response: if it’s
positive, the equipment sends registration request to
CADP; otherwise, it won’t adopt any action.

(4) After receiving the request, CADP verifies equipment
identity and decides whether to deploy SADP on this
equipment based on Registration Policy Set: If it’s
positive, CADP will issue corresponding authorization
strategies to this equipment; Otherwise, CADP ignores
this registration request.

(5) Non-accessed equipment sends access request to the
defined SADP.

(6) After receiving request, SADP verifies equipment iden-
tity, determines whether to allow this equipment to
access to the target network, and returns the decision.

4 Simulation and Analysis

This section validates the superiority of ND-OSDAM based on CERNET topology in
terms of authorization service time and system robustness.
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4.1 Experimental Environment

In order to verify the real performance, this part uses CERNET topology to set up
experimental environment, as shown in Fig. 3. CERNET includes 37 nodes and 46 edges,
which further contains 8 core-nodes and 8 backbone edges. Every node (except for core-
node) has a three layer of complete ten-ary tree, which make network topology include
3227 nodes and 3236 edges.

Fig. 3. CERNET topology

Our authorization model, compared with traditional authorization models, can
deploy multiple decision points. In order to further analyze the impact of the number of
decision point on authorization performance, this paper sets five scenes including
different number of SADP, as shown in Table 2. For example, S.2 indicates that two
SADPs are deployed respectively in Wuhan and Xi’an.

Table 2. Five scenes

Scene ID Number of SADP Location of decision points

S.1 SADP = 1 Wuhan

S.2 SADP = 2 Wuhan, Xi’an

S.3 SADP = 3 Wuhan, Xi’an, Beijing

S.4 SADP = 4 Wuhan, Xi’an, Beijing, Nanjing

S.5 SADP = 5 Wuhan, Xi’an, Beijing, Nanjing, Chengdu

4.2 Authorization Service Time

Authorization service time refers to the time between access request sent by equipment
and the equipment having accessed to target network, which is an important indicator
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to measure the performance of authorization model. To compare the difference between
our proposed model and traditional authorization models in terms of authorization
service time, this paper uses five scenes in Table 2 to verify that our model has a shorter
authorization service time, as shown in Fig. 4.

Fig. 4. Authorization service time

Compared with traditional authorization model only having one SADP, our model
has a shorter authorization service time. When the number of SADP is two, authorization
service time can be reduced by approximate 14 %; when the number is five, authorization
service time is only 58 % of traditional authorization model. As the number of SADP
increases, authorization service time continually reduces. Thus, our model can greatly
reduce the authorization service time, especially, in large-scale network.

4.3 System Robustness

System robustness is an important index to evaluate the feasibility of the authorization
system. We adopt the DP trust to measure the system robustness of our model.

Compared with traditional authorization model, our model can support several
SADPs to provide authorization service for one and the same equipment, which avoids
access requests not to be responded when some SADPs are in invalid. This part calculates
the DP trust of every device, as shown in Fig. 5.
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Fig. 5. DP trust

DP trust of each device in traditional centralized authorization model is just one. In
our model, DP trust is usually more than one, which is related with the number of SADPs.
For example, when it deploys four SADPs, the number of devices is only about 100 of
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which value of DP trust is one. As the number of SADPs increases, the range of DP trust
gradually expands, as well as the value of DP trust continually rises.

DP trust is just one in traditional centralized authorization model. When decision
point has a single point of failure, the system cannot provide authorization service for
network devices. Even if some SADPs have a single point of failure, our model also
offers multiple SADPs to increase the DP trust. It proves that our model has better system
robustness than traditional authorization models.

5 Summary and Outlook

Existing mature technologies use access control mechanism to ensure the security of
equipment and build a safe, reliable and controllable environment. However, most
authorization systems use centralized authorization mode, which does not meet practical
requirements in terms of quality of service and system robustness. Thus, this paper
presents a new model to solve these problems and to verify the validity of our model.
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Program of Higher Education of China (20114307110006) “Research on Technology of Network
Quality of Service based on Network Virtualization”.
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Abstract. We present a lightweight key management protocol that pro-
vides secured device registration and communication in federated sensor
networks. The protocol is designed for zero configuration and use in
small packet low power wireless networks; protocol messages may fit into
single packets. We use the Casper security protocol analyser to exam-
ine the behaviour and security properties of the protocol model. Within
the assumptions of the model, we demonstrate forward secrecy, security
against man-in-the-middle attacks, and local network key protection,
comparing favourably with related protocols. Our experimental analy-
sis shows that the protocol may feasibly be deployed on current sensor
platforms with 256-bit elliptic curve cryptography.

Keywords: Privacy · Security · Sensor networks · Key management ·
IoT

1 Introduction

There are countless uses for devices that form the fabric of the Internet of Things
(IoT) and sensor networks. Wireless sensor networks occur with varying degrees
of complexity, the simplest wireless sensor networks have tended to be standalone
systems running a single application that defines both the constituent nodes and
all other aspects of the network. Increasingly, however, wireless sensor networks
are being deployed in a multi-application structure comprising nodes running a
common middleware that allows one or more applications to run on the same
infrastructure operated by a single provider. The use of middleware, such as
Senshare [6], offers a flexible abstraction of the low-level characteristics of the
hardware, allowing data from each node to serve a number of applications.

The sharing model can be extended further by allowing federation of the
infrastructure. A federated network is composed from many devices, which may
be sourced from a number of different providers, and allows different entities to
deploy nodes into the network and potentially run multiple applications across a
common middleware. Federated sensor networking provides an economic benefit,
and can lead to longer-term deployments offering a range of sensing options, but
also raises privacy concerns for those individuals in the sensing environment [4].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 17–24, 2015.
DOI: 10.1007/978-3-319-23802-9 3
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We propose a novel protocol, KEMF, for secured device registration and key
management for federated sensor and IoT networks. The protocol allows a newly
connected device to automatically and securely obtain a network access key from
the local gateway to enable secure and private communication. This is facilitated
by a pre-arranged agreement between the entity which hosts the gateway and
the organisation that provides the devices. However, KEMF does not require the
exchange of any device specific secrets before the node enters the network.

We utilise the Casper [8] security protocol analyser to model its behaviour
and examine its security properties. We also model another related protocol to
provide for a comparison, and to highlight the benefits provided by KEMF.

2 Related Work

Whilst the core security primitives utilised by sensor and IoT networks are drawn
from existing techniques and protocols, there are still new mechanisms required.
There is a large body of research work in this field [2,12], though less of it has
an emphasis on federated operation. Despite all the research work, the Internet
Engineering Task Force (IETF) is has only recently formed the new ACE working
group to tackle security issues in IoT and sensor networks.

There are many sensor systems, though there are less that aim to support
federated operation with multi-application and multi-party ownership capabil-
ities. One such system is SenShare [6], which is a platform that attempts to
address the technical challenges in transforming sensor networks into open access
infrastructures capable of supporting multiple applications.

The origins of modern day authentication and key management go back to the
late 1970s when the Needham-Schroeder protocol was invented. In 1995 Gavin
Lowe developed his advanced security analysis techniques based on Hoare’s Com-
municating Sequential Processes (CSP) [3] and its model checker Failures Diver-
gences Refinement (FDR2) [11], finding an attack [7] on the Needham-Schroeder
protocol, and proposing the fixed Needham-Schroeder-Lowe protocol.

There have been many key management schemes developed for use with
existing sensor networks [2,12], but few that aim to tackle the area of feder-
ated deployments [5,10]. MASY [10] is one of the few schemes that is aimed at
federated network deployments, but it has its problems as we show in Sect. 4.

3 KEMF Security Protocol

The protocol provides for secure delivery of a network access key, from a local
access control gateway, on to a new smart device in a federated network. It
is assumed that the device has been distributed with a unique pre-installed
asymmetric key, imprinted by its provider. This key is used only to provide for a
secured request of its appropriate network access key. The delivery of the actual
network access key is secured using a separate locally generated symmetric key.
Whilst the protocol does involve communication with the device’s provider server
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Fig. 1. System Actors and protocol steps

the local network key is not shared with the provider thus not compromising the
privacy and security of the local network and allaying pervasive monitoring.

We employ asymmetric cryptography in an atypical fashion by requiring both
halves of the keypair to be kept secret, rather than one key being made public and
the other kept private. This approach allows the protocol to provide for improved
security properties, and in particular forward secrecy. As the public key allows
only for encryption of messages, subsequent compromise of the public key by an
intruder does not allow compromise of previously sent messages. This approach
therefore provides an improvement over the use of a single symmetric key, which
could potentially lead to decryption of any previous or future messages. It should
also be noted that, whilst we propose that both keys are kept secret, they are still
used in the conventional manner whereby the ‘public’ key is used for encryption
and the ‘private’ key is used for decryption.

Typically sensor and IoT devices are low power and minimally resourced enti-
ties. Thus for normal communications it is only feasible to use symmetric encryp-
tion, such as the Advanced Encryption Standard (AES). Whilst most mod-
ern devices are capable of performing the more onerous computation required
for conventional asymmetric cryptography, they can be prohibitively slow even
for basic operations. However Elliptic Curve Cryptography (ECC) which was
developed by Koblitz and Miller, provides for asymmetric keys with signifi-
cantly reduced computational requirements, and smaller key sizes. Specifically
we employ the Elliptic Curve Integrated Encryption Scheme (ECIES).

We now introduce the details of the KEMF protocol. The three actors in the
protocol and their interactions are outlined in Fig. 1, with the key terms defined
in Table 1. We begin by defining the roles of the three actors:

Device(A): The sensor device to be registered on, and securely connected to,
the network with its imprinted secret asymmetric ‘public’ key K+

S(A).
Gateway(B): The local gateway which provides for local key distribution and

liaison with the provider server.
Provider Server(S): The cloud-based server that provides for authentication

and authorised use of its devices on registered networks.

Device(A) is imprinted with its secret asymmetric public key, K+
S(A), by

the provider allowing it to securely communicate with the provider server(S),
which shares the corresponding asymmetric private key K−

S(A). The protocol
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Table 1. KEMF Protocol key terms

K+
S(A) S(A)’s ‘public’ asymmetric imprinted key

K−
S(A) S(A)’s ‘private’ asymmetric key

kA A’s generated symmetric session key

kBS Symmetric key agreed between B and S

knet
A A’s local network access symmetric key

Table 2. KEMF Protocol steps and message sizes (in Bytes)

Step Message Size

1. A → B : S, {A, kA}
K+

S(A)
48 B

2. B → S : {A, {A, kA}
K+

S(A)
}kBS 48 B

3. S → B : {A,B, kA,K
−
S(A)}kBS 64 B

4 B → A : {A,B, knet
A }kA 32 B

assumes that a preconfigured trust relationship exists where the provider server
has securely agreed, over a conventional secure channel (e.g. D/TLS), a session
key, kBS , with the gateway(B).

The steps of the protocol are outlined in Table 2, which we detail here:

1. The device(A) is switched on within range of a trusted gateway(B). At this
stage B’s address is unknown to A so it broadcasts out the initial registration
message. The registration message is encrypted with A’s public key, K+

S(A),
and contains A’s identifier (e.g. EUI-64 address), and its dynamically gener-
ated symmetric key kA.

2. The gateway(B) receives the registration message, and after verifying that
it has a pre-established relationship with provider server(S), it forwards the
message to S using their agreed symmetric session key kBS .

3. The provider server(S) receives the registration request and after verifying
that device(A) belongs to gateway(B) it then decrypts the message and sends
A’s private key, K−

S(A), and generated symmetric key, kA, to B using kBS .
4. Once gateway(B) receives the message from provider server(S) it encrypts

device(A)’s local network access key, knetA , using A’s symmetric key, kA. In
this way B has the option to provide a separate network key to each device.

The protocol may also be broken down into two phases. Firstly the registration
phase, which involves steps 1–3, only needs to occur once for each device after
which B has obtained A’s private key, K−

S(A), which then allows it to verify
subsequent messages from A. Secondly there is the (re)keying phase which, after
the registration phase has completed, only requires steps 1 and 4, thus freeing
the provider server of further work, providing for reduced latency operation, and
allowing autonomy for the local gateway to manage keys. To protect against
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replay attacks in the rekeying phase the device retains all previous keys (knetA )
so to avoid replays of step 4 containing old, potentially compromised, keys. The
number of keys retained may be controlled by having the devices periodically
utilise step 1 with a new kA. We have kept the device message sizes within the
limits of common low power wireless protocols such as IEEE 802.15.4, without
making any compromises on addressing or key sizes. Typically the maximum
payload size is around 90 bytes and if one utilises UDP over 6LowPAN then this
can go down to 50–60 bytes.

4 Security Analysis

We take a theoretical approach to analysing KEMF by representing the protocol
in a security protocol analyser to examine it for potential weaknesses and attacks.
Our threat model, which is standard for wireless systems such as IoT and sen-
sor networks, is largely similar to the commonly assumed Dolev-Yao model [1],
where the attacker is assumed to have complete control over the communications
channel, and may attempt to read any message, remove and change existing mes-
sages, or inject new messages. Although not strictly within the Dolev-Yao model
we consider some situations with end system compromise.

We assume that the local gateway and provider server are trusted, whilst the
sensor devices are potentially susceptible to compromise. Furthermore both the
gateway and provider server trust one another, though the provider server has
ultimate trust. The trust relationship between the server and gateway means
that the server will only provide services for a predefined range of devices, thus
limiting damage in the case of gateway compromise. The main threat to the
system is for an intruder to obtain A’s secret public key, K+

S(A) as the sensor
nodes are typically more vulnerable as they are harder to physically secure.

We modelled KEMF using Gavin Lowe’s Casper (Compiler for the Analysis
of Security Protocols) [8]. Casper is implemented in Haskell and employs the
process algebra CSP [3], in conjunction with its model checker FDR2 [11]. Lowe
originally utilised CSP and FDR2 to develop a novel method for analysing secu-
rity protocols, which proved to be remarkably successful in finding attacks upon
a number of well known protocols [7,9]. Casper may be used not only model each
actor in the protocol but to also explicitly model a malicious agent or intruder.

We firstly model the attacker without any knowledge of the device keys and
Casper does not find any attacks on KEMF. Secondly we see that the protocol
resists some attacks when A’s public key, K+

S(A), is compromised. The KEMF
protocol can resist a passive attack as an intruder cannot read the contents of
the messages from A due to the use of asymmetric cryptography, nor can he read
the messages from B due to the protection by A’s session key, kA. This compares
well against MASY [10] which cannot resist these attacks.

However an active intruder that has effectively taken control of device(A) and
obtained its public key, K+

S(A), may pose as A and obtain A’s key to the network.
Provided the attack does not occur before a non-compromised registration phase,
an intruder node cannot maliciously inject a new key to be used by that or any
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other node. Furthermore due to the fact that A’s public key, K+
S(A) protects

the transport of its internally generated key, kA, any later compromise of K+
S(A)

does not allow an intruder to decrypt any previous messages thus affording the
node forward secrecy. Once such a key compromise has been detected it can be
excluded from the network without affecting the future security of other devices
on the network. Finally when both the device’s private and public keys are
compromised then the system is open to a number of attacks.

We also modelled MASY in Casper to understand its behaviour both with
and without key compromise. The MASY protocol utilises an approach where
the device is imprinted, by a ‘company’, with its IP address and symmetric key to
provide for secured registration and enrollment on a network. Whilst the MASY
provides for a key management solution it suffers from a number of problems.
The compromise of the company symmetric key, from such a device, would lead
to a general failure of the protocol as an intruder entity could both inject and
read any messages from the past or future.

In summary, the KEMF protocol has the following security properties:

Forward Secrecy: The protocol provides for partial forward secrecy of the
messages exchanged between the device and the gateway, which holds if
either the ‘public’ asymmetric key, or one of A’s existing session keys, is
compromised. This is due to the protection of A’s session key, kA, by its
public key, K+

S(A), and the use of a suitable KDF for A’s session key. However
if A’s private asymmetric key, K−

S(A), is compromised then forward secrecy
fails.

MitM Prevention: A Man in the Middle attack, between A and B, is prevented
as the communication from A, via B, to S (or directly to B in a rekeying
phase) is encrypted using A’s imprinted asymmetric public key, K+

S(A), and
communication from B to A is encrypted using A’s session key kA.

Local Network Key Protection: The local network access symmetric key,
knetA , sent from B to A, is protected by A’s session key kA, which in turn is
encrypted using A’s public asymmetric key K+

S(A).
Replay Attack Protection: With no key compromises there is protection

against replay attacks as an adversary cannot maliciously reuse subsections
of the protocol due to the retention and non-reuse of old kA’s by A.

5 Experimental Analysis

We analysed the KEMF protocol on an embedded sensor node platform, the
iMote2 from MEMSIC Inc, which runs linux-2.6 on a 419 MHz ARMv5. For
ECIES, which is a hybrid elliptic curve asymmetric key algorithm, we utilised
an implementation, based upon the OpenSSL library, of the SECG standard,
using the ‘secp256k1’ elliptic curve in combination with 128-bit AES in cipher-
block chain (CBC) mode, and the SHA512 hash function. The initial message (1),
from Table 2, is 48 bytes long, which consists of a 32 byte encrypted payload plus
the 16 bytes server ID. With this configuration the iMote2 encrypted the 32 byte
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payload in an average of 41.5 ms, which means that the protocol is quite feasible
on such a platform. The final message (4) sent to the device, to be decrypted
by the iMote2, consists of an encrypted payload of the node ID (8 bytes), the
gateway ID (8 bytes), and the node’s network key (16 bytes). The 32 byte payload
is decrypted using the 128-bit AES key, which is far quicker than the ECIES
encrypted initiation message, taking an average of 3.9µs.

Our implementation analysis shows that the protocol is feasible on current
sensor platforms using asymmetric ECC based cryptography. The messages sent
between the gateway and provider server are also small but are of less concern
as they often use link layer technologies with larger MTUs.

6 Conclusions

We have detailed and evaluated KEMF a new device registration and key man-
agement protocol for federated networks that provides for low overhead oper-
ation. We have utilised the Casper security protocol analyser to show KEMF
to be secure within our threat model. It provides for forward secrecy, even if
the device’s public key is compromised, protection against man in the middle
attacks, and local network key security and privacy. It provides for better pro-
tection against key compromise than MASY, another similar protocol.

Our experimental analysis has shown that the protocol may feasibly be
deployed on a current sensor platform, providing for good performance when
using asymmetric elliptic curve cryptography. We also show that the protocol is
suited for use in LowPANs where message sizes are very limited.
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Abstract. Social software has become one of the most prominent means
for communication. Context is essential for managing privacy and guid-
ing communication. In social software, context can be ambiguous due to
the overload of data and the mix of various audiences. Such ambiguity
may result in privacy issues.

To overcome context and privacy issues, we propose CPS2, a concep-
tual framework for contextual privacy management. The frameworks is
based on an analysis of the role of context in communication and pri-
vacy management. The analysis identifies the interpretation of data as a
key ingredient for privacy management. We present CPS2 and how the
preservation of interpretation within any context facilitates preserving
contextual privacy. We discuss how CPS2 can be technically realised,
and how it can address context issues and offers fine-granular context
control.

Keywords: Context · Privacy · Social software · Data interpretation ·
Communication · Contextual privacy

1 Introduction

Communication through social software is becoming one of the most prominent
ways of daily communication. Social software is an application for the exchange
of various types of data to communicate with a large number of users. Such
communication is simple as it can be achieved by disclosing data to other users.
This simplicity can be associated with privacy issues. Issues specifically occur
when data is accessed by an inappropriate audience or put in inappropriate
contexts [1]. To mitigate such issues, users should have means to control context
to ensure appropriateness and preserve their privacy.

Context is essential for both communication and privacy management [2,3].
Context is the information that characterises situations. Context facilitates the
interpretation of data [4]. In communication, context facilitates clarifying and
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delivering the communicated message [2]. Through communication, the inter-
locutors express their identity through the data they disclose. Managing one’s
identity is the core aspect of privacy as informational self-determination [3,5].
By controlling context, privacy can be managed to manage one’s identity. When
context is unclear and ambiguous, communication can be disrupted affecting
one’s identity expression and privacy. Context ambiguity can be seen in social
software. Ambiguity is caused by the mixing of different audiences and data from
different contexts. As a result, privacy and communication can be affected.

Managing privacy through controlling context is a complex task. Controlling
context requires reasoning about the current context and how it may change [6].
Such reasoning is challenging due to the high-dimensionality of context para-
meters [4]. Current context-based privacy management approaches address such
complexity by simplifying context representation resulting in a limited control
over context [7]. To understand the insufficiency of context-based management
consider the following scenario that is based on a reported incident of ‘prostitutes
of Antwerpen’ [8]:

Scenario 1. Els is a fashion model, and she posts her photo in a swimming suit
on Facebook and makes it public. Els experiences a privacy issue when her photo
is disseminated in the context of ‘prostitutes of Antwerpen’ page, which affects
her job applications. In contrast, Els does not face any issue when her photo is
disseminated in ‘jobs for top models’ context.

Current privacy management approaches do not offer sufficient context con-
trol to mitigate the violations mentioned in the scenario. Most approaches do not
offer the possibility to allow appropriate disseminations and prohibit the inap-
propriate ones. They can only either allow all disseminations or prohibit them.
In this paper, we address such context control issues by proposing a conceptual
framework for contextual privacy management. We analyse the context-privacy
relation and argue that the interpretation of data is a key ingredient in con-
textual privacy management. We demonstrate that by ensuring the integrity of
interpretation, contextual privacy can be managed. The framework is a con-
ceptual approach to manage privacy in context without burdening users with
reasoning about context and its complexities. The contributions of this paper
are the following:

1. Analysing the problems of controlling data and managing privacy in a context-
based manner (Sect. 2)

2. Analysing the role of context in privacy management and communication
(Sect. 3)

3. Proposing a conceptual framework for Contextual Privacy for Social Software
(CPS2), and presenting how this framework can be technically realised and
can address context and privacy issues (Sect. 4).

2 Problem Statement

Communicating while preserving privacy in any context requires a fine-grained
control of context [7]. In social software, context identifies situations where
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various types of data are disclosed and users interact. Context ambiguity is
one of the main issues in social software communication. Ambiguity means that
it is challenging to accurately identify the current context. Ambiguity obstructs
the clarification of the communicative message, and user’s assessment of privacy.

Privacy management can be challenging due to context management prob-
lems. Privacy is viewed as the means to control the contexts in which data is
put [9,10]. According to this view, contextual privacy management requires two
types of control: control over the original context in which the data was orig-
inally disclosed through the software, and control over dissemination contexts
by specifying appropriate or inappropriate contexts in which data can be put or
not, respectively. Practicing these two types of control is complicated. A user can
control the original context by choosing where to disclose data and to whom.
However, over time, the original context might change [6] into an inappropri-
ate context. In order to avoid such situations, users should constantly monitor
changes. Often, users do not invest much time in managing and monitoring online
communication contexts [11], and it is particularly challenging when context is
ambiguous. Having control over any dissemination context requires listing possi-
ble appropriate or/and inappropriate contexts, depending on the assumed closed-
or open-world of contexts. Given the ‘theoretically infinite complexity’ of social
situations, and the infinite set of possible contexts [12,13], it may be infeasible
to list all possible contexts [14]. Context issues are often insufficiently addressed
by simplistic context representations in privacy management approaches. Such
approaches offer limited context control [7] that is insufficient to satisfy privacy
and communication requirements in social software.

3 Analysis of Context and Privacy

Context is the information construct that characterises the communication situ-
ation [4]. Context is a container of data; it facilitates the inference of the relevant
meaning of the communicative message [4]. A data item can have a set of differ-
ent possible meanings or interpretations, and by identifying the context it is put
within, the relevant interpretation can be inferred. An example is the context of
the page in which Els’s photo is put in Scenario 1. That this context is related to
‘prostitutes’ can be inferred by the information about the type of page, content,
creator, and other meta data. When Els’s photo is put in this context, the most
relevant meaning of the photo is a ‘prostitute photo’.

In online communication, privacy management can be a means of identity
management [5]. The data owner1 discloses a data item to communicate about
it with the selected audience. Through communication, the owner expresses a
specific identity and manages it by specifying who the audience are and what
data they could access in a specific context [15]. To make the privacy decision
of to whom disclose an item, the owner estimates how others would perceive
and interpret this item [5]. Thus, the interpretation of data and context are of
central roles in the process of privacy management.
1 We do not imply the legal ownership.
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The importance of context and the interpretation of data can be mainly
observed in two communication types: cooperative and adversarial. These types
are the extreme ends of the communication spectrum, and are characterised by
variant degrees of trust, context involvement, and privacy concerns [16]. In coop-
erative communication, the interlocutors trust each other [17] and act jointly to
understand and interpret the communicated message. Cooperative communica-
tion can be achieved by following the Gricean maxims, which concern providing
a sufficient amount of information that is true, relevant, and unambiguous to
make context explicit [18]. Gricean maxims facilitate clarifying the context to
make possible interpreting the communicated message. However, in ambiguous
contexts, it is challenging to abide by those maxims. In contrast, in an adversar-
ial communication, at least one of the interlocutors—the adversary—can violate
Grecian maxims to mislead others into misinterpreting the message and disrupt
the communication. Adversarial communication is associated with low trust and
high privacy concerns [16]. In both communication types, context ambiguity
hinders the correct interpretation of data affecting the identity expression and
privacy of the interlocutors.

Based on the above-mentioned argument, we define contextual privacy man-
agement as the process of managing data disclosure or dissemination while main-
taining the appropriate interpretation of this data, in order to manage the one’s
desired identity in a specific context. To achieve that, context clarity is essential.
However, clarity of context requires an effort to make communication cooperative
and avoid adversarial communication. To facilitate contextual privacy manage-
ment and avoid overloading users with context complexities, we propose CPS2

in the following section.

4 CPS2: Contextual Privacy for Social Software

The main idea of CPS2 is to facilitate communication with an increased level of
privacy without burdening users with context management. We propose CPS2 to
manage contextual privacy by maintaining the appropriateness of the interpreta-
tion of data. CPS2 avoids simplifying the representation of context or imposing
reasoning about context on users to specify privacy management policies. Given
the technological advances in context inference [19] and automatic data inter-
pretation [20], CPS2 does not requires users to reason about context, rather, it
requires owners to only specify the appropriate interpretation of their data. The
framework is responsible for guarding the appropriate interpretation upon any
change of context or dissemination, as explained in the following.

To understand the principle of CPS2 consider Scenario 1: Els’s profession
as a fashion model is indicated on her page, thus, the context of her profile
page indicates that the ‘fashion-related’ interpretation is the most relevant inter-
pretation. Upon viewing the photo, the audience would highly likely perceive
the interpretation of the photo as such. When the photo is put in the ‘prosti-
tutes’ context, the relevance of the ‘fashion-related’ interpretation is low and the
relevance of the ‘prostitute’ interpretation is high, which affects Els’s identity.
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With CPS2, Els can specify the set of appropriate interpretations of the photo
as {fashion show, swim suits show, pretty model}. Accordingly, the dissemina-
tion into the ‘prostitutes’ context should be prohibited because it results in an
interpretation that is not in the set Els has specified, while the dissemination
into the ‘jobs for top models’ context should be allowed.

4.1 Realisation of CPS2

The realisation of CPS2 implies a system with three main functions: context
inference, interpretation inference, and contextual privacy management. CPS2

assumes the existence of an underlying context inference and interpretation
inference layers that need not be managed by users, but by the social software
provider, for instance. The realisation would comprise the following layers:

1. Context inference layer: responsible for inferring or labelling the context of
the current situation within the social software realm. The input to this layer
is the social software data: users and their attributes, data items, relations,
ads, and the structure of its pages and modules. When data is added to a
situation, this layer adapts and infers the new context.

2. Interpretation inference layer: responsible for inferring the interpretation of
data based on the context inferred by the previous layer. The data can be
interpreted whether it is textual or visual.

3. CPS2 control layer: responsible for facilitating contextual privacy manage-
ment by means of two possible approaches: access control or accountability
and auditing approach. The access control approach comprises a policy lan-
guage to express the contextual privacy policies and an enforcement mecha-
nism. A policy can be formulated to express the appropriate interpretations
of a data item. Upon performing an action—resulting in adding or removing
data from a context—the control layer consults the policies of data items
in the current context and verifies the appropriateness of the interpretation
inferred by the previous layer. The action is executed if no interpretation is
inappropriate.

In the accountability and auditing approach, users need not specify policies.
Rather, upon a context change, the framework marks the actions that cause a
change of the interpretation. The data owner can verify the appropriateness
of a new interpretation. If the new interpretation is inappropriate, proper
actions can be executed against the responsible entity.

4.2 Addressing Issues of Context and Privacy

CPS2 could potentially address the problems mentioned in Sect. 2, as follows:

1. Context ambiguity: the framework addresses this problem not by making the
context less ambiguous to users, rather, even when context is ambiguous to
some users, the context inference layer could still identify context given all
the data in the software. Accordingly, only appropriate actions are allowed.
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2. Context simplistic representation: by shifting the burden of reasoning about
context to the underlying framework, it is not needed to simplify the repre-
sentation of context.

3. Control over the original context: by facilitating the management of inter-
pretation, owners can indirectly control context to a relatively high degree
without having to monitor the changes of context.

4. Control over any context: the previous argument is valid here. The framework
facilitates effortless control over any context by continuously monitoring and
maintaining the appropriateness of the interpretation in any context.

Moreover, CPS2 enhances communication to become cooperative even if con-
text is ambiguous, by allowing only appropriate actions that may not affect the
interpretation of data. It also facilitates avoiding adversarial communication by
preserving data interpretation. CPS2 facilitates control over data flow in both
private or public spaces.

5 Related Work

Many works have incorporated context in privacy management. On the concep-
tual level, Nissenbaum proposes contextual integrity [21] for privacy manage-
ment. She presents a list of norms: contexts, actors, attributes, and transmission
principles, that must be managed to preserve privacy. Our framework differs from
this theory by not requiring an exhaustive specification of the possible contexts
or the other ingredients of the theory. The complexity of contextual integrity
results in models that adopt simplistic context representation to overcome the
complexity. An example is the formal model of Barth et al. [22] where context
is represented by roles of users.

Another contextual privacy management work is Fong’s access control model.
In his work, relationships are viewed as contexts [23]. In contrast to CPS2, Fong’s
model offers control over the original context but not over dissemination con-
texts. Generally, the simplification of such models reduces the granularity offered
by context and fails in addressing the problems discussed in Sect. 2.

6 Conclusion and Future Work

In CPS2, we propose maintaining data interpretation to manage contextual pri-
vacy and address the complexity of controlling context. The framework facilitates
simple management of privacy without reducing the richness context manage-
ment offers. CPS2 enhances communication in which interpretation is essential.
In other work, we have conducted experiments related to context inference, and
we will report them elsewhere. Our future work aims at providing a design to
validate the framework and investigate the proper realisation of the framework.
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Abstract. We propose an exactly spatiotemporal matching scheme for
privacy-aware users in MSNs. Based on the carefully designed spatiotem-
poral profile, our scheme employs a weight-aware pre-matching module
to filter out the users with less similarity and some potential adversaries,
thus guarantees that no useful information is revealed before determining
the best matches. Further, we propose a privacy-preserving exchanging
module against Honest-But-Curious users. Finally, the similarity com-
puting module computes the exact matching result to each candidate
to determine the best match. Thorough security analysis and evaluation
results indicate the effectiveness and efficiency.

Keywords: Mobile social networks · Private matching · Spatiotemporal

1 Introduction

The success of Mobile Social Networks (MSNs) and location-aware mobile devices
has resulted in many popular applications. With these applications, mobile users
can either communicate with existing friends or make new social interactions, to
share news or funny things. In these applications, people always need to release
their personal attributes to others, which conflicts with the increasing privacy
concerns of mobile users and may lead to serious privacy disclosure.

Early solutions always rely on the trusted third parity [9] to process the
matching work between users. However, they may become the single point of
failure in the whole system. Although many follow-up works avoid this problem
by employing Private Set Intersection [2,4], Secure Multi-party Computation
(SMC) [5] or Paillier Cryptosystem [10], they pay much attention to comput-
ing the common attributes/interests privately but ignore the heavy computation
cost. Sun et al. [8] pointed out the importance of the spatiotemporal informa-
tion in plenty of social activities, thus proposed the first privacy-preserving spa-
tiotemporal matching scheme to provide more opportunities for mobile users to
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 33–40, 2015.
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make new social interactions in MSNs. However, neither of them takes a fully
consideration on user’s priority on each attribute. Niu et al. proposed a series
of schemes [6,7] to achieve better matching by employing the similarity-based
solutions. Unfortunately, all these schemes need to assume the adversary cannot
obtain the processing data from the running protocol.

In this paper, we first present some preliminaries in Sect. 2. Then, based
on the carefully constructed spatiotemporal profile, our scheme in Sect. 3 uses
a weight-aware pre-matching module, which combines a random permutation
function with commutation encryption function, to compute a coarse-similarity
with other users and filter out the users with smaller similarity as well as some
potentially malicious adversaries. We design a reorganized profile exchanging
module to guarantee that both the initiator and the responder in our scheme
can only obtain the cells in common as well as the corresponding frequencies.
Finally, based on the exchanged reorganized profile, our similarity computing
module finds out the best match by computing the similarity exactly. We show
the security analysis and evaluation results in Sects. 4 and 5, respectively. Finally,
the conclusions is drawn in Sect. 6.

2 Preliminaries

2.1 Problem Statement

Our scheme aims to achieve privacy-preserving friend discovery based on spa-
tiotemporal profile private matching, which involves several users and relies on
no TTP. Mobile users in our scheme periodically record their own locations
(i.e., every 5 minutes), each of which is then assigned into a geographic cell to
construct the spatiotemporal profile within a predefined grid once the spatiotem-
poral matching is needed. Let’s use a users Alice for example, she holds a set of
messages {〈timeperiod, ci, freqi〉}, where timeperiod represents the time period
that is considered in the matching scheme, ci denotes the index of the geographic
cell within the predefined grid and freqi means the total number of times that
a user visits ci. Since users usually stay in different places with different time
period, e.g., Alice may stay at home and office with more time but less time in
a certain shopping mall, then the freqi may changes with ci. Our problem is
how to find the best match who has more common cells and with similar visiting
frequencies, while guaranteeing that no useful personal information is released.

2.2 Adversary Model

In our work, we mainly consider the Honest-But-Curious model (HBC) as some
existing work [5,10], which happens within legitimate users, they will infer pri-
vate information from running protocol but honestly follow the protocol.

2.3 Motivation and Our Basic Idea

Spatiotemporal matching has been one of the most popular technique employed
in current social activities [8] such as friend discovering, social collaboration, etc.
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Our work is thus motivated by a set of observations. (1): most of existing schemes
[5,7,10] use user’s attributes information to process matching, but ignore the spa-
tiotemporal information, which is important and has been thoroughly studied
in [8]. (2): although Sun et al. [8] proposed the privacy-preserving spatiotem-
poral matching scheme for MSNs, their schemes fail to consider an important
social fact that mobile users in our real life always spend more time or higher
frequencies on some particular locations such as their homes. As the result, cells
with different visiting frequencies will be considered as the same, which does
not make sense in reality. (3): schemes in [1,6–8] fail to protect legitimate user’s
information before identifying the identifier of the other party in the matching
phase. Therefore, we argue that, if a potential adversary exists, he may add extra
attributes as much as possible to match with legitimate user.

Our main idea is to perform spatiotemporal matching, exactly and privately.
We design a weight-aware pre-matching module before computing the exactly
spatiotemporal matching results between users. Based on our module, the can-
didates with less similarity and the potential adversaries can be filtered out
effectively. Followed, with the help of our similarity computing module, which
considers frequencies assigned on all the cells within the spatiotemporal profile,
the best match can be selected from the others, exactly.

3 Our Proposed Scheme

3.1 System Architecture

Our scheme is a distributed solution, which allows users to process spatiotem-
poral matching freely without relying on any third party. Users in our scheme
communicate with others in vicinity through some short-range communication
techniques such as Bluetooth or WiFi. At the beginning, each user reorganizes
the own spatiotemporal profile mentioned in Sect. 2.1 into a new reorganized pro-
file, which is used for further matching. We set several priority levels for each
user, and let users reorganize their spatiotemporal profiles based on freqi. For
example, we set three priority levels, which are denoted as Level1, Level2 and
Level3. Level1 contains the cells that the user visited with high frequencies,
Level2 includes the cells with less frequencies, while Level3 means the cells that
the user seldom appeared. Based on Alice’s willingness, she can assign all the
elements in her spatiotemporal profile into these three levels. Through this way,
all the records can be assigned, we further compute the sum of the frequencies
(FAj =

∑mj

r=1 freq
Aj
r ) for each priority level. Finally, Alice’s reorganized pro-

file RPA can be constructed. We then present our weight-aware pre-matching,
reorganized profile exchanging and similarity computing modules in turn.

3.2 Weight-Aware Pre-matching Module

We suppose that all the entities share a prime q and a hash function h(·) through
secure communication channels, which is a wildly used assumption in existing solu-
tions. For any c

Aj
r ∈ CAj , Alice computes (h(cAj

r ))kA offline and sends to Bob
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together with FAj . Bob first transforms the elements in priority level in his
reorganized profile (cBj

t ) into (ĉBj

1 , · · · , ĉBj

t , · · · , ĉBj
nj ) offline based on a random

permutation function
∏

, which aims to disorder the elements within the array
randomly. Then, he accomplishes some computation work based on the received
information as follows. He computes ((h(cAj

r ))kA)kB and performs the random per-
mutation function on them to obtain

∏
(((h(cAj

1 ))kA)kB , · · · , ((h(cAj
r ))kA)kB , · · · ,

((h(cAj
mj ))kA)kB ), namely (((h(ĉ

Aj

1 ))kA)kB , · · · , ((h(ĉ
Aj
r ))kA)kB , · · · , ((h(ĉ

Aj
mj ))

kA)kB ).
Next Bob generates a random number rN , and then computes the hash values to
obtain (h(((h(ĉ

Aj

1 ))kA)kB + rN ), · · · , h(((h(ĉ
Aj
r ))kA)kB + rN ), · · · , h(((h(ĉ

Aj
mj ))

kA)kB +

rN )). Finally, this message is sent to Alice together with (h(ĉ
Bj
t ))kB and FBj . Alice

then computes ((h(ĉ
Bj
t ))kB )kA and sends it back to Bob. Bob sends the random number

rN to Alice. Alice computes (h(((h(ĉ
Bj

1 ))kB )kA +rN ), · · · , h(((h(ĉ
Bj
t ))kB )kA +rN ), · · · ,

h(((h(ĉ
Bj
nj ))kB )kA + rN )). Next, Alice computes the number of common cells in each

priority level by

kj = |CAj∩ CBj | = |{h(((h(ĉAj

1 ))kA)kB + rN ), · · · , h(((h(ĉAj
mj

))kA)kB + rN )}
∩ {h(((h(ĉBj

1 ))kB )kA + rN ), · · · , h(((h(ĉBj
nj

))kB )kA + rN )}|, (1)

and Bob executes the same procedure by kj = |CBj
⋂
CAj |. Then, we define a

weight function on each priority level between Alice and Bob, it is based on a com-
mon sense that the more frequency spent on a particular region in common, the
higher similarity will be. Our weight function wj thus can be computed by

wj =
FAj + FBj

FA1 + FA2 + FA3 + FB1 + FB2 + FB3
. (2)

We compute coarse-similarity of each priority level in pre-matching phase by

Pj(CAj , CBj ) =
|(CAj ∩ CBj )|
|(CAj ∪ CBj )| =

|(CAj ∩ CBj )|
|(CAj | + |CBj )| − |(CAj ∩ CBj )|

=
kj

mj + nj − kj
. (3)

Based on these formulae, both Alice and Bob can obtain the weight and coarse-
similarity information for each priority level. Finally, the total coarse-similarity
can be computed as

P (CA,CB) =
3∑

j=1

{wj × Pj(CAj , CBj )}

=
3∑

j=1

{ FAj + FBj

FA1 + FA2 + FA3 + FB1 + FB2 + FB3
× kj

mj + nj − kj
}, (4)

which indicates a probable similarity between user Alice and Bob.
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3.3 Reorganized Profile Exchanging Module

Since adversaries and users with less similarity can be filtered out in the pre-
matching module, our goal here is to launch a privacy-preserving exchanging to
exchange the reorganized profile with users with high similarity value. Specifically,
for each element in Alice’s reorganized profile, she computes 〈h(cAr )kA , freqAr 〉 and
sends them to Bob. Bob computes 〈h(cBt )kB , freqBt 〉, and 〈((h(cAr ))kA)kB , freqAr 〉,
then sends these messages back to Alice. Once Alice receives these messages, she
computes 〈((h(cBt ))kB )kA , freqBt 〉 and replies the computation results toBob. This
step is accomplished on both sides of Alice and Bob. Specifically, Alice compares
each ((h(cAr ))kA)kB with ((h(cBt ))kB )kA , if they are equal, the value ofmin(freqAr ,
freqBt ) is written into freqCk , and continues if they are not equal. At last, Alice
outputs the result of

∑
freqCk . While onBob side, he executes the same procedure

to obtain the value of
∑

freqCk .

3.4 Similarity Computing Module

Based on the obtained information from the aforementioned modules, user Alice
and Bob can compute the exactly spatiotemporal profile matching results with
each other by the following formula.

P (CA, CB) =
|(CA ∩ CB)|
|(CA ∪ CB)| =

|(CA ∩ CB)|
|(CA| + |CB)| − |(CA ∩ CB)|

=
∑

freqCk∑
freqAr +

∑
freqBt − ∑

freqCk
. (5)

The obtainedP (CA, CB) is the exactly matching result between them. Accord-
ing to this number, Alice and Bob could decide whether to be friends.

4 Security Analysis

Since potential adversaries can be filtered out in the weight-aware pre-matching
module, then in the reorganized profile exchanging module, we prove that our
scheme is secure under the HBC model.

Theorem 1. Our scheme is secure if the commutative encryption function is
secure.

Proof. The commutative encryption function and keyed hash function provide end
users with a secure channel, it means that only the one who has the secret key can
decrypt the message. Suppose userAlice is a HBC user, she may illegally construct
her reorganized profile in two extreme ways, (1) adding all the possible cells into
the first priority level to get more information of Bob, (2) putting limited number
of cells into each priority level.

For case (1), based on the pre-matching result, users who add all the possi-
ble cells into the first priority level will cause smaller matching result and will be
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filtered out in the weight-aware pre-matching module. Therefore, users with less
similarity value cannot be executing the reorganized profile exchanging module
with legitimate user. For a special case, if the HBC user has enough abilities to
modify the reorganized profile, the Equation in 5 can also outputs a lower similar-
ity value to user to make the decision.

For case (2), this kind of threat happens when Alice inputs cells as less as pos-
sible, for instance, she just inputs one cell with a higher corresponding frequency
to perform our matching algorithm, if she fortunately has one intersection with
Bob, she could infer that Bob goes to this cell (it always refers to a area such as a
bar) frequently. But if she input two or more cells and the corresponding frequen-
cies, even she has a intersection with Bob, she cannot conclude which cell that Bob
has been to. So we can see that if the HBC user inputs only one cell with the cor-
responding frequency, he can learn other’s secret information. However, this is a
very special case and there are many practical ways to tackle this problem, such
as setting a rule to limit the minimum number of input, which meets our real life.

Since all the data are transmitted between entities, and some cryptographic
tools such as Public Key Infrastructures (PKI) can be easily adopted onto our
scheme, the common cells and the corresponding frequencies can only be seen by
the legitimate users with proper keys.

5 Performance Evaluations

5.1 Evaluation Setup

To further study the feasibility of our scheme, we implement aforementioned
schemes on a Thinkpad laptop (the cryptography library is Crypto++) with 1.82
GHz CPU, 4 GB RAM to simulate the performance.

5.2 Evaluation Results

In Fig. 1, we first test the offline computation cost when m is changing from 20 to
200. Figure 1 indicates that our scheme has better performance than others [3,7–
9]. The computation cost in [3] is high since there are too many exp1s employed
in their schemes.

Figure 1 compares the online computation cost of all the protocols in the log 10
scale for varying m. We can see the efficiency of our scheme over others. For users
in our scheme, they need to perform 2m exp1s and m hs on the initiator side and
same compute cost on the responder side. The online cost of the protocols in [3]
are much higher since they utilize several exp1s in their processes.

In Fig. 1, scheme in [8] shows a better performance on the communication cost
than our scheme since we just considering two users in the experiment. Now con-
sidering a real situation that there are s users in the vicinity around the initiator,
the scheme in [8] need to transmits (6m + 4) × s bits in all, on the contrary, our
scheme may just need to transmits 4m × s + 4m bits since our scheme filter out
the adversaries and users with less similarity.
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(d) The execution time

Fig. 1. Impact of the number of common cells m

Figure 1 provides the total execution time of all the algorithms. Comparing
with [3,7,9], our scheme performs better. When we look into our protocol, to get
the common cells securely, an initiator needs more time to complete the compu-
tation. However, it is obvious that our proposed protocol can be finished within
about 600 ms in all simulated sceneries.

6 Conclusions

This paper proposed an exactly spatiotemporal matching scheme for privacy-
aware users in Mobile Social Networks. Based on the newly constructed spatiotem-
poral profile, we designed a weight-aware pre-matching module in malicious
environment to effectively filter out users with less similarity and the malicious
adversaries before determining the best matches. Followed, with executing our
reorganized profile exchanging module and the similarity computing module, the
best match can be determined exactly against Honest-But-Curious users. Security
analysis and evaluation results are also provided.
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Abstract. HB+ family protocols that based on LPN problem are effec-
tive and well suited for the Internet of Things. However, the HB+ family
protocols have vulnerability on the man-in-the-middle attack. In this
paper, we propose a new privacy preserving RFID authentication proto-
col based on the multiplication on Z2k−1. By analyzing the differential
property on Z2k−1, we show that the protocol is resistant to the man-in-
the-middle attack. Moreover, the performance analysis shows the proto-
col meets the demands of the large-scale RFID systems.

Keywords: RFID · Man-in-the-middle attack · Privacy · Internet of
Things

1 Introduction

Radio Frequency Identification (RFID) is a technology that allows RFID readers
automatically identification of RFID tags, and it is widely used in many applica-
tions. But low-cost RFID tags, in particular, have limited computational capabil-
ities that render them unable to perform complicated cryptography operations.

Privacy preserving protocols based on symmetric key are faced a paradox. On
one side, a tag must encrypt its identity with its secret key so that only autho-
rized readers can extract the identity. On the other side, a tag cannot easily iden-
tify itself to reader. If the reader does not know any identity of the tag, it cannot
determine which key is used to decrypt the protocol message [10]. Therefore, most
symmetric-key protocols are using exhaustive search to determine the key.

Molnar and Wagner proposed a tree based RFID authentication proto-
cols [14]. By using their method, a tag can be identified in O(log N) time. Their
method is a tradeoff between the identification efficiency and privacy. Avoine
et al. [3] discovered the tree based protocols have vulnerability on compromising
attack. Song and Mitchell [16] proposed a constant-time identification proto-
cols. However, their protocol have vulnerability on impersonation and tracking

This work was supported by China national 863 project under No. 2013AA014002.

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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attack [6]. Alomair et al. [1] proposed another constant-time identification pro-
tocols. Their protocol needs pre-computation and a large database. Moreover,
the protocol has vulnerability on denial of service and tracking attack.

Juels and Weis [11] proposed HB+, the first RFID lightweight authentication
protocol based on the learning parity problem. HB+ protocol is provable security
under LPN problem, but it has security flaw on the man-in-the-middle attack. As
Gilbert et al. showed in [8], the security of HB+ is compromised if the adversary
is given the ability to modify messages transmitting between the reader and the
tag. Karz et al. [12] gave a simpler proof of security for HB+, and proved security
for parallel executions. Beinger et al. proposed HB++ [5] protocol.

However, all these protocols were proven to be insecure in the GRS model.
They were successfully cryptanalyzed by Gilbert et al. in [7]. In fact, it has
been shown in [7] that the secure authentication protocols based on the LPN
problem are hard to find. Gilbert et al. proposed the HB# and Random-HB# [9]
on the eurocrypt’08. Their protocol enhanced the security on the man-in-the-
middle attack. But later, Ouafi et al. present a man-in-the-middle attack against
HB# and Random-HB# [15]. Recently, more HB-like protocols are proposed,
but they were all broken. Bosley et al. [4] proposed HBN protocol, but they were
successfully cryptanalyzed by Avoine et al. [2].

Our Contribution. We proposed a new RFID authentication protocol which
is secure under the man-in-the-middle attack. Our protocol does not rely on
any cryptography ciphers, it is constructing directly from the multiplication on
Z2k−1. We developed a new pseudorandom function based on the multiplication
on Z2k−1. Due to the nonlinearity of our pseudorandom function, our protocol is
secure on the GRS model. And we gives the multiplicative differential property
of the Z2k−1. Based on these results, it shows that our protocol is resistant to
the man-in-the-middle attack. Finally, we give the performance analysis of our
protocols.

2 Our Protocol

In this section, we introduce our privacy preserving authentication protocol. In
Table 1, we give the symbol definition used in this paper.

Initialization. Every tag Ti in the system is initialized with a secret key (xi, yi),
which xi and yi are randomly drawn from G. The N secret keys of the tags are
stored in a database. The reader uses a secure connection communicating with
the database.

Protocol. Our scheme is a n-round challenge response protocol. Figure 1 illus-
trates a round of our protocol. Each authentication consists of n rounds, where
n is a security parameter. The protocol works as follows:

1. The reader first draw a random element a from G and sends it to the tag.
2. Upon the tag receipt a, it draw a random element b from G, and compute

z = f(a ∗ x) ⊕ f(b ∗ y), sends (b, z) to reader.
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Table 1. Symbol definition

Symbols Descriptions

k Security parameter, k is an integer and 2k − 1 is prime

r Security parameter, the number of rounds in our protocol

N The number of tags on the system

G Multiplicative group on the Z∗
2k−1

∗ Multiplication on the Z∗
2k−1

a, b, x, y Elements on the group G

⊕ Exclusive or operator

[x]i The i-th bit of the x binary representation (least significant bit first)

f(x) f(x) =
⊕k

i=1[x]i

3. The reader receipt (b, z). Then reader exhaustive search the key pair (xi, yi),
and compute z′ = f(ai∗x)⊕f(bi∗y). If z′ = z, put (xi, yi) into the candidates
key set; otherwise exclude (xi, yi) immediately.

Fig. 1. The basic authentication step of our protocol.

By repeating for n rounds, if reader found a key passed the verification on all
rounds, the reader authenticates the tag successfully. The output of the function
f(a∗x) is balance. Thus a naive adversary can guess the correct bit of one round
is 1/2, so the probability of the adversary can be authenticated by reader is 2−n.

3 Security Analysis

3.1 Differential Property of the Function f(X ∗ a)

In this section, we will show the differential property of the function f(X∗a). The
resistance of the man-in-the-middle attacks is generally relied on the differential
probability of pseudorandom function. If the differential probability of a function
is 1/2, that function is perfectly resistance to the differential attack.
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Definition 1 (δ-differential probability of the function f(X ∗ a)). Let
q = 2k − 1 be a prime, a, δ be two constant on Z∗

q . Let X be a random variable,
X is uniformly distributed over Z∗

q . Let ∗ denote the multiplication operator on
the Z∗

q .The δ-differential probability p(a, δ) of the function f(X ∗a) is defined as

p(a, δ)
def
= Pr[X ∈R Z∗

q : f((X + δ) ∗ a mod q) ⊕ f(X ∗ a mod q) = 0]

Definition 2. Let us define a mapping φ(a) from Z2k−1 to a vector, where
φ(a) = mak

mak−1 . . . ma1v. Let φ(a, i) be the i-th element of φ(a), a be a con-
stant on Z2k−1, ai be the i-th bit of a’s binary representation. The definition of
m0,m1, v are as follows:

m0 =

⎛

⎜
⎜
⎝

1 0 1
2 0

0 1 0 1
2

0 0 0 1
2

0 0 1
2 0

⎞

⎟
⎟
⎠ ,m1 =

⎛

⎜
⎜
⎝

1
2 0 0 0
0 1

2 0 0
0 1

2 0 1
1
2 0 1 0

⎞

⎟
⎟
⎠ , v =

⎛

⎜
⎜
⎝

1
0
0
0

⎞

⎟
⎟
⎠

The following theorem gives the differential probability of our pseudorandom
function. The computational complexity of Theorem1 is O(k).

Theorem 1 (Differential probability on the Z2k−1). Let X be a random
variable distributed uniformly over Zq, where q = 2k − 1. Let a be a constant
value on Zq. Then the differential probability p(a, δ) is

p(a, δ)

=
2kφ(a, f(a) + 1) + 2kφ(a + 1, 4 − f(a + 1)) + θ(0, a) + θ(q, a) + θ(q − a, a) − 3

q − 1

where θ(x, a) = f(x + a mod 2k) ⊕ f(x mod 2k).

3.2 Man-in-the-Middle Attack of Our Protocol

We assumed a man-in-the-middle adversary has the following abilities: he can
fully control the messages between reader and tag; he can modify or replay the
message, and look up the protocol result that is succeeded or failed. Without
loss of generality, we consider the adversary modifying the message a:

1. Reader sends message a to tag.
2. Adversary intercept the message, changing a to a′ = a + δ, and sends a′ to

tag.
3. Upon tag receipt the message a′ from the adversary, tag generate b uniformly

at random, and compute z′ = f(a′ ∗ x) ⊕ f(b ∗ y), tag sends (b, z′) to reader.
4. Upon receipt (b, z′), reader calculate z = f(a ∗ x) ⊕ f(b ∗ y). If z = z′ then

reader accept the tag, otherwise reader reject the tag.
5. Adversary view the output of the reader and deduce the secret key.
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The above attacking method is the famous GRS attack [8,13]. It successfully
crack many HB-family protocols. Now we shows that our protocol can resistant
GRS attack. According to the assumption, adversary can get the protocol result.
If reader accepted tag, then adversary can conclude that z = z′, if reader rejected
tag then z = z′ ⊕ 1. We can calculate the probability of reader accepting tag
while adversary intercepting the messages:

Pr[Reader Accept Tag]
= Pr[z = z′]
= Pr[f(a ∗ x) ⊕ f(b ∗ y) = f(a′ ∗ x) ⊕ f(b ∗ y)]
= Pr[f(a ∗ x) ⊕ f(a′ ∗ x) = 0]
= Pr[f(a ∗ x) ⊕ f((a + δ) ∗ x) = 0] (1)

We can see the probability (1) is the differential probability defined in Def-
inition 1. If the x and δ are fixed, the probability (1) is fixed. Thus every tag
on the systems has a unique differential probability. Adversary can attack our
protocol by utilizing the uniqueness of differential probability. Adversary repeats
the above process to get many samples of f(a∗x)⊕f((a+δ)∗x). Then he can use
the maximize like hood method to approximate the differential probability (1).

For convenience, we denote the probability (1) as 2−1 ± 2−m, which m is a
positive value about k. By using the Theorem1, given x, δ, we can calculate m. If
we choose the key length to 127-bit(2127−1 is a prime), then m is approximating
to 40. According to the Chernoff bound, if the probability of adversary succeeded
is η, then adversary needs at least n samples to approximate the differential
probability, where n ≥ 22m ln 1√

η . Then adversary needs O(280) samples to get a
distinguish attack against our protocol. On the practical environment, adversary
cannot get a large amount of samples, and therefore our protocol is secure against
these attack.

4 Performance Analysis

In this section, we give the performance analysis of our protocol. We can proof
that a reader can exclude a wrong tag within 2 rounds on average. Thus a
reader identify a tag needs to run 2N times sub-protocol on average, where N
is the number of tags on the system. The Algorithm 1 shows the identifica-
tion process. n is the number of rounds of the protocol. The algorithm’s input
(b1, z1), . . . , (bn, zn) is an array of the tag’s output.

Assuming the tag’s output zi is uniformly distributed. If the reader chooses
the right key, the verification processes will success in all rounds. If the reader
choose the wrong key, the probability of a wrong key passing the verification on
i-round is 1/2. Then the probability of a wrong key just rejected on i-round is
(i.e., passed the first i − 1 rounds, and rejected on i-th round):

pi =
1

2i−1
∗ 1

2
=

1
2i
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Algorithm 1. SearchKey ((b1, z1), . . . , (bn, zn))
for j = 1 to N do

for i = 1 to n do
if zi �= f(ai ∗ xj) ⊕ f(bi ∗ yj) then

reject key (xj , yj) and break
end if

end for
if i = n then

accept key (xj , yj) and return IDj

end if
end for
return IDerror

The random variable Xi denoted the number of rounds of a wrong key
excluded by reader. The random variable X denoted the number of all wrong
keys excluded by reader. According to linearity of expectation, E(X) is:

E(X) =
N∑

i=1

E(Xi) = N
∞∑

i=1

i ∗ pi = 2N

Protocol Parameter. The basic requirement of the key length is 80-bit, otherwise
the adversary can break the protocol by brute force. According to the analysis
on Sect. 3.2, we choose the key length of our protocol to be 127-bit.

Computational Cost. Our protocol is based on the multiplication on the Z2k−1.
We implement our pseudorandom function(127-bit) in a personal computer hav-
ing Intel 2.6 GHz G1610 Celeron Dual Core processor, 4 GB RAM and Linux
Debian - 64-bit operating system. By running our pseudorandom function 108

times, it cost 350 ms. Our protocol needs to run 2N times PRF to identify a tag
on average, where N is the number of tags on the system. On a system have 108

tags, we needs 700 ms to identify one tag.

5 Conclusion

In this paper, we construct a new privacy preserving authentication RFID pro-
tocol that does not rely on the traditional cryptography ciphers. Our protocol
is consist of multiple sub protocols, this structure can be used to speed up the
process of searching key on server-side. Furthermore, we give an analysis on dif-
ferential property of the multiplicative group of the Z2k−1. According to our
analysis, the protocol is secure on the man-in-the-middle attack.
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Abstract. In the shift from traditional to cyber-physical electric grids,
motivated by the needs for improved energy efficiency, Advanced Meter-
ing Infrastructures have a key role. However, together with the enabled
possibilities, they imply an increased threat surface on the systems. Chal-
lenging aspects such as scalable traffic analysis, timely detection of mali-
cious activity and intuitive ways of specifying detection mechanisms for
possible adversary goals are among the core problems in this domain.

Aiming at addressing the above, we present METIS , a two-tier
streaming-based intrusion detection framework. METIS relies on proba-
bilistic models for detection and is designed to detect challenging attacks
in which adversaries aim at being unnoticed. Thanks to its two-tier archi-
tecture, it eases the modeling of possible adversary goals and allows for
a fully distributed and parallel traffic analysis through the data stream-
ing processing paradigm. At the same time, it allows for complementary
intrusion detection systems to be integrated in the framework.

We demonstrate METIS ’ use and functionality through an energy
exfiltration use-case, in which an adversary aims at stealing energy infor-
mation from AMI users. Based on a prototype implementation using
the Storm Stream Processing Engine and a very large dataset from a
real-world AMI, we show that METIS is not only able to detect such
attacks, but that it can also handle large volumes of data even when run
on commodity hardware.

Keywords: Advanced Metering Infrastructures · Intrusion Detection
Systems · Data streaming

1 Introduction

The shift from traditional to cyber-physical grids relies on the deployment of
Advanced Metering Infrastructures (AMIs) in which communication-enabled
meters share data with the utility’s head-end and are remotely controlled. In
this context, the strict coupling between threats’ cyber and physical dimensions
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(that can possibly result in human losses or physical damage [4]) demands for
appropriate defense mechanisms. As Stuxnet [7] taught us, malicious activity
designed to hide its malicious behavior can be carried out during years before
being detected.

Despite the limited number of real attacks documented so far, a considerable
number of possible attack vectors has been uncovered [17]. Specification-based
Intrusion Detection Systems (IDSs) [1,18], the main defense mechanism proposed
so far for this domain, detect malicious activity by means of deviations from
defined behavior. Such IDSs usually require a considerable amount of manual
labor by a security expert in order to tune them to specific installations [1]. At the
same time, they do not provide a comprehensive protection against all possible
adversary goals. As an example, they might distinguish messages that comply
with a given protocol from messages that do not, but might fail in distinguishing
whether a message that does not violate the protocol is sent by an intact or a
compromised device.

Challenges. Kush et al. [14] claim traditional IDSs cannot be used effectively
in these environments without major modifications and they mention nine chal-
lenges, four of which are taken into account in this paper: scalability, adap-
tiveness, network topology and resource-constrained end devices. As discussed
in [1], AMIs consist of several independent networks whose overall traffic can-
not be observed by a centralized IDS. Hence, the IDS should process data in
a distributed fashion in order to embrace the different networks composing the
AMI. Furthermore, the processing capacity of a centralized IDS would be rapidly
exhausted by the big, fluctuating volume of data generated by AMIs’ devices. To
this end, the IDS should also process data in a parallel fashion in order to cope
with the volumes of data and detect malicious activity timely. It should be noted
that existing privacy regulations play an important role when it comes to the
information accessed to spot malicious activity. As discussed in [19], fine-grain
consumption readings reveal detailed information about household activities and
could be used to blackmail public figures [8]. For this reason, while being inter-
ested in detecting malicious activity, the utility maintaining the AMI might not
have access to underlying information owned by energy suppliers. Hence, the
IDS should be able to detect malicious activity while relying on partial evidence
(i.e., while accessing a limited set of traffic features). Finally, the IDS should
avoid expensive per-site customization by providing an efficient way to specify
how to detect malicious activities.

Contributions. We present METIS1, an Intrusion Detection framework that
addresses these challenges by employing a two-tier architecture and the data
streaming processing paradigm [23]. METIS has been designed giving particular
attention to the detection of malicious activity carried out by adversaries that
want to go unnoticed. The challenge in the detection of such malicious activity

1 Named after the mythology figure standing for good counsel, advice, planning, cun-
ning, craftiness, and wisdom.
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lies in that suspicious traffic proper of a given adversary goal can be caused by
both legitimate and malicious factors. We provide the following contributions:

1. A two-tier architecture that provides a scalable traffic analysis that can be
effective while (possibly) relying on a limited set of traffic features. Its two-tier
architecture eases the system expert interaction (who can model the traffic
features affected by an adversary goal by means of Bayesian Networks) and
allows for complementary detection mechanisms such as specification-based
and signature-based ones to be integrated in the framework.

2. A prototype implementation programmed using Storm [24], a state of the art
Stream Processing Enginge used mainstream applications (such as twitter).

3. One of the first evaluations based on data extracted from a real-world AMI
and focusing on energy exfiltration attacks in which the adversary aims at
stealing energy consumption information from AMI users. The evaluation
studies both the detection capabilities of the framework and its applicability
while relying on commodity hardware. To the best of our knowledge, detection
of such attacks has not been addressed before.

The paper is structured as follows. We introduce some preliminary concepts
in Sect. 2. In Sect. 3 we overview the METIS ’ architecture while we discuss its
implementation in Sect. 4. An example showing how the framework is applied to
the energy exfiltration use-case is presented in Sect. 5. We present our evaluation
in Sect. 6, survey related work in Sect. 7 and conclude in Sect. 8.

2 Preliminaries

2.1 Advanced Metering Infrastructure Model

We consider a common AMI model, composed of two types of devices: Smart
Meters (SMs), in charge of measuring energy consumption and exchanging event
messages such power outage alarms or firmware updates, and Meter Concentrator
Units (MCUs), in charge of collecting such information and forwarding it to the
utility head-end. Different network topologies exist in real-world AMIs (e.g.,
point-to-point, hierarchical or mesh ones). In order to encompass all possible
networks and represent AMIs that can evolve over time, we consider a generic
network, in which SMs are not statically assigned to specific MCUs.

Among the messages that are exchanged by the AMI’s devices, two are of
particular interest with respect to the use-case that will be introduced in the
following: Energy Consumption Request (ECReq) messages, sent by MCUs, and
Energy Consumption Response (ECResp) messages, sent by SMs. Such messages
are used to retrieve energy consumption and can be exchanged several times
per day.

2.2 Intrusion Detection in Advanced Metering Infrastructures

AMIs are characterized by their slow evolution and limited heterogeneity. That
is, they are composed by a limited set of device types and their evolution is
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dictated by small (and often planned) steps (e.g., deployment of a new meter,
replacement of a broken meter, and so on). Given a time frame that ranges from
days to months, such evolution is “slow” and thus enables for detection tech-
niques, such as anomaly-based ones, building on machine learning mechanisms.
Nevertheless, the same evolving nature demands for a continuous learning that
evolves together with the AMI (thus addressing the adaptiveness and network
topology challenges discussed in [14]).

As introduced in Sect. 1, distributed and parallel network traffic analysis
should be employed in order to embrace the different networks that compose
AMIs while coping with the large and fluctuating volume of data produced by
their devices. The distinct deployment options for an IDS in this domain can be
characterized in a spectrum. At one extreme, the analysis could be performed
by the utility head-end system. In this case, the devices should be instructed to
report their communication exchanges to the head-end (at least, the ones that
are required to detect a given attack). On the other extreme, the computation
could be performed by the AMI’s devices themselves, as investigated recently
in [20]. This option would also be limited by the computational resources of the
devices. Intermediate solutions could rely on a dedicated sensing infrastructure
that runs the analysis together with the utility head-end system, as discussed
in [10]. To our advantage, relying on the data streaming processing paradigm
simplifies the deployment of an AMI defense framework to the requirement of
providing a set of nodes (sensing devices or servers) that embraces the possible
existing networks of the AMI. We refer the reader to [11] for a detailed discussion
about how data streaming applications can be deployed at arbitrary number of
nodes (thus addressing the scalability challenge discussed in [14]).

2.3 Adversary Model

Several types of attacks can be launched against AMIs. On one hand, attacks
such as Denial of Service (DoS) or Distributed Denial of Service (DDoS) are
meant to be noticed (i.e., they impose a challenge in their mitigation rather
than detection). On the other hand, more subtle attacks can be carried out by
adversaries that want to go unnoticed. This second type of attacks (imposing
a challenge in their detection) are the main target of METIS . Such adversaries
could be interested in installing a malicious firmware that, while leaving the
device’s communication unaffected, would allow them to use the AMI as a com-
munication medium [10]. At the same time, a malicious firmware could also be
installed to lower bills by reducing the consumption readings reported by the
meters (causing an energy theft attack [16]).

Energy Exfiltration use-case. In this scenario, the adversary aims at stealing
energy consumption information from AMI users. As discussed in [19], fine-
grained consumption readings collected over a sufficiently large period reveal
detailed information about household activities and could be used to blackmail
public figures [8]. Given our AMI model, such malicious activity can be car-
ried out after successfully logging into an MCU or by deploying a (malicious)
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MCU replica and collecting energy consumption readings over a certain number
of days. The subtle nature of this attack lies in that suspicious exchanges of
ECReq and ECResp messages can be caused not only by the adversary, but also
by legitimate factors (e.g., noisy communication between devices, unreachable
devices, and so on).

2.4 Data Streaming

A stream is defined as an unbounded sequence of tuples t0, t1, . . . sharing the
same schema composed by attributes 〈A1, . . . , An〉. Data streaming continuous
queries are defined as graphs of operators. Nodes represent operators that con-
sume and produce tuples, while edges specify how tuples flow among operators.
Operators are distinguished into stateless (e.g., Filter, Map) or stateful (e.g.,
Aggregate, EquiJoin, Join), depending on whether they keep any evolving state
while processing tuples. Due to the unbounded nature of streams, stateful oper-
ations are computed over sliding windows (simply windows in the remainder),
defined by parameters size and advance. In this context, we focus on time-based
windows. As an example, a window with size and advance equal to 20 and 5
time units, respectively, will cover periods [0, 20), [5, 25), [10, 30) and so on.

Fig. 1. Sample query that computes the number of messages forwarded by each MCU
during the last hour. The figure includes the abstract schema and a set of sample tuples
for each stream.

In order to embrace a wide spectrum of real-world installations, the generic
schema we take into account for the streams generated by the AMI’s devices is
composed by attributes 〈ts, src, dst,msg〉, specifying the timestamp ts at which
message msg is forwarded by source src to destination dst. In the remainder, we
use the terms tuple and message interchangeably when referring to the devices’
communication. Figure 1 presents a sample query that computes the number of
messages forwarded by each MCU during the last hour for a given set of input
tuples (also shown in the figure).

2.5 Bayesian Networks

Bayesian Networks (BNs) provide a probabilistic graphical model in which a
set of random variables (and their dependencies) are represented by means of



56 V. Gulisano et al.

a Directed Acyclic Graph. Given two random variables A and B, a directed
edge from A to B specifies that the latter is conditioned by the former [9]. The
conditional probability P (B = bj |A = ai) represents the probability of observing
bj given that ai has already been observed. Figure 2 presents a sample Bayesian
Network in relation with our AMI model.

Fig. 2. Sample Bayesian Network.

3 METIS - Overview

This section overviews METIS ’ architecture and presents how adversary goals
can be specified by the system expert. Multiple adversary goals can be specified
at the same time. For the ease of the exposition, we provide examples that focus
on our energy exfiltration use-case.

3.1 Architecture Overview

Millions of messages are generated on a daily basis by the AMI’s devices. Such
messages carry heterogeneous information related to energy consumption, energy
quality and power outages, among others. If we put ourselves in the role of the
system expert, it might be hard to specify how evidence of a given adversary goal
could be detected while processing such traffic as a whole. The work required
by the system expert can be simplified by splitting it into two narrower tasks:
(i) specify how an adversary goal could affect the interaction of certain types
of devices (possibly belonging to different networks) and (ii) specify the pattern
of suspicious interactions that could be observed over a certain period of time.

Fig. 3. Overview of METIS two-tier architecture.
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This decomposition would also ease the deployment of a scalable distributed and
parallel traffic analysis. The interaction of the devices could be studied close to
the devices themselves (i.e., embracing the different networks of an AMI and
monitoring the potentially huge amounts of traffic in parallel). Based on these
observations, we designed METIS to analyze the AMI traffic by means of two
tiers: the Interaction Modeler and the Pattern Matcher (as presented in Fig. 3).
Among its benefits, this two-tier architecture allows for other IDS to be plugged
into the framework (e.g., by replacing the provided Interaction Modeler with a
specification-based IDS such as [1]).

Interaction Modeler. This tier analyzes the messages received and sent by
each device and relies on anomaly-based detection to distinguish the ones that
are expected from the suspicious ones.

The anomaly-based technique employed by the Interaction Modeler distin-
guishes between expected and suspicious messages based on the probability of
observing them. It should be noticed that such probability evolves over time
and is potentially influenced by several factors. As an example, the probability
of observing an ECReq message could depend on the MCU forwarding it, on the
SM receiving it, on the quality of the communication between these two devices,
and so on.

If we tackle this aspect from the system expert point of view, it is desirable
to have an intuitive way of specifying with traffic features should be taken into
account for a given adversary goal. To our advantage, Bayesian Networks (BNs)
provide an effective and graphical way of representing such features and their
inter-dependencies. At the same time, BNs can also be automatically translated
into data streaming queries, as we discuss in Sect. 4.2.

Since METIS relies on the data streaming processing paradigm, probabilities
are maintained over a window of size IMWS and advance IMWA (specified by the
system expert), thus coping with the evolving nature of AMIs. IMWS represents
the period of time during which traffic should be observed in order to have rep-
resentative probabilities. IMWA specifies the amount of information that should
be discarded each time the window slides. As an example, if parameters IMWS

and IMWA are set to 12 months and 1 months, respectively, probabilities based
on the traffic observed during the last year would be produced every month.

Pattern Matcher. The anomaly-based detection mechanism employed by the
Interaction Modeler , based on the probability with which messages are expected,
can result in legitimate messages being considered as suspicious. As an example,
this could happen when lossy communication between a pair of devices leads to
a low expectation associated to a certain legitimate message. For this reason,
the Pattern Matcher consumes the suspicious messages forwarded by the Inter-
action Modeler in order to distinguish the ones that are isolated from the ones
representative of a given adversary goal, raising an alarm in the second case.

The system expert is required to specify how suspicious messages should be
processed by means of four parameters. An alarm is raised if a threshold T of
suspicious messages sharing the same values for the set of attributes GB are
observed given a window of size PMWS and advance PMWA.
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Fig. 4. Input provided by the system expert for METIS ’ Interaction Modeler and
Pattern Matcher

3.2 Energy Exfiltration Use-Case

Interaction Modeler. Given our adversary model for the energy exfiltration use-
case, the malicious traffic would result in an unusual exchange of ECReq and
ECResp messages between a pair of MCUs and SMs. Hence, the system expert
could define a BN composed by two variables: Reqs (the number of ECReq
messages observed in the window) and Resps (the number of ECResp messages
observed in the window), with Reqs being a conditional variable for Resps. In our
model, SMs are not statically connected to MCUs. Moreover, energy consump-
tion readings can be retrieved multiple times at different hours during each day
(the hour actually depends on the MCU). For this reason, more variables could
be added to the BN, as shown in Fig. 4a. Since SMs do not change the MCU to
which they connect on a daily basis, a window of four weeks (IMWS = 4 weeks)
updated every week (IMWA = 1 week) could be long enough to detect unexpected
exchanges of ECReq and ECResp messages.

Pattern Matcher. As discussed in Sect. 2.3, the adversary is willing to collect
energy consumption readings over a certain number of days in order to infer
detailed information about the victim’s household activities. In this example
(Fig. 4b), the system expert specifies that an alarm should be raised if at least
four suspicious messages (T = 4) are observed for the same MCU, SM and hour
(GB = MCU, SM, Hour) given a window of size seven days (PMWS = 7 days) and
advance one day (PMWA = 1 day).

4 Detecting Anomalies by Means of Continuous Queries

As discussed in Sect. 3.1, one of the motivations of METIS is to ease the system
expert’s interaction with the framework. For this reason, METIS decouples the
semantics of the analysis from its actual implementation and deployment. That
is, it requires the expert to specify how to detect a given adversary goal by
means of a BN and a set of parameters, while it is responsible for compiling such
information into a data streaming query. In the following sections we overview
the processing carried out by the query, also discussing how the BN is learnt by
means of data streaming operators.
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4.1 Continuous Query - Overview

Both the traffic analysis of the Interaction Modeler and the Pattern Matcher
are carried out by a single data streaming query compiled by METIS . For the
ease of the exposition, we present this query by means of four modules: the Data
Preparer , the BN Learner , the Probabilistic Filter and the Pattern Matcher
(as presented in Fig. 5). The first three modules perform the analysis of the
Interaction Modeler while the last module is responsible for the analysis of the
Pattern Matcher .

The Data Preparer pre-processes the information required to learn the given
BN. It relies on a Filter operator to discard messages that are not relevant for
the BN and on an Aggregate operator to aggregate the information based on
the BN’s variables. The tuples forwarded by the Data Preparer are consumed
by the BN Learner , in charge of maintaining the probabilities over the window
of size IMWS and advance IMWA. The exact number of operators that compose
the BN Learner depends on the number of variables specified by the BN, as
we discuss in the following section. The tuples produced by the BN Learner
associate the messages observed during the given window to a certain proba-
bility. This information is processed, together with the information produced
by the Data Preparer , by the Probabilistic Filter . As discussed in Sect. 2.2, the
evolving nature of AMIs demands for continuous learning. For this reason, the
Probabilistic Filter compares each tuple produced by the Data Preparer with its
associated probability learned over the latest completed window. As an exam-
ple, if parameters IMWS and IMWA are set to 10 and 5 time units, respectively,
the window will cover periods P1 = [0, 10), P2 = [5, 15), P3 = [10, 20), and so
on. Messages observed in period [10, 15) would be matched with the probabil-
ities learned during period P1, messages observed in period [15, 20) would be
matched with the probabilities learned during period P2, and so on. A tuple
produced by the Data Preparer is forwarded by the Probabilistic Filter based
on a probabilistic trial. As an example, if the probability learned for a certain
message is 0.9, such a message will be forwarded with a probability equal to
0.1. Tuples forwarded by the Probabilistic Filter represent the tuples considered
as suspicious by the Interaction Modeler . As discussed in Sect. 3.1, an alarm is
raised if at least T suspicious messages sharing the same values for the set of
attributes GB are observed given a window of size PMWS and advance PMWA.
The Pattern Matcher relies on an Aggregate operator to count how many suspi-
cious messages sharing the same values for the set of attributes GB are received
given a window of size PMWS and advance PMWA. A Filter operator is used

Fig. 5. Overview of the query created by METIS .
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to filter only the tuples produced by the Aggregate operator whose counter is
greater than or equal to T. We provide an example of the continuous query
associated to the energy exfiltration use-case in Sect. 5.

4.2 Learning BNs by Means of Data Streaming Operators

The number of operators composing the BN Learner depends on the variables
defined for the BN. As we discuss in the following, the ability to automatically
convert a BN to a query boils down to the ability of computing the probabilities
of its variables by means of data streaming operators.

Given two discrete variables X such that supp(X) ∈ {x0, x1, . . . , xm} and Y
such that supp(Y ) ∈ {y0, y1, . . . , yn} and a sequence S of observations o1, o2, . . .
such that os = 〈xi, yj〉 and all observations belong to the same window, the
conditional probability can be computed as

P (Y = yj |X = xi) =
|{os ∈ S|os = 〈xi, yj〉}|
|{os ∈ S|os = 〈xi, .〉}|

In order to compute such a value, we need to count the number of occurrences
of each pair 〈xi, yj〉 and each value xi. In terms of data streaming operators, these
numbers can be maintained by two Aggregate operators. The first Aggregate
operator would count the occurrences of each pair 〈xi, yj〉. Similarly, the second
Aggregate operator would count the occurrences of each value xi. Subsequently,
values referring to the same xi value could be matched by an EquiJoin operator
and the resulting division computed by a Map operator.

Figure 6 presents a sample execution of the operators for a given sequence
of tuples. In the example, variable X assumes values {x0, x1} while variable Y
assume values {y0, y1}. In the example, the windows’ size and advance parame-
ters are both set to 10 time units.

Fig. 6. Continuous query used to compute P (Y |X). The figure includes the abstract
schema and a set of sample tuples for each stream.

5 Energy Exfiltration Use-Case - Sample Execution

In this section, we provide a sample execution of the continuous query compiled
by METIS , given the BN and the parameters presented in Sect. 3.2. The query
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Fig. 7. Sample execution of the query compiled for the energy exfiltration use-case.
The figure includes the abstract schema and a set of sample tuples for each stream
(Color figure online).

is presented in Fig. 7. For the ease of the exposition, we focus on the messages
exchanged between a single pair of MCUs and SMs, 〈mcu0, sm0〉.

The Data Preparer module relies on its Filter operator to forward only
ECReq and ECResp messages. These messages are then consumed by the Aggre-
gate operator, in charge of counting how many ECReq and ECResp messages
are exchanged between each MCU and SM and for each hour. In the example,
malicious messages (injected by the adversary) are marked in red. As shown
in the figure, an exchange of a single ECReq and a single ECResp message is
observed twice while an exchange of two ECReq and two ECResp messages is
observed only once during the month of September. Similarly, exchanges of one
ECReq and one ECResp messages, two ECReq and two ECResp messages, and
three ECReq and two ECResp messages are observed once during the month of
October. The last two tuples produced by the Aggregate operator are marked
in red since they are influenced by the malicious input messages.

The probability of observing each combination is computed by the BN
Learner module. The probability of observing an exchange of one ECReq
and one ECResp messages is 67% while the probability of observing an
exchange of two ECReq and two ECResp messages is 33%. The probabilities
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computed by the BN Learner and the tuples produced by the Data Pre-
parer are matched by the Probabilistic Filter . As discussed in Sect. 4.1, each
tuple produced by the Data Preparer is matched with its associated proba-
bility observed in the latest completed window. In the example, tuples pro-
duced during the month of October will be matched with the probabilities
observed for the month of September. Tuples 〈2012/09/01,mcu0, sm0, 20, 1, 1〉,
〈2012/09/02,mcu0, sm0, 20, 2, 2〉 and 〈2012/09/03,mcu0, sm0, 20, 3, 2〉 have a
probability of 0.33, 0.67 and 1, respectively, of being considered as suspicious.
In the example, tuples 〈2012/09/02,mcu0, sm0, 20, 2, 2〉 and 〈2012/09/02,mcu0,
Sm0, 20, 3, 2〉 are considered as suspicious and forwarded. Since the threshold T
is set to two, an alarm is raised by the Pattern Matcher .

6 Energy Exfiltration Use-Case - Evaluation

In this section we evaluate METIS with respect to our energy exfiltration use-
case and show that (i) it is able to detect malicious activity and that (ii) it can
be leveraged by relying on commodity hardware. We first present the evaluation
setup, discussing the real world AMI from which data is extracted and the attack
injection methodology for the energy exfiltration attacks. We continue by pre-
senting the detection accuracy for a given configuration of the Interaction Mod-
eler and the Pattern Matcher , also discussing how different configurations affect
their detection capabilities. Subsequently, we evaluate the processing capacity
of METIS (in terms of throughput and latency) when executed by a server that
could be deployed at the utility head-end.

6.1 Testbed and Dataset Description

METIS has been implemented on top of Storm, version 0.9.1. The continuous
query (topology in Storm’s terminology) is composed by fourteen operators. The
real-world AMI used in our evaluation is composed by 300,000 SMs that com-
municate with 7,600 MCUs via IEEE 802.15.4 and ZigBee. The network covers
a metropolitan area of 450 km2 with roughly 600,000 inhabitants. The utility
extracted data for a subset of 100 MCUs that communicate with approximately
6,500 SMs and made it available for us. The input data covers a period of six
months ranging from September 2012 to February 2013. To the best of our knowl-
edge, this dataset is free from energy exfiltration attacks. SMs are not statically
linked to MCUs. At the same time, SMs appear and disappear (e.g., because of
new installations or decommissioning). MCUs are in charge of collecting energy
consumption readings at different hours, usually two or three times per day (the
hours at which the collection happens is specific for each MCU). Due to the
wireless communication, it is common for MCUs and SMs to lose messages that
are thus forwarded multiple times. Each MCU has a maximum of three attempts
per hour to retrieve the energy consumption of a given SM. The information kept
by the utility does not contain the exact number of messages exchanged for a
given MCU, SM and day. Nevertheless, we are able to compute the probabilities
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with which a message is lost (and hence sent again) based on the logs stored by
the MCUs. The ECReq and ECResp messages for each MCU, SM and day are
simulated based on such probabilities.

In order to inject adversary traffic, we randomly pick a MCU-SM pair and,
during a period that goes from seven to ten days, we inject ECReq and ECResp
messages. In total, we inject 50 energy exfiltration attacks, resulting in 995 mali-
cious messages. Note that these messages are subject to the same probability of
being lost as any legitimate message. Furthermore, in order to simulate the
behavior of a subtle adversary, malicious messages are exchanged at the same
hour at which the MCU is actually retrieving energy consumption readings (as it
would be trivial to detect an energy exfiltration attack if messages are exchanged
when the MCU is not supposed to communicate).

6.2 Detection Accuracy

In this experiment, the BN is the one presented in Sect. 3.2. The Interaction
Modeler ’s parameters IMWS and IMWA are set to four weeks and one week,
respectively. The Pattern Matcher ’s window parameters PMWS and PMWA are
set to seven days and one day, respectively. The Pattern Matcher is instructed
to raise an alarm if at least a threshold T of five suspicious messages sharing
the same values for the set of attributes MCU, SM and Hour is observed. A
summary of the results is presented in Table 1.

Table 1. Summary of the Interaction Modeler ’s and the Pattern Matcher ’s detection
results.

AMI data Number of attacks 50

Number of malicious messages 995

Overall number of messages 4, 146, 327

Messages per day (average) 23, 743

Suspicious messages per day (average) 450

Interaction Modeler Malicious messages considered as suspicious 857

Malicious messages not considered as suspicious 138

Pattern Matcher Number of alarms 488

Alarms, True Positive 245

Alarms, False Positive 243

Detected Attacks 45

During the six months covered by the data, more than 4.2 million messages are
exchanged between the 100 MCUs and the 6, 500 SMs taken into account (more
than 23, 000 messages on average on a daily basis). Nevertheless, a small num-
ber of approximately 450 messages are considered suspicious on average by the
Interaction Modeler on a daily basis. 857 out of the 995 malicious messages are



64 V. Gulisano et al.

considered as suspicious. In total, 488 alarms are raised by the Pattern Matcher ,
245 of which are related to real attacks (45 attacks are actually detected).

We say an alarm raised by the Pattern Matcher is a true positive (resp., false
positive), if the period of time covered by its window of size PMWS and advance
PMWA actually includes days in which malicious activity has been injected for
the given MCU, SM and Hour. It should be noticed that since the window
slides every day (PMWA is set to one day), multiple alarms can be raised during
consecutive days for one or more suspicious messages referring to a given MCU,
SM and Hour. The number of false positives (243) raised during the six months
period results in one or two false positives per day, on average. This number
of false positives is reasonable for the system expert to use the framework (a
reasonable threshold is set to no more than ten false positives per day in [15]).
We further analyzed the cause of these alarms and interestingly, most of these
false positive alarms are due to new smart meters that appear in the traffic. As
this evaluation is based on a real deployment, we can draw the conclusion that
the number of devices in this environment is not stable (meaning any assumption
of the former would cause false alarms).
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Fig. 8. True Positive and False Positive rates for varying thresholds T.

6.3 Parameters Sensitivity

For a given configuration of the Pattern Matcher ’s parameters PMWS, PMWA

and GB, the number of attacks detected by the former depends on the threshold
T (i.e., it depends on the number of days during which suspicious messages
should be observed in order to raise an alarm). In this section, we present how
the true positive and false positive detection rates are affected by varying the
values of the threshold T. Since the Pattern Matcher ’s Aggregate window size
(PMWS) is set to seven days, the experiments are run for T = 1, . . . , 7. As
presented in Fig. 8, the minimum true positive rate is achieved when parameter
T is equal to seven. In this case, no false positive alarms are raised by the Pattern
Matcher . It can be noticed that the true positive rate increases to more than
80% when T ≤ 6, while it grows to more than 90% when T ≤ 4.
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Fig. 9. Throughput and latency for increasing input rates and batch sizes.

6.4 Processing Capacity

As shown above, METIS is able to detect the majority of the energy exfiltration
attacks we injected. In this section, we show it can also cope with the large
volume of events produced in a typical AMI. For that reason, we evaluate the
processing capacity of METIS when running on a server that could be deployed
at the utility’s head-end, an Intel-based workstation with two sockets of 8-core
Xeon E5-2650 processors and 64 GB DDR3 memory.

Among the different parameters that could influence the processing capac-
ity of the query, the batch size plays a fundamental role in this context. While
processing messages, a trade-off exists between the rate at which such mes-
sages can be processed and the latency imposed by the processing itself. In
high-throughput systems, it is common to group tuples together in batches (of
thousands or tens of thousands of tuples) in order to achieve higher through-
put. Nevertheless, this is not an option in our scenario. Each pair of devices
exchanges a small number of messages per hour (in the order of tens). If the
analysis relies on big batches (e.g., thousands of messages), devices might not
be able to log incoming and outgoing messages for the resulting large periods of
time and possible attacks would thus not be detected.

Figure 9a presents the processing throughput for different batch sizes, from 5
to 100 tuples. As expected, increasing the batch size results in higher processing
throughput. For a batch size of 100 tuples, the server is able to process approxi-
mately 2, 000 messages per second. Based on our data, each pair of MCU and SM
exchanges one ECReq and one ECResp message each time energy consumption
is retrieved. If the 2, 000 messages processed every second refer to the exchange
of 1, 000 pairs of MCUs and SMs, the processing capacity of our prototype would
enable the monitoring of more than three millions pairs of MCU and SM every
hour. Figure 9b presents the corresponding latency (in milliseconds) for the dif-
ferent batch sizes. While a common pattern is observed for all batch sizes (the
latency starts increasing when the throughput gets closer to its maximum), it
can be noticed that the highest measured latency is of approximately 0.7 sec-
onds. This means that the latency in the detection of an attack would depend
on the frequency with which energy consumption readings are retrieved rather
than the (negligible) processing time introduced by METIS ’ analysis.
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7 Related Work

Despite their recent deployment, a considerable number of potential attacks
against AMIs has already been discussed in literature where some have even
been seen in the wild [13]. The attacks range from energy theft [16], stealing of
users’ information [2], up to physical damage of the infrastructure [4].

As outlined in [14], traditional IDSs cannot be used effectively in these envi-
ronments without major modifications. However, even though there exists a large
literature on intrusion detection in general, very few systems have been devel-
oped specifically for AMIs. Several papers motivate the need for security in smart
grids (where [5] is such an example); others go one step further and discuss detec-
tion mechanisms but often concentrating on other parts of the smart grid (such
as attack detection in SCADA networks [3], or for process control [12]). Berthier
et al. [2] discuss requirements with an outline of a possible intrusion detection
architecture suitable for AMIs. To the best of our knowledge, specification-based
IDSs are the main defense mechanism proposed so far for AMIs [1,18].

One advantage with our approach is that several detection mechanisms can
be used as a sensor in the first tier (the Interaction Modeler), meaning that the
previously suggested specification-based approaches for AMIs could also be inte-
grated into our framework. However, in this paper we instead suggested Bayesian
inference in the first tier. Using Bayesian networks to model attacks merges the
best properties of the signature-based approach with the learning characteris-
tics of anomaly detection [26]. A specification-based IDS would require manual
labor to tune the system to a specific installation, where a Bayesian attack model
would be (relatively) easy to create for the system expert with the added ben-
efit that we automatically can parallelize it in METIS by relying on the data
streaming paradigm. Specification-based systems work best in very stable envi-
ronments; in AMIs it is expected that the traffic will be more dynamic and less
deterministic in the future with demand-side networks, as described in [14].

Using several tiers of sensors and analysis engines to improve the detection
has been used in traditional IDSs such as [21,25]. Our motivation for having
different tiers is that they allow for the implementation of the Interaction Mod-
eler to be isolated from the overall event processing. As mentioned above, this
approach makes the design and implementation of the attack models easier. The
second tier manages the scalability of the approach to allow for the analysis of
the underlying traffic in real time.

As discussed in [2,10], the coexistence of distinct networks within the same
AMI demands for distributed traffic analysis, either by relying on the devices
themselves (as recently investigated in [20]) or by relying on dedicated sensing
infrastructures. To this end, the data streaming processing paradigm [23] is an
optimal candidate for AMIs traffic analysis, as explored in [6,22,27]. The latter
is the closer to our approach, but their evaluation is not based on data from
realistic AMIs.2

2 They use the KDD Cup 99 dataset, with known problems (http://www.kdnuggets.
com/news/2007/n18/4i.html) as well as lacking realistic AMI attacks.

http://www.kdnuggets.com/news/2007/n18/4i.html
http://www.kdnuggets.com/news/2007/n18/4i.html
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8 Conclusions

This work proposed METIS , a two-tier defense framework that eases the model-
ing of possible adversary goals and allows for a scalable traffic analysis by employ-
ing the data streaming processing paradigm. In the paper, besides describing and
analyzing its design and implementation, we showed how it is possible for a sys-
tem expert to model the detection of energy exfiltration attacks, a challenging
adversarial goal. Moreover, through the evaluation of the use-case based on big
volumes of data extracted from a real world AMI, we showed that METIS ’
analysis can achieve high detection rates, with low false alarm numbers, even
when relying on commodity hardware.

It is worth pointing out that the possibility for distributed deployment of
METIS enables for the detection of a variety of scenarios, including those whose
detection is only possible through distributed evidence. The latter opens a path
for new research in detecting and mitigating adversarial actions in AMIs, where
for scalability and privacy purposes it can be imperative to detect unwanted
situations close to the data sources, without the need to store the original data.

Acknowledgments. This work has been partially supported by the European Comis-
sion Seventh Framework Programme (FP7/2007–2013) through the SysSec Project,
under grant agreement 257007, through the FP7-SEC-285477-CRISALIS project and
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Abstract. Prefix hijacking is a major security threat to the global Inter-
net routing system. Concurrent prefix hijack detection has been proven to
be an effective method to defend routing security. However, the existing
concurrent prefix hijack detection scheme considers no prefix ownership
changes, and online concurrent prefix hijack detection endures seriously
false positive. In this paper, we study the possible characters to filter
out false positive events generated online by machine learning, and apply
such characters in the online detection. Our result shows that our refined
online concurrent prefix hijack detection can detect all offline detected
events with no false positive. We also confirm that (1) neighboring ASes
seldom hijack each other’s prefixes; (2) large ISPs seldom suffer from
prefix hijacks or conduct hijacks.

Keywords: Prefix hijack · False positive · Online detection

1 Introduction

Internet is composed of tens of thousands of ASes (Autonomous Systems),
which uses BGP (Border Gateway Protocol) to exchange the routing informa-
tion towards prefixes. Because BGP doesn’t consider security, no authentication
is required when exchanging routing information. As a result, an AS is able to
announce any prefix without authentication (called prefix hijacks), and broad-
cast it to the rest of the world. Nowadays, prefix hijacking has been the most
popular cyber attacks, and widely applied in man in the middle (MITM), phish-
ing scams, and DDOS attacks towards SpamHaus and cloudflare. The traffic to
victim prefixes are redirected to attacking networks by such attacks. Attackers
may blackhole the victim prefix, impersonate the victim prefix to communicate
other entities, or conduct MITM attacks.

To enable authentication, existing proposals [5,6,9,10] require to change
BGP, i.e. they require to change existing network configurations and opera-
tions which are hard to deploy. Other proposals devote to detect prefix hijacking
[3,7,8,11]. Such works collect routing messages and compare them with prefix
ownership. The prefix ownership is known as priori [2,7] or inferred from col-
lected routing information [4,8]. However, an up-to-date and complete priori
prefix ownership need collaborative works, which is hard to deploy. Approaches
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 69–83, 2015.
DOI: 10.1007/978-3-319-23802-9 8
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based on ownership inference also suffer seriously from false positive alarms
because prefix hijacks and some legitimate operational practises have similar
behaviors. Our previous work [1] develops a off-line scheme that detects con-
current prefix hijacks which greatly reduce the risk of false positive alarms. In
this paper, we propose an improvement on their detection algorithm in online
scenarios.

Our previous concurrent prefix hijack detecting scheme relies on the life-
time of prefix announcement to infer prefix ownership. When an AS is observed
announcing a prefix for more than one day, it is inferred as an owner. However,
in online environment, lifetime cannot reveal prefix ownership changes immedi-
ately, e.g. when an AS is a new owner of a prefix, its announcements’ lifetime is
short, and our previous scheme would treat its announcements as prefix hijacks.
Consequently, our previous scheme endures more false positive in online envi-
ronment.

Towards minimizing the false positive generated online, we analyse the poten-
tial characters of false positive alarms. Our idea is based on the assumption that
offenders always tend to hijack prefixes effectively at little cost. In cases that
the prefix owner can easily detect the routing announcement of the offender, or
can easily tackle with the hijack, the prefix hijack is probably a false positive. In
practise, we focus on the offender, the offending target (i.e. prefix owner), and
the distance between them. As a offender, a transit provider takes risks to hurt
its business interest once its customers realize the hijack; large ISPs (Internet
service provider) invest more resource into the network security than stub ASes,
hijacks towards their prefixes turn out to be bad ideas; hijacking neighboring
ASes’s prefixes can also be detected and tackled with easily. We look into the
offline detection and false positive generated online. Our analysis shows that
the prefix hijacks between neighboring ASes and large ISPs seldom occur, but a
non-trivial number of false positives fall into the above two cases. Applying the
two characters in the online detection, our result shows that we manage to filter
out all false positive events. At the same time, our online detection detect the
same set of prefix hijack events as the offline scheme.

In the rest of this paper, we discuss related works in Sect. 2. In Sect. 3
we introduce concurrent prefix hijacks detecting scheme and its limitations. In
Sect. 4 we introduce our online detection scheme. In Sect. 5, we evaluate our
scheme by experimental results and conclude in Sect. 6.

2 Related Works

A number of solutions have been proposed to eliminate the problem of false
routing announcements. Such works can be categorized into two broad categories:
prevention [5,6,9,10] and detection [3,7,8,11].

The prevention techniques attempt to prevent ASes from announcing false
routes. Many prevention proposals [6,9] are difficult to deploy, because they
require extensive cryptographic key distribution infrastructure, and/or a trusted
central database. PGBGP and QBGP monitor the origin AS for each prefix
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according to BGP updates, and a router avoids using new routes if the old route
is still available. PGBGP focuses on minimizing few false negatives, however it
ends up with many false positives which causes an increase in the time to adopt
legitimate new routes. Instead, concurrent prefix hijack detection may have false
negatives but zero false positives allows traffic source networks to automate their
responses to prefix hijack events.

The detection techniques attempt to identify prefix hijack events through
monitoring the routing system, including control plane and data plane informa-
tion. Such techniques can be categorized as: (a) Traceroute based solutions and
(b) Control-plane based solutions. These detection solutions require no change
to BGP protocol and thus are more deployable. However it is important to note
that existing detection systems are geared towards protecting individual prefix
owners, i.e. safeguarding the allocated prefix block of a network against any on-
going prefix hijacks. Whereas the traffic source networks needs to protect their
entire routing table from any on-going prefix hijacking attacks in order to safe-
guard all of their data traffic. Therefore each existing detection system poses
its own practical limitations in safeguarding an entire routing table for traffic
source network, thereby making them ineffective.

Traceroute based solutions protect their prefixes by periodically probing data
paths to the protected prefixes, such as iSPY [11] and Lightweight Probing [12].
Such solutions are good to be used when the quantity of prefixes to be protected
is small. However, for traffic source networks, the protection list is too long to
utilize such traceroute based solutions.

Control-plane-based solutions [8], monitor the entire routing table passively
according to BGP data. However, due to limited vantage point locations and
legitimate reasons for anomalous updates [4], the results include too many false
positives as well as false negatives. Certain control-plane-based solutions, such
as PHAS [7] and MyASN [2], use information prefix ownership information to
filter out false positives, but then their effectiveness is limited by the number of
participating prefix owners. Furthermore, certain solutions, such as [4], combine
anomaly detection of control plane information with data-plane fingerprints to
perform joint analysis, but the detection accuracy is still limited by the vantage
points locations of both data sources. With the high false positives produced by
existing control-plane-based solutions, traffic source network could suffer from
erroneously dropping correct route updates and thus impacting Internet con-
nectivity. In contrast to existing control plane based systems, concurrent pre-
fix hijack detection correlates suspicious routing announcements along the time
dimension and thus minimizes false positives, enabling automated response to
prefix hijack attacks without requiring human intervention from traffic source
networks.

3 Offline Detection Scheme and Its Limitation

In this section, we first briefly introduce our original detection scheme, then
discuss its limitations and possible problems we may encounter when we apply
it online.
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3.1 Offline Prefix Hijack Detecting Scheme

Our previous concurrent prefix hijack detecting scheme relies on BGP routing
data to infer prefix ownership. The inference is based on prefix’s announcement
lifetime. Usually the owner AS of a prefix is expected to announce the prefix
persistently for a long duration. In our scheme, we associate every prefix with
a stable set and a related set containing ASes that probably can legitimately
announce the prefix. Stable Sets captures ASes that are likely owners of a
prefix. In practise, any AS announcing a prefix cumulatively for one day or more
within a year is included in the prefix’s stable set. Related Sets captures ASes
that are not the owner of the prefix but can legitimately announce it in operation.
We have found the following four cases useful for our detection algorithm.

First, an AS in a prefix’s stable set also belongs to related set of all its
sub-prefixes.

Second, for all ASes in a prefix’s stable set, their direct provider ASes also
belong to this prefix’s related set. For this purpose we use a simple heuristic
to identify stable provider-customer inter-AS links. We start with a list of well-
known tier-1 ASes, and given an AS path, the link from a tier-1 AS to a non-
tier1 AS is provider-customer, and any link after that is also provider-customer
due to the commonly deployed No-Valley policy. This can be considered as a
subroutine in most of the existing AS relationship inference algorithms, and
thus the accuracy in inferring provider-customer relationship should be similar,
although we do not need to infer peer-peer or sibling-sibling relationship, which
is the challenging part of general AS relationship inference.

Third, ASes participating in an Internet Exchange Point (IXP) can legiti-
mately announce the IXP’s prefixes, and similarly the IXP AS can also legiti-
mately announce the prefixes of its participating ASes.

Fourth, ASes belonging to the same organization are related and can legit-
imately announce each others prefixes. We simply infer such relation from the
domain name of the contact emails listed in the WHOIS [13] database.

Any AS not belonging to a prefix’s stable set or related set but originating
the prefix is deemed to be an offending AS, attempting to potentially hijack
the prefix. In such case, we also say that the AS is offending the prefix’s stable
set, which represents the owner of the prefix. For an offending AS, we defense
its offense value as the number of unique ASes that this AS is offending at any
given moment. The offense value captures how many other networks are being
potentially hijacked simultaneously. Based on the filtered global view of origin
changes, we compute offense value for every AS for the entire year.

Algorithm 1 summarizes the above steps. It uses one year of archived BGP
tables and updates, available at Route Views Oregon monitors, to construct
stable and related sets. Thereafter every BGP routing announcement is checked
whether it is suspicious or legitimate by checking origin AS against stable and
related set of prefix. Anytime the offense value of an AS exceeds the threshold
of 10, it is reported to be a concurrent hijack.
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Algorithm 1. Offline prefix hijack detection scheme.
Input:

StableSets(p): stable set of prefix p;
RelatedSets(p): related set of prefix p;

1: FOR all BGP routing messages
2: IF AS X announces prefix p at time t
3: IF AS X /∈ StableSets(p) or RelatedSets(p)
4: Update AS X’s offense value by StableSet(p);
5: ELSIF AS X withdraws prefix p at time t
6: IF AS X /∈ StableSet(p) or RelatedSet(p)
7: Reduce AS X’s offense value by StableSet(p);
8: Report prefix hijack event: if AS X’s offense value >= 10

3.2 Limitations

[1] has proved our offline scheme can safely detect prefix hijack events with zero-
false positive. However, we still face a few limitations when we apply it in online
scenario. And such limitation may impact the detection accuracy.

First of all, to detect prefix hijack events of a year, the offline scheme requires
to calculate stable and related sets of each prefix from the BGP routing messages
of the entire year. While, in online scenarios, we have no access to the BGP
messages which are generated after current time.

Second, the offline detection scheme considers no dynamical factors when
inferring stable and related sets. However, prefix ownership, AS topology, and
other dynamical factors change over time. So prefix announcement lifetime may
mistakenly reflect prefix ownership, especially in online scenarios. Actually, ASes
with a short announcement lifetime may legitimately announce a prefix when the
above dynamical factors happens. When we observe announcements from such
a legitimate announcer, our detecting scheme may report it as a prefix hijack
announcement, which is a de facto false positive. For instance, AS A is an owner
of prefix p, and we can persistently observe its announcement. So we take the
announcement of AS A for granted. At time t, AS B becomes another owner
of prefix p. However, we can not infer AS B as an owner until one day after t
according to the lifetime. And during that period, we get a false positive.

The above two limitations make us lack the knowledge of whether our detec-
tion is suffering from Internet dynamics, i.e. when we observe an announcement
originated from an inexperienced AS online, we cannot tell whether this is a
prefix hijack or a legitimate announcement because we have no idea of what
BGP messages are to be announced.

4 Online Prefix Hijack Detection Scheme

Based on the offline detection scheme, we now design the online detection scheme.
Our principle is to minimize the false negative with assurance of no false positive.

To consider dynamical factors, we perform the online detection scheme over
a moving observation window [t − T, t) worth of BGP routing messages where
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Algorithm 2. Online prefix hijack detection scheme.
Input:

t: current time, t0 = t: time to update Stable and Related sets;
N : the interval to refresh the observation window;
T : size of observation window;

1: Initialize the observation window;
2: FOR all BGP routing messages in window (t − T, t)
3: Track duration of prefix-origin AS and AS relation;
4: Initialize Stable and Related Sets of every prefix;
5: For all online observed BGP routing messages
6: Put this message into the observation window;
7: t=time stamp of this BGP message;
8: IF AS X announces prefix p at time t
9: IF AS X /∈ StableSets(p) or RelatedSets(p)

10: Update AS X’s offense value by StableSet(p);
11: ELSIF AS X withdraws prefix p at time t
12: IF AS X /∈ StableSet(p) or RelatedSet(p)
13: Reduce AS X’s offense value by StableSet(p);
14: Report prefix hijack event: if AS X’s offense value >= 10
15: IF t >= t0 + N
16: Update duration of prefix-origin and AS relation;
17: Update Stable and Related Sets of every prefix;
18: t0 = t;

t is the current time and T is the size of observation window. For the offline
detection scheme, one year worth of training data is used to construct the initial
stable and related sets for each prefix. Considering the stable and related sets
for every prefix can not remain static, we need to dynamically update the stable
and related sets with the movement of observation window. The duration of
every prefix-origin AS pair and duration of every AS relation pair is updated
by tracking the announcement and withdrawal BGP routing messages. With a
certain frequency, aforementioned announcement durations are re-evaluated and
the stable and related sets of every prefix are updated as shown in Algorithm2.

Following the offline detection scheme described in Algorithm 1, we check
each in-coming BGP routing message online to detect prefix hijack events. Since
no future can be observed from the observation window, we require prediction
in our online detection. Our idea is to look for characters of prefix hijack events
to label false positive out. In the rest of this section, we first discuss the size
and recalculating frequency of the observation window. Then we evaluate the
seriousness of caused false positive online. Next, we discuss the strategies to
filter out such false positives. Finally, we refine the above detection scheme.

4.1 Configuration

We first discuss the size of the observation window. Generally, more considered
routing information generates more prefix ownership. However, prefix ownership
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changes over time, thus our inference may includes outdated prefix ownership.
So a bigger observation window in size generates more prefix ownership including
more outdated prefix ownership. More prefix ownership helps us to detect more
de facto prefix hijacks, while we take more risk with more outdated prefix own-
ership. Consequently, the size of the observation window is a tradeoff between
false positive and false negative.

Fig. 1. # prefix ownership over time.

In Fig. 1, we show the total quantity of prefix ownership inferred from the
routing information in the observation window during the year of 2011. Consid-
ering that the routing table itself is growing in size, we filter out the prefixes
which cannot be observed according to the routing data before 2011 (i.e. new
prefixes). The x-ray represents the size of the observation window, the y-ray rep-
resents corresponding quantity of prefix ownership inferred from the observation
window. We notice that even with one-day’s routing data, we can infer almost
360,000 (90 % of all) prefixes’s ownership. The total quantity goes up to 400,000
linearly with a growth rate around 100 prefixes per day.

We compare the prefix ownership inferred from routing data of each day,
and show the cumulated prefix ownership changes over time in Fig. 2. The x-
ray represents the observing duration, and the y-ray represents the accumulated
quantity of prefixes with a ownership change. We observe a linear growth rate
(20–30 prefixes per day), and totally there are less than 10,000 (2.5 % of all)
changing ownership prefixes.

To our surprise, neighbor prefix ownership quantity nor prefix ownership
changing rates turn out to be a bottle neck factor to the observation window
size. With a observation window in size of one day or one year, we have pre-
fix ownership for almost the entire routing table and not too many prefixes



76 S. Su et al.

Fig. 2. # prefixes with ownership changing over time.

experiencing ownership changes. Considering our principle (minimizing the false
negative with assurance of no false positive) and the tradeoff between false pos-
itive and false negative, we decide to set the size as one year. This is because
we still need to involve prediction in the detection which is dedicated to filter
out false positive alarms. And we want to maximize the value of our detection
scheme.

For the frequency to update the stable and related sets, it is a tradeoff
between computation cost and outdated information caused detection inaccu-
racy including both false positive and false negative. A intensive update sched-
ule (update every hour) is unnecessary because there are only around 20–30
prefix ownership changes every day. Our program is written in perl and takes
2–5 minutes to conduct an update on one-year Oregon data. So we decide to
update the stable and related sets every day.

4.2 False Positives

Given the outline of the detection scheme, our problem now is to eliminate the
false positives generated online. To that end, we begin with depicting the false
positive. In Fig. 3, we compare the quantity of prefix hijack instances detected
by offline and online detection scheme (following Algorithm1). We refer to a
prefix hijack instance as an offending case when we observe an AS is announc-
ing other ASes’ prefix, noted as a triple (T,A,B). T refers to the time when
the prefix hijack instance happens, A refers to the offending AS who conducts
the prefix hijack instance, and B refers to the origin AS who owns the prefix.
Curve “offline” represents the prefix hijack instances observed offline, and Curve
“false positive online” represents the online prefix hijack instances which are not
observed offline.
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Fig. 3. # prefix hijack instances.

As observed in Fig. 3, online generated false positive are even more than prefix
hijack instances detected offline (besides the prefix hijack events happened in Jan
and in Oct). So online detected false positive is seriously impacting the accuracy
of our online prefix hijack detection. We also notice the linear growth rate of
the false positive which is consistent to the linear growth of the prefix ownership
changes.

4.3 Increase Threshold

One simple idea comes to us is to increase the threshold. If the offense value
of a prefix hijack event is T offline, and T ′ online. The threshold should be
increased by T ′ −T . Following the detection scheme described above, we change
the threshold and compare the generated reports with the one generated offline
for the year of 2011 on Oregon data [14] (show in Table 1).

In the offline detection, our scheme detects 12 prefix hijack events. When the
threshold is 10, we get 12 false positive events. With the threshold going up, the
quantity of false positive events gets smaller, but the detection misses more de
facto prefix hijack events. When the threshold is 67, we clear all false positive
events, but there is only 3 prefix hijack events left in the detection. Consequently,
simply increasing threshold can hardly solve the false positive problem. Since the
increasement varies among prefix hijack events, if the increasement is small, there
are still lots of false positive events; if the increasement is big, the offline detected
prefix hijack events are also filtered out.

4.4 Characters of False Positive Instances

Our further strategies to predict false positive is: analysing possible characters
which can be used to discriminate false positive instances and de facto prefix
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Table 1. Results of online detection with different threshold.

Threshold # online detected events # false positive events # false negative events

10 24 12 0

11 21 10 1

12 19 8 1

13 16 6 2

14 15 5 2

17 12 4 4

19 10 2 4

21 9 1 4

24 8 1 5

28 7 1 6

67 3 0 9

hijack instances (as described in Sect. 4.2). Such characters require to satisfy
one of the following conditions: (1) no de facto prefix hijack instance has this
character, and some false positive instances have this character; (2) all de facto
prefix hijack instances have this character, and some prefix hijack instances don’t
have this character. For the former, we ignore instances with such characters;
for the latter, we ignore without such characters. Since it is a hard job to find a
character that all de facto prefix hijack instances have, in this paper, we focus
on the characters satisfy the former condition. We analyse characters by first
assuming possible characters, then validating with actual BGP data from Oregon
in 2011. Totally, we get 12457 false positive instances, and 15786 de facto prefix
hijack instances.

Neighboring ASes. Since the information we collect to infer related sets is
incomplete, the de facto related set is bigger than the inferred one. Our scheme
may takes an AS in the de facto related set as an offender, and cause a false pos-
itive. Considering that most ASes in the related set are neighboring ASes of the
prefix owner, we assume “the offender and the prefix ownership are neighboring
ASes” as a character of the false positive instance.

In practise, among all the false positive instances during 2011, there are
1046 (8.4 % of all) false positive instances which have this character. Among
the de facto prefix hijack instances, there are only 43 (0.27 % of all) instances
which have this character. Consequently, the character “the offender and the
prefix ownership are neighboring ASes” satisfy our requirement to label the
false positive instances.

Large ISP. A number of ASes lie in the central of Internet, and provide transit
service for a lot of stub ASes. Comparing with stub ASes, such ASes controlled
by large ISPs invest much more manpower into their network’s routing secu-
rity. Consequently, prefix hijack towards such ASes are more likely detected and
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tackled with. In the meanwhile, if a large ISP conduct a prefix hijack to other
ASes’s prefix, its business interest will be badly harmed once its customer ASes
or peering ASes realize the hijack. Thus we assume “the offender or the prefix
owner belongs to a large ISP” as a character of the false positive instances.

According to the common understanding that the number of neighboring
ASes of an AS can reflect its scale, in this paper, we determine the scale of an
AS’s belonged ISP based on its quantity of neighboring ASes. In Fig. 4, we show
the CDF of offended ASes’ (i.e. prefix owners’) scale. Curve “false positive” repre-
sents false positive instances, and curve “offline” represents de facto prefix hijack
instances. We observe that the scales of offended ASes in false positive instances
are obviously bigger than the ones in de facto prefix hijack instances. Only 3.2 %
of all de facto instances’s offended AS are in a scale of more than 100 neighboring
ASes. For false positive instances, 17 % of all instances’s offended ASes fall into
that scale. As a result, we derive a more specific character “the prefix owner’s
neighboring ASes are more than 100” to label false positive instances.

Fig. 4. CDF of offended ASes’ scale.

Similarly, in Fig. 5, we show the CDF of offending ASes’ scale. As observed,
the scales of offending ASes in false positive instances are obviously bigger than
that of prefix hijack instances. Only 8.5 % of all de facto instances’s offending
AS are in a scale of more than 40 neighboring ASes. For false positive instances,
51.2 % of all instances’s offending ASes fall into that scale. As a result, we derive
a character “the offending AS’s neighboring ASes are more than 40” to label
false positive instances.

As shown in Algorithm 3, we refine our detection scheme. For each in-coming
BGP routing message online, we check if the instance has the two characters
before updating the offense value. If it has, we ignore that instance.
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Fig. 5. CDF of offending ASes’ scale.

Fig. 6. De facto prefix hijack instances online.

5 Results

In this section, we evaluate our online detection scheme. Since we study the con-
figuration and characters of false positive instances according to the Oregon data
in 2011, to prove that our scheme is independent from the data set measured,
we use Oregon data in 2012 in this section.

In Fig. 6, we show the CDF of de facto prefix hijack instances detected online.
Curve “online” represents de facto prefix hijack instances detected before apply-
ing false positive characters, and curve “refined online” represents de facto prefix
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Algorithm 3. Online prefix hijack detection scheme.
Input:

t: current time, t0 = t: time to update Stable and Related sets;
N : the interval to refresh the observation window;
T : size of observation window;

1: Initialize the observation window;
2: FOR all BGP routing messages in window (t − T, t)
3: Track duration of prefix-origin AS and AS relation;
4: Initialize Stable and Related Sets of every prefix;
5: For all online observed BGP routing messages
6: Put this message into the observation window;
7: t=time stamp of this BGP message;
8: IF AS X announces prefix p at time t
9: IF AS X is a neighboring AS of StableSets(p)

10: next;
11: ESLIF AS X has more than 40 neighboring ASes or an AS in StableSets(p)

has more than 100 neighboring ASes
12: next;
13: ESLIF AS X /∈ StableSets(p) or RelatedSets(p)
14: Update AS X’s offense value by StableSet(p);
15: ELSIF AS X withdraws prefix p at time t
16: IF AS X is a neighboring AS of StableSets(p)
17: next;
18: ESLIF AS X has more than 40 neighboring ASes or an AS in StableSets(p)

has more than 100 neighboring ASes
19: next;
20: ESLIF AS X /∈ StableSet(p) or RelatedSet(p)
21: Reduce AS X’s offense value by StableSet(p);
22: Report prefix hijack event: if AS X’s offense value >= 10
23: IF t >= t0 + N
24: Update duration of prefix-origin and AS relation;
25: Update Stable and Related Sets of every prefix;
26: t0 = t;

hijack instances detected after applying false positive characters. We notice that
about 40 % of the prefix hijack instances are filtered out after we refine the detec-
tion scheme. However, we also notice that the two curves share a similar shape.
Their cliff points are at almost the same set of time points, i.e. both curves cap-
ture the same prefix hijack events. Consequently, our refined detection scheme
can capture the de facto events at the cost of offense value decrease.

In Fig. 7, we show the CDF of false positive prefix hijack instances detected
online. Curve “false positive online” represents false positive instances detected
before applying false positive characters, and curve “false positive refined” repre-
sents false positive instances detected after applying false positive characters. Our
refined scheme labels out 80 % of the false positive instances. Moreover, our refined
scheme does not have obviously cliff points which may induce false positive events.

Actually, during the year of 2012, the offline detection scheme detects 11
prefix hijack events. The original online detection scheme detect 46 prefix hijack



82 S. Su et al.

Fig. 7. False positive instances online.

events, in which 35 of them are false positive events. While the refined online
detection scheme detects 11 prefix hijack events during 2012, which matches
perfectly with the offline detection.

6 Conclusion

In this paper, we propose an online concurrent prefix hijack detection scheme. By
analysing characters of false positive instances, we manage to filter out false pos-
itive events generated online. In the meanwhile, our detection scheme captures
all the prefix hijack events offline.

In the process of studying suitable characters for filtering out false positive
instances, we also learn that attackers seldom hijack neighboring ASes’ prefixes.
Attackers also seldom hijack large ISP’s prefix, and vice versa.
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Abstract. Information Centric Networking (ICN) is a new communi-
cation paradigm for the future Internet that focuses on contents rather
than infrastructures or end-points. Distributed Denial of Service (DDoS)
attacks that may occur in many scenarios in an ICN, can overwhelm ICN
routing and caching resources. In this paper, we focus on routing related
DDoS attacks from both publisher and subscriber points of view and
how they impact ICNs. We then propose a generic solution independent
of a specific ICN architecture. This solution is based on a number of
countermeasures: request satisfaction ratio, request rate limit, rating for
contents and publishers, and test message. We present the implementa-
tion results, which show that the solution mitigates the routing related
DDoS attacks and efficiently enhances the ICN performance in the exis-
tence of these attacks.

Keywords: Information centric networking · Distributed denial of ser-
vice · ICN routing.

1 Introduction

The Internet was originally developed in the 1970’s as the Internet of hosts.
Nowadays, the Internet appears as Internet of things, Internet of services, Inter-
net of people and Internet of media. According to Cisco Visual Networking
Index 2013, global IP traffic per month will reach approximately 126 Exabytes
by the year 2017 [1]. Information Centric Networking (ICN) is one of the pro-
posed alternatives for these new Internets and requirements. ICN mainly depends
on location-independent naming, name-based routing, built-in security and in-
network caching [2]. The most popular ICN architectures are Named Data
Networking (NDN), Data Oriented Network Architecture (DONA), Network of
Information (NetInf), and Publish Subscribe Internet Technology (PURSUIT)
[3]. All ICN architectures share several common components: information object,
naming, routing, caching, security, and application programming interface.

This paper investigates the routing related Distributed Denial of Service
(DDoS) attacks in an ICN in general regardless of a specific ICN architecture.
We address seven different scenarios in which the attacker can be a malicious
subscriber or a malicious publisher or both.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 84–92, 2015.
DOI: 10.1007/978-3-319-23802-9 9
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The proposed solution consists of five countermeasures. First, the request sat-
isfaction ratio (RSR) measures the ratio between satisfied and outgoing requests
per ICN router interface. RSR depends on a one-to-one relation between the
request and the response in an ICN architecture. Second, the request rate limit
applies rate limitations for ICN requesters that exceed the request rate thresh-
olds. The ranking for ICN contents (third) and publishers (fourth) mitigates the
effects of malicious contents and publications. Fifth, test message is utilized to
check the validity of announced routes. To evaluate our solution, we implement
the solution on ndnSIM [4]. The ndnSIM is a simulator for Named Data Network-
ing (NDN) architecture and it is an NS-3 based module. The suggested solution
is specifically tailored for various unique aspects of the ICN. The in-network
caching is one of the major ICN components and not available in non-ICN envi-
ronments. There are no host addresses; therefore the solution does not depend
on any IP-based addressing as in non-ICN environments. The request satisfac-
tion ratio depends on the ICN property that each request has only one response
and there is no response without a request. However, in non-ICN environments,
a request can receive many data packets. The rating for ICN contents ranks the
contents regardless of its source. The other two countermeasures (request rate
limit and rating for publisher) depend on the RSR.

2 Attack Scenarios

In this section, we present a comprehensive list of routing related DDoS attack
scenarios in the ICN. We used a generic model of an ICN architecture as a refer-
ence model. This model consists of ICN routers, distributed storage location, and
ICN users. ICN routers contain routing and caching capabilities. The distributed
storage locations are used to store the ratings for ICN contents and publishers.
ICN users are classified into publishers and subscribers. ICN subscribers can
send a subscription message or vote against an invalid content.

An attacker can overwhelm the ICN resources such as bandwidth, routing
tables, processing, and storage in the following scenarios:

1. Attacker sends malicious requests for available contents. (subscriber)
(a) For the same content.
(b) For different contents.

2. Attacker sends malicious requests for unavailable contents. (subscriber)
3. Attacker sends malicious requests for available and unavailable contents. (sub-

scriber)
4. Attacker announces invalid routes. (publisher)
5. Attacker announces invalid contents. (publisher)
6. Attacker votes against valid contents. (subscriber)
7. Attacker announces invalid contents and another attacker requests for invalid

contents and does not vote against these contents. (publisher and subscriber)

An attacker can be a malicious subscriber or a malicious publisher or both as
indicated after each scenario listed above. The impacts of these attacks may be
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amplified if the attackers act in a distributed manner. Scenario 1.a does not need
any special countermeasure in an ICN, as there is in-network caching that can
respond from an access router connected to subscribers. Scenario 1.b is similar
to scenario 7. The main difference is the practical difficulty of scenario 1.b, as an
attacker needs to send many different requests for available contents. In scenario
7, a malicious publisher announces invalid contents and a malicious subscriber
requests for them dynamically. Scenario 4 causes the same impacts of the request
timeout as scenario 2. As a part of our solution depends on user voting against
malicious publications, thus scenario 6 is included.

Some existing works address malicious subscriptions [5–7]. They work on a
specific ICN architecture and each one of them addresses a specific type of DDoS
attack. Gasti et al. [8] present a high level classification of DDoS attacks and
their solutions in NDN. Some other papers also classify DDoS attacks and their
detection/prevention mechanisms in general [9–11]. The famous countermeasures
for DDoS in the Internet architecture are IP trace back, packet filtering, and
rate limiting. These techniques cannot be used in the ICN as they depend on IP
addresses for the end-points.

3 Countermeasures

The proposed solution consists of five countermeasures for ICN routing. When
the subscriber sends a request, an ICN router checks its cache, and if the
requested content is not in the cache it forwards the request to the ICN. The
ICN tries to get the best available content with the best trusted publisher based
on their ranking stored in the distributed storage. The ICN router forwards the
response to the subscriber and updates the request satisfaction ratio for this user.
The request rate limit, rating for contents, and rating for publishers countermea-
sures are dependent on the RSR. The subscriber also can vote against an invalid
content. The publisher sends an announcement for his/her content route. The
RSR, request rate limit, rating for contents, and rating for publishers handle the
attack scenarios 1, 2, 3, and 7. The test message addresses the attack scenario
4. The RSR, rating for contents, and rating for publishers handle the attack sce-
narios 5 and 6. This solution is implemented with a pushback mechanism that
allows ICN routers to cooperate for achieving a better performance [5,6]. The
countermeasures are as follows:

Request Satisfaction Ratio (RSR): RSR measures the number of the sat-
isfied requests with respect to the number of outgoing requests. The request
satisfaction ratio for interface i (RSRi) is calculated by the following equation:

RSRi =
number of satisfied requests

number of outgoing requests
(1)

ICN architectures can manage a distributed storage depending on whether
the architecture contains a name resolution entity or not. In the architectures
with a name resolution entity (e.g., DONA, NetInf), the vote can be directed to
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the connected name resolution entity. The name resolution entity then updates
the other name resolution entities as a normal publication process in these archi-
tectures. Each entry in the name resolution entity contains the ratings for the
contents and publishers in addition to the normal record. In the architectures
without a name resolution entity, there are also two other situations. When
the architecture has global locations for publication and subscription like the
PUSURIT architecture, the votes can be directed to the connected rendezvous
network and the interconnected networks update the ratings for contents and
publishers. When there is no centralization of any sort like the NDN architec-
ture, we need a storage capability such as distributed databases, distributed hash
table or cloud-based solutions to store the ratings for contents and publishers.

The solution incorporates three messages to the ICN API primitives “pub-
lish” and “subscribe” as follows: (1) vote message: subscriber votes against a
certain content. It uses the content name as the main parameter, (2) alert mes-
sage: ICN router sends an alert to a subscriber when a content or publisher rate
is more than a certain threshold value, and (3) test message: ICN router sends a
test message through a route that does not return any response to check whether
this route is malicious or not.

Request Rate Limit: This countermeasure limits the incoming requests based
on the traffic rate and the request satisfaction ratio. For a given time interval, if
the number of requests from interface i exceeds a certain threshold limit, then
the ICN limits the incoming requests from interface i by:

Request rate limit =
RSRi ∗ Lmax

n
(2)

where Lmax is the maximum number of routing table entries and n is the total
number of the interfaces.

Rating for Contents: This countermeasure ranks ICN contents, consequently
an ICN can select the best trusted available content. The voting weight against
content c (Wcontent) is calculated by the following equation:

Wcontent =
n∑

i=1

CVUi

number of Ui votes
∗ RSRi (3)

where Ui is the user who connected to interface i, CVUi
is the Ui votes against

content c, and n is the number of votes against this content. The voting ratio
against content c (Rcontent) is calculated based on the following equation:

Rcontent =
number of votes against (c)
number of downloads for (c)

(4)

From Eqs. (3) and (4), we drive the following equation:

Rating for content (c) = Wcontent ∗ Rcontent (5)
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Rating for Publishers: This countermeasure ranks ICN publishers. As a result,
an ICN can select the best trusted publisher. The voting weight against publisher
p (Wpublisher) is calculated by the following equation:

Wpublisher =
n∑

i=1

PVUi

number of Ui votes
∗ RSRi (6)

where Ui is the user who connected to interface i, PVUi
is the Ui votes against

publisher p, and n is the number of votes against this publisher. The voting ratio
against publisher p (Rpublisher) is calculated by the following equation:

Rpublisher =
number of publications that received voting

number of publications from (p)
(7)

From Eqs. (6) and (7), we get the following equation:

Rating for publisher (p) = Wpublisher ∗ Rpublisher (8)

Figure 1 presents the flowchart of the proposed solution. The flowchart uses
two functions (check request availability and user voting) that are shown in
Algorithm 1 and 2, respectively. This solution is implemented in ICN routers.
Once the subscriber sends a request, the router checks its availability. If this
request passes the availability check, the router forwards it and waits for the
response (assuming the requested content is not in the cache). Then the ICN finds
the best available content based on our ranking to ICN contents and publishers.
An ICN router checks the response in three cases. First, when the content is
found, the router updates the RSR for this interface and checks the rating for
ICN contents and publishers. If the rating is more than a certain threshold value,
it sends an alert message to the subscriber, who decides whether to accept this
content or not. If the subscriber receives a content, he/she can vote against it.
Second, when there is no content found with the requested name, the router just
updates the RSR for this interface. Third, when the request is timed out, the
router first checks the behavior of this interface. If the RSR of this interface is
under a certain value, then the router directly updates the RSR for this interface.
If the RSR is above the threshold value, the router sends a test message to check
the announced route. If the router gets a response, then it retransmits the request
again. Otherwise, it marks this route as a malicious one and also updates the
RSR. All the threshold values can be dynamically set by ICN administrators.
In Algorithm 2, the router detects whether this request is legitimate or not by
checking the RSR and request rate for an interface.

Algorithm 1 describes the user voting against a false content. Then ICN
routers send the voting message with the calculated weight to the storage
location.
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Fig. 1. Solution steps and countermeasures for ICN routing related DDoS attacks
scenarios (the numbers inside the boxes indicate the affected scenarios)
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Algorithm 1. User voting
Input: Received content upon users request
1: if content is invalid then
2: send vote message
3: update the rating for the content and publisher by the ICN
4: end if

Algorithm 2. Check request availability
Input: Incoming users request via interface i
1: if RSRi is valid then
2: if request rate < threshold limit then
3: return Yes
4: else
5: return No
6: end if
7: else
8: return No
9: end if

4 Implementation and Results

In this section, we study the impacts of ICN routing related DDoS attacks with
and without the proposed solution. We evaluate the solution using the ndnSIM
as a proof of concept. We build our experiments using the AT&T network which
is Internet-like real network. Our implementation parameters are as follows: no.

Fig. 2. Percentage of satisfied legitimate requests in the existence of attack scenarios
1, 2, 3, and 7 with and without the proposed solution
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Fig. 3. Ratio of timeout requests with and without the proposed solution in all ICN
nodes in the existence of attack scenarios 1, 2, 3, and 7

Fig. 4. Percentage of satisfied legitimate requests in the existence of attack scenario 4
with and without the proposed solution

of requests/s for the legitimate user = 100, no. of requests/s for the attacker =
1000, no. of subscribers = 20, no. of publishers = 3, no. of publishers in evaluating
the test message = 20, packet size = 1 Kbytes, Pending Interest Table (PIT) size
= 1000, cache size = 1000. We used the default values for any other parameters.
There are three cases with different RSRs: RSR = 0 for unavailable content
requests; RSR = 0.5 for 50 % unavailable content requests and 50 % different
available content requests; RSR = 1 for different available content requests. We
perform these experiments when the percentage of the attackers to the legitimate
users are 20 %, 50 %, and 80 %. As depicted in Fig. 2, the solution mitigates the
routing related DDoS attacks and enhances the ICN performance in the three
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cases. When RSR = 0.5, as the number of attackers increases more than 50 %, the
solution achieves better performance. This happens because the solution limits
more requests from the attackers. As shown in Fig. 3, the solution also decreases
the percentage of timeout requests in the three cases. These experiments cover
scenarios 1, 2, 3, and 7. Figure 4 shows that the results of the impact of scenario
4 are close to the impact of scenario 2. The minor difference between the two
impacts comes from the extra overhead due to test messages. For attack scenarios
5 and 6, the solution ranks ICN contents and publishers, which makes these
attack scenarios difficult and also lessens their impacts on ICN.

5 Conclusion

ICN is one of the proposed architectures for the future Internet. DDoS attacks
have significant impacts on ICN resources. In this paper, we present different
scenarios of routing related DDoS attacks that may happen in an ICN. We also
present our proposed generic solution, which consists of five countermeasures.
The solution enhances the ICN performance in all attack cases.
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Abstract. Network anomalies have been a serious challenge for the
Internet nowadays. In this paper, two new metrics, IGTE (Inter-group
Traffic Entropy) and IGFE (Inter-group Flow Entropy), are proposed
for network anomaly detection. It is observed that IGTE and IGFE are
highly correlated and usually change synchronously when no anomaly
occurs. However, once anomalies occur, this highly linear correlation
would be destroyed. Based on this observation, we propose a linear regres-
sion model built upon IGTE and IGFE, to detect the network anomalies.
We use both CERNET2 netflow data and synthetic data to validate the
regression model and its corresponding detection method. The results
show that the regression-based method works well and outperforms the
well known wavelet-based detection method.

Keywords: Anomaly detection · Regression · IGTE · IGFE

1 Introduction

Network anomalies have been a serious challenge for the Internet nowadays.
There are basically two classes of detection methods. The first class is called
misused detection, also known as signature-based detection [10,12,17,19,25].
The primary advantage of misused detection is its high degree of accuracy. How-
ever, the misused detection is incapable of detecting emerging anomalies (zero
day attacks), whose features are not known in advance. The second class of
detection methods is called anomaly detection [1,5,16,23]. Anomaly detection
typically derives a normal model of the network data, then computes an “outlier
score” for each data point. The normal model is usually derived from different
quantities of the network traffic, such as the number of packets, the number of
bytes, the number of flows, etc. Outlier score is a measure about the level of “out-
lierness” of each data point, based on the deviation distance from the normal
model. The concept of outlier score is similar to residual which is commonly used
in the field of anomaly detection. In this paper, we will treat these two concepts
equivalently without distinction. Once certain outlier score exceeds predefined
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 93–109, 2015.
DOI: 10.1007/978-3-319-23802-9 10
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threshold, an alarm is triggered. Since anomaly detection only cares about the
statistical properties of network traffic rather than specific anomaly features, it
is capable of detecting zero day attacks. This capability is the strong advantage
of anomaly detection over misuse detection. Hence, anomaly detection has been
well studied by researchers in recent years [24,27,30,32].

The wavelet analysis is widely applied in anomaly detection [7,9,11,26,28].
Barford et al. [2] first introduce wavelet techniques into the field of network
anomaly detection. They first use wavelets filters to decompose single-link traf-
fic into three parts: low-frequency part, mid-frequency part, high-frequency part,
and then they use the local variances of mid-frequency part and high-frequency
part to generate a V-signal, then apply thresholding to the V-signal to detect
anomalies. The basic idea of the wavelet-based detector is to compare local
variance with global variance. However, it ignores the fact that the variance of
network traffic is usually proportional to the absolute volume of network traffic.
High traffic volume usually corresponds to massive active users in the network.
Therefore, large local variance is more likely to be a result from normal net-
work behavior rather than anomalies. Unfortunately, the wavelet-based detector
ignores this fact and is prone to generate false positives.

Given the shortcomings of wavelet-based detector, we propose a new anom-
aly detection method based on two new metrics—IGTE and IGFE. These two
metrics are basically entropies summarizing the distribution of the traffic volume
and the number of IP flows among different groups. We focus on the relation
between IGTE and IGFE rather than the variance, which makes this new method
unaffected by the absolute network traffic volume. First, we randomly map the
network flows which constitute the network traffic into fixed number of groups.
The number of bytes and the number of network flows are calculated for each
group. Consequently, we obtain two matrices, which are called Randomly Aggre-
gated Traffic Matrix (RATM) and Randomly Aggregated Flow Matrix (RAFM).
It is assumed that the distribution of the traffic volume among different groups
and the distribution of the number of flows should resemble each other. Then
we calculate two types of entropies based on the columns of RATM and RAFM
respectively. These two entropies are called Inter-group Traffic Entropy (IGTE)
and Inter-group Flow Entropy (IGFE). It is found that IGTE and IGFE are
highly correlated under normal condition, and when anomalies occur, this corre-
lation will be destroyed. Based on this observation, we propose a regression-based
detection method. Using CERNET2 Netflow data and synthetic data, we val-
idate that our regression-based detector is capable of achieving high detection
rate and low false positive rate.

The main contributions of this paper are: (1) putting forward two new
metrics—IGTE and IGFE—which are effective for anomaly detection, (2) vali-
dating the highly linear correlation between IGTE and IGFE, (3) proposing a
new effective regression-based anomaly detection method built upon IGTE and
IGFE, (4) analyzing the shortcomings of wavelets-based detection method [2].

The remainder of this paper is organized as follows. Section 2 presents related
work in the field of anomaly detection. In Sect. 3, we introduce the procedure
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of generating RATM and RAFM. In Sect. 4, we illustrate how to derive two
new metrics—IGTE and IGFE—from RATM and RAFM, and show the highly
linear correlation between them. We explain the principle and rationale of the
regression based detector in Sect. 5. In Sect. 6, we compare the regression-based
detector and the famous wavelets-based detector by using both CERNET2 Net-
flow data and synthetic data. We conclude this work in Sect. 7.

2 Related Work

In recent years, lots of researches have been devoted to the field of anomaly
detection. Yaacob et al. [29] introduce a new approach through using Auto-
Regressive Integrated Moving Average (ARIMA) technique to detect potential
attacks in the network. Although they show the capability of ARIMA model of
predicting future data, their validation process is rough, and the threshold they
choose is heuristic.

Silveira et al. [22] state that when many network flows are multiplexed on
a non-saturated link, their volume changes tend to cancel each other out over
short timescales, making the average change across flows approximately follows
the normal distribution. Based on this observation, they propose the ASTUTE-
based anomaly detector. While it is good at detecting anomalies which involve
many small IP flows, it fails to detect anomalies caused by a few large IP flows.
Besides that, the efficacy of the ASTUTE-based detector highly depends on the
stationarity of network traffic. The authors claim that at short timescales (less
than a hour), the traffic can be well modeled by stationary processes. However,
this conclusion does not always holds for all networks. It performs poorly in those
networks in which IP flows are changeable. For example, the CERNET2 Netflow
data used in this paper contains many IP flows which emerge and vanish quite
suddenly. The ASTUTE-based detector marks almost every point in the data set
as anomalous, which is practically impossible in real world. We manually check
Netflow data and consult the operators of CERNET2, it turns out that most
of the anomalies detected by the ASTUTE-based detector are false positives.
Therefore, we do not adopt ASTUTE-based detector as comparison in this paper.

Lakhina et al. [14,15] first apply principal component analysis (PCA)
in network-wide anomaly detection. PCA-based detector (also referred to as
subspace-based detector) uses the first few principal components to derive nor-
mal model from the original link traffic matrix, and then applies thresholding to
the residual traffic to detect anomalies. The advantage of the PCA method is its
capability of detecting small anomalies distributed over multiple links which are
hard to detect in single-link traffic. Since this method is applied to link traffic
matrix, it is limited to the network-wide anomaly detection. Besides, there are
some inherent weaknesses of PCA based detector. For example, a large anom-
aly may inadvertently pollute the normal subspace, the effectiveness of PCA is
sensitive to the level of aggregation of the traffic measurements, and the false
positive rate is sensitive to small differences in the number of principal com-
ponents in the normal subspace [18,31]. Rubinstein et al. [21] show that the
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attackers can successfully evade PCA-based detection by only adding moderate
amounts of poisoned data. Besides, since all kinds of PCA-based detectors need
to operate on the link traffic matrix, it is necessary to collect data from all links
in the networks simultaneously. However, it is usually a difficult task for large
networks. The lack of scalability limits the application of PCA-based detectors.
In this paper, we only focus on anomaly detection for single-link traffic.

3 RATM and RAFM

Before introducing RATM and RAFM, we give the definition of IP flow here for
the purpose of illustration. In practice, an IP flow can be defined in multiple
ways according to different contexts. In this study, an IP flow is defined as a
sequence of packets that share the same five-tuple value (Source IP address,
Destination IP address, Source port, Destination port and Protocol type).

We select the five-tuple values of IP flows as key, and hash them into fixed
number of groups. The number of groups are selected by the network operators
according to the needs. For each group, we calculate the overall traffic volume
of the IP flows mapped into it during each time interval, then the RATM is
generated. The rows of RATM correspond to different time intervals, the columns
correspond to different groups. In detail, the (i, j) entry of RATM corresponds to
the traffic volume of group j at time instant i. Similarly, the RAFM is generated
by counting the number of IP flows in each group during each time interval.
Thus, the (i, j) entry of RAFM corresponds to the number of IP flows in group
j at time instant i.

4 Two New Metrics—IGTE and IGFE

Intuitively, for a given group, under normal condition, the more IP flows mapped
into the group, the higher traffic volume would be contained in that group.
Consequently, the distribution of traffic volume among different groups should
resemble to the distribution of number of IP flows. Entropy can be used as
a summarization tool for probability distributions from the point of view of
information theory [15]. Thus we calculate the entropies for the rows of RATM
and RAFM respectively. The entropy for RATM is named Inter Group Traffic
Entropy (IGTE), the entropy for RAFM is named Inter Group Flow Entropy
(IGFE). The details for calculating IGTE and IGFE are given as follows.

Suppose a t×p RATM T , where t is the number of time intervals considered,
p is the number of groups predefined. For a given row i of T , the definition of
IGTE is defined as follows:

IGTEi = −
p∑

j=1

{
T (i, j)

∑p
j=1 T (i, j)

ln
T (i, j)

∑p
j=1 T (i, j)

}

(1)
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Fig. 1. Network traffic from CERNET2
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Fig. 2. IGFE series versus IGTE series from CERNET2

where T (i, j) is the (i, j) entry of T , 1 ≤ i ≤ t, 1 ≤ j ≤ p. Similarly, for a given
row i of a RAFM denoted by F , the definition of IGFE is defined as follows:

IGFEi = −
p∑

j=1

{
F (i, j)

∑p
j=1 F (i, j)

ln
F (i, j)

∑p
j=1 F (i, j)

}

(2)

where F (i, j) is the (i, j) entry of F , 1 ≤ i ≤ t, 1 ≤ j ≤ p. Therefore, based on
RATM and RAFM, we can obtain an IGTE series and an IGFE series respec-
tively. Note that IGTE and IGFE are essentially entropies. If the distribution of
traffic volume and that of the number of flows resemble to each other, IGTE and
IGFE should be highly correlated. In order to validate this conjecture, we cal-
culate the IGTE and IGFE series from approximately three-day network traffic
obtained from CERNET2 (an academic network in China which will be described
in detail later) which is shown in Fig. 1, and plot the IGTE and IGFE series in
Fig. 2. It is shown that the curve of IGFE series is extremely similar to the curve
of IGTE series, which implies that IGFE and IGTE are highly linearly corre-
lated. To verify this conjecture rigorously, we calculate the correlation coefficient
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between these two series. The result is 0.976, which means IGTE and IGFE are
indeed highly linearly correlated. Note that the three-day network traffic may
contain anomalies which are not known a priori. Even so, the linear relationship
between IGTE and IGFE is strong enough. This observation lays the foundation
of our regression based detector.

5 Detection Methods

5.1 Regression-Based Detection

Based on IGTE and IGFE, we propose a new anomaly detection method using
linear regression analysis. The goal of regression analysis is to construct math-
ematical models which describe relationships that may exist between variables
[20]. Usually, we are interested in just one variable, i.e. the response variable,
and we want to study how it depends on a set of variables which are called
explanatory variables.

Let y denote the response variable, x1, x2, . . . , xp denote the set of explana-
tory variables. Denote the samples from y as Y = (y1, y2, . . . , yn)T , the samples

from x1, x2, . . . , xp as Xe =

⎛

⎜
⎜
⎜
⎝

x11 x12 . . . x1p

x21 x22 . . . x2p

...
...

. . .
...

xn1 xn2 . . . xnp

⎞

⎟
⎟
⎟
⎠

. The goal of regression analysis

is to obtain the relationship of dependency between y and x1, x2, . . . , xp.
Regression analysis assumes y and x1, x2, . . . , xp satisfy the following linear

regression equation:

y = β0 + β1x1 + . . . + βpxp + e (3)

where e ∼ N(0, σ2), σ, β0, β1, . . . , βp are parameters to be determined. From
Eq. (3), the corresponding samples should satisfy the following equation:

Y = Xβ + E (4)

where X = (1,Xe) is defined as the extended matrix of Xe, β =
(β0, β1, . . . , βp)T , E ∼ N(0, σ2I).

Define Q(β) =
∑n

i=1{yi − (β1xi1 +β2xi2 + . . .+βpxip)}2 = ||Y −Xβ||2, then
Q(β) measures the noise of the regression equation. The optimal estimate of β
should make Q(β) as small as possible. Thus the estimate of β is as follows:

β̂ = (XT X)−1XT Y (5)

Then the estimate of σ2 is as follows:

s2 =
1

n − p − 1
Q(β̂) (6)

We define the normal model of Y as follows:

Ŷ = Xβ̂ (7)
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Then the estimate of E is
Ê = Y − Ŷ (8)

Note that Ê is the outlier scores, i.e. residuals, of all data points. Intuitively, if
the residual of a given data point is close to 0, the data point would be normal,
otherwise, the point would be abnormal.

The procedure of detection is as follows. First, we calculate Ê from the sam-
ples as described above. For convenience, we denote Ê as (ê1, ê2, . . . , ên). For a
given sample point i, where 1 ≤ i ≤ n, under normal condition, êi should follows
the normal distribution N(0, s2), based on the assumption of Eq. (3). For a given
confidence level 1 − α, if | êi

s | > zα/2, where zα/2 is the upper α/2 quantile of
standard normal distribution N(0, 1), the data point i is marked as an anomaly.
The meaning of the confidence level is that when a data point is marked as an
anomaly, the probability of being a false alarm is α.

Note that the success of the regression model depends greatly on the linear
correlation between the response variable and the set of explanatory variables.
Given the discussion in Sect. 4, IGTE and IGFE are highly linearly correlated.
Therefore, we choose IGTE as the response variable, IGFE as the explanatory
variable in this study. Let y denote IGTE and x denote IGFE. The regression
equation built upon them is give below.

y = β0 + β1x + e (9)

where e ∼ N(0, σ2), σ, β0 and β1 are parameters to be determined.
The details of our regression based detector is summarized in Algorithm 1 .
Note that there is an important auxiliary procedure which is not illustrated in

Algorithm 1 due to space limitations. After Y = (IGTE1, IGTE2, . . . , IGTEt)T

and X = (1,Xe) are calculated, i.e. after step 7, it is necessary to test rigorously
whether it is appropriate to build regression equation upon them. In other words,
we must test whether the dependence of Y on X is strong enough for the correct-
ness of the regression model. There are two kinds of significance tests for this:
F test and t test [20]. Only when the data passes both tests, the corresponding
regression model can be considered reasonable.

5.2 Rationale Behind Regression-Based Detection Method

Network traffic consists of IP flows. Anomalies usually change the number of IP
flows on the link or the traffic volume of certain IP flows. Some anomalies such
as port scans, would generate lots of small IP flow in the network. This leads to
large increase in the number of IP flow, which makes the IGFE change dramat-
ically. However, the traffic generated by the anomalies is very small compared
to the overall traffic volume on the link, which barely changes the IGTE value.
Therefore, the linear correlation between IGTE and IGFE is destroyed, and the
regression-based detector generates large residual to trigger alarms.

Some anomalies such as DDoS attacks, would increase the number of IP
flows and the traffic volume at the same time. However, the magnitude of traffic
volume change is much larger than the number of IP flows. Hence, the degree of
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Algorithm 1. Regression based anomaly detector
Input: t × p RATM; t × p RAFM; zα/2;
Output: Time intervals containing anomalies;
1: for all i such that 1 ≤ i ≤ t do

2: IGTEi = −∑p
j=1

{
T (i,j)

∑p
j=1 T (i,j)

ln T (i,j)
∑p

j=1 T (i,j)

}

;

3: IGFEi = −∑p
j=1

{
F (i,j)

∑p
j=1 F (i,j)

ln F (i,j)
∑p

j=1 F (i,j)

}

;

4: end for
5: Y = (IGTE1, IGTE2, . . . , IGTEt)

T ;
6: Xe = (IGFE1, IGFE2, . . . , IGFEt)

T ;
7: X = (1, Xe);
8: β̂ = (XT X)−1XT Y ;
9: Ê = (ê1, ê2, . . . , êt)

T = Y − X × β̂;
10: Q(β̂) =

∑n
i=1{yi − (β1xi1 + β2xi2 + . . . + βpxip)}2;

11: s =
√

1
n−p−1

Q(β̂);

12: Ê = Ê/s;
13: for i = 1 to t do
14: if |ei| > zα/2 then
15: Output: Time interval i;
16: end if
17: end for

change of IGTE is much large than IGFE. It results in the breach of the linear
relation between IGTE and IGFE, and the anomalies would be detected by the
regression-based detector.

There are also some anomalies which would increase the number of IP flows
and decrease the traffic volume. Take Low-rate DDoS attacks [13] for example,
the attackers would generate millions of attacking IP flows, which will definitely
change the IGFE value. On the other hand, the traffic volume generated by
the attacking IP flows is very low on average, since these attacks are performed
in the form of pulses. At the same time, the traffic volume of the normal IP
flows would be reduced dramatically due to the congestion control mechanism
in network. Therefore the overall traffic on the link would decrease dramatically,
which would cause the change of IGTE value. Though both IGTE and IGFE
change, they change in opposite directions, which destroys the linear relationship
between them. Hence, these anomalies can be detected by the regression-based
detector.

6 Validation

6.1 Dataset

The data used in this paper is Netflow Records collected from the Second Gen-
eration of China Education and Research Network (CERNET2). CERNET2
connects 25 PoPs including Peking University, Tsinghua University, Beijing
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University of Aeronautics and Astronautics (Beihang University), University of
Science and Technology, etc. The Netflow data is collected from a border router
connecting CERNET2 backbone and Beihang University Campus Network. The
data collection architecture is shown in Fig. 3. The Netflow V9 protocol [4] is
used to collect the data passing through the border router (i.e. Netflow exporter),
and transfer the Netflow records to a storage server. The sampling rate is set to
1 : 1000. Lots of information for each IP flow within every five minutes are saved,
including the five-tuple value, the total number of bytes and packets, the starting
time and finishing time, etc. The average traffic volume in five minutes is about
1.525 × 108 bytes. The average traffic volume of each IP flow is about 985 bytes.
The average number of IP flows is about 154730. Note that these numbers are
calculated from the sampled data. The numbers should be multiplied by 1000
for the un-sampled data.

Fig. 3. Data collection architecture

We collected Netflow records from a border router connecting CERNET2
backbone and Beihang University campus network from 21:45 in August 26 to
23:10 in August 29, 2013. The corresponding network traffic is already shown
in Fig. 1. We set the number of groups as 1024. Since the Netflow records are
stored every five minutes, there are totally 882 time units during the data col-
lection period, then a 882× 1024 RATM and a 882× 1024 RAFM are generated
respectively.

In this paper, we use the CERNET2 data by two different means. One is
to directly apply the detection methods on the CERNET2 data. The other one
is to manually inject anomalies into the “cleaned” CERNET2 data, and then
apply the detection methods on this synthesized data. The advantage of using
CERNET2 data directly is that it can compare the performance of different
detection methods in real networks. The advantage of using synthetic data is the
capability of obtaining the detection rate and false positive rate by controlling
the process of injecting anomalies.
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6.2 Validation Using Real World Data

From the 882 × 1024 RATM and RAFM above, an IGTE series and an IGFE
series—both of length 882—are obtained. Their curves are already presented in
Fig. 2. We choose IGTE as the response variable, denoted by y, and IGFE as
the explanatory variable, denoted by x. From Eqs. (5), (6) and (9), we have:

y = −0.72631 + 1.09724x + e (10)

where e ∼ N(0, 0.0482). Next, we check the significance of regression Eq. (10).
Recall that both F test and t test are used in this work for significance test. We
use the famous statistical software R [3] to do the tests. We set the confidence
level as 1 − α = 1 − 0.05 = 0.95. The p − value of F test outputted by R is
0.26 × 10−8, which is much less than α = 0.05. P − value is a commonly used
metric in hypothesis testing [6]. If the p − value is less than α, the regression
model is accepted as valid. The p − value of F test means that Eq. (10) fits
the data quite well. The resulting p − value of t test is 0.11 × 10−9, which is
again much less than α = 0.05, which also means that Eq. (10) is appropriate
for the data. The residual related to Eq. (10) is illustrated in Fig. 4. We check
these residual data points according to the detection procedure described in
subsect. 5.1, and mark the abnormal points in red circles. There are totally 53
anomalies detected.
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Fig. 4. Anomalies detected by regression-based detector for CERNET2 data (Color
figure online)

As a comparison, we apply the wavelets-based detector [2] to the same data
set. We set the sliding window length as 12. This window size corresponds to one
hour traffic. Thus the output of wavelets-detector, i.e. “deviation scores”, does
not contain the first 11 points in CERNET2 data. In other words, the output
size of wavelets-detector is 882 − 11 = 871. The results are shown in Fig. 5, the
red circles point out the 60 anomalies detected.

Comparing Figs. 4 and 5, we find that only 3 anomalies are detected com-
monly by both detection methods. Does that mean that our regression-based
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Fig. 5. Anomalies detected by wavelets-based detector for CERNET2 data (Color
figure online)

detection method is ineffective? We argue that the wavelets-based detector has
its own limits—it ignores the fact that the variance of network traffic is usu-
ally proportional to the absolute volume of network traffic (as shown in Fig. 1).
Comparing Figs. 1 and 5, it is observed that the anomalies detected by wavelets-
based detector coincide with the time intervals in which traffic volume is high.
It is known that high traffic volume usually corresponds to massive active users
in the network, and the variance of network traffic becomes large accordingly. In
other words, large local variance is more likely to be a result from normal net-
work behavior rather than anomalies. Unfortunately, the wavelets-based detector
ignore this fact and mark these data points as anomalies arbitrarily. Thus we
have reason to believe that most of the alarms triggered by wavelets-based detec-
tor are likely to be false alarms. We manually check the Netflow data and also
consult the operators who run CERNET2, it turns out that there were no sign of
large-scale attacks during the data collecting period, which supports our state-
ment. In the following subsection, we will validate this claim quantitatively and
rigorously.

6.3 Validation Using Synthetic Data

To evaluate the performance of different anomaly detection methods rigorously
and quantitatively, we manually inject anomalies into the “cleaned” CERNET2
Netflow data. The detail is as follows: first, we abandon those time intervals
which are marked by regression-based detector or wavelets-based detector. The
remaining 772 time intervals are considered as “clean” traffic. In other words,
we assume that these 772 time intervals contain no anomalies. Since the only
two detectors applied on the “clean” traffic are regression-based detector and
wavelets-based detector, this assumption makes sense. Then, we manually inject
certain number of anomalous IP flows every 22 time intervals. Thus the total
number of injected anomalies is 35. In the area of anomaly detection, a general
assumption is that the anomalies contained in the data are much less than the
normal points. Thus the number of injected anomalies we choose is reasonable.
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According to the number of anomalous IP flows injected, we evaluate the
performance of detection methods in two cases:

– Anomalies involving a small number of IP flows.
– Anomalies involving many small IP flows.

In the first case, we focus on the impact of the traffic volume of injected
anomalies. We inject 11 anomalous IP flows and gradually increase their traffic
volume. The true positive rate (detection rate) curves and false positive rate
curves are shown in Figs. 6 and 7 respectively. The horizontal coordinates rep-
resent the proportion of the anomalous traffic volume in the total traffic volume
of the link. The vertical coordinates represent the true positive rates and the
false positive rates. The definitions of true positive rate and false positive rate
in this paper originate from the introductory document about ROC analysis [8].
It is illustrated that as the anomalous traffic volume increases, the detection
rate of regression-based detector rises sharply, and the false positive rate falls
quickly. When the anomalous traffic volume reaches 42.8% of the total traffic
volume, the regression-based detector can detect all the injected anomalies while
generate no false alarms. It means that the regression-based detector is good at
detecting anomalies involving a few large IP flows for which the ASTUTE-based
detector performs poor [22]. However, for the wavelets-based detector, the detec-
tion rate increases very slowly. Even when the anomalous traffic volume reaches
60%, which means the order of magnitude of anomalous traffic volume reaches
around 109 bytes, the detection rate is below 5.8%. This result is unacceptable
for practical application. The performance of wavelet-based detector in the point
of view of false positive rate is also poor. As the anomalous traffic increases, the
false positive rate is hardly decreasing, and converges to around 2.4%. In con-
trast, the false positive rate of the regression-based detector falls down quickly.
When the anomalous traffic volume reaches 15%, no false positive is generated.
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Fig. 6. True positive rate for a small number of anomalous IP flows
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Fig. 7. False positive rate for a small number of anomalous IP flows

In the second case, we focus on the impact of the number of anomalous IP
flows. We simulate the scenario of DDoS attacks. We first set the traffic volume of
each injected IP flow as 50 bytes. Considering the average traffic volume of each
IP flow in CERNET2 is around 985 bytes, the traffic volume per anomalous flow
we choose is reasonable and small. Then we gradually increase the number of
injected IP flows. The detection rates and false positive rates of the two detectors
are shown in Figs. 8 and 9. Note that the horizontal coordinates here represent
the proportion of the number of anomalous IP flows in the total number of IP
flows in the link. For the regression-based detector, as the number of anomalous
flows grows, the detection rate curve rises sharply and the false positive rate
curve falls quickly. When the proportion of injected IP flows reaches 41% of the
total number of IP flows, the detect rate reaches 80%. The false positive rate
reaches 0 when the number of anomalous IP flows reaches no more than 4%. On
the other hand, for the wavelets-based detector, the detection rate keeps below
3% and does not grow with the number of anomalous flows. The false positive
rate of the wavelet-based detector keeps around 4%, which seems acceptable at
first. However, when we look deeper into the anomalies marked by the wavelets-
based detector, we find that the number of false positives keeps around 34 and the
number of true positives keeps close to 1. This observation holds no matter how
much the proportion of the number of injected IP flows accounts for. Comparing
the amount of false positives and the amount of true positives it detect, the
performance is really poor. We also try other values of traffic volume for each
injected IP flow, the results are similar.

For both cases, we find that the alarms generated by the wavelets-based
detector again coincide with the time intervals with high traffic volume. This
observation strongly support our reasoning about the shortcomings of wavelets-
based detector—it ignores the fact that large local variances are usually related
to the high traffic volume generated by normal users.

In summary, based on the synthetic CERNET2 data, our regression-based
detector achieves higher detection rate and lower false positive rate than the
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Fig. 8. True positive rate for a large number of anomalous IP flows
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Fig. 9. False positive rate for a large number of anomalous IP flows

wavelets-based detector. Besides, the regression-based detector is good at detect-
ing both anomalies involving a few large IP flows and anomalies involving many
small IP flows. Note that we ignore the scenario where anomalies involve many
large IP flows on purpose. Because in this case, the volume of the network traffic
would change so much that the anomalies can be identified even by the naked
eyes. Both the wavelet-based detector and the regression-based detector perform
excellently in this case. There is no need to show the experiment results in this
case for the sake of brevity.

7 Conclusions and Future Work

In this paper, we propose two new metrics, IGTE and IGFE, for anomaly detec-
tion. It is found that IGTE and IGFE are highly linearly correlated. When anom-
alies occur, this linear correlation will be destroyed. Based on this observation,
we propose the regression based detector which is built upon IGTE and IGFE.
We validate that the regression based detector can achieve high detection rate
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and generate very few false positives. We show that the regression-based detector
is good at detecting both anomalies involving a few large IP flows and anomalies
involving many small IP flows. We compare the regression based detector with
the wavelet-based detector, and find that the former outperforms the latter. We
analyze the reason for the failure of wavelets-based detector. The wavelets-based
detector uses local variance of traffic volume to measure the degree of anomaly.
However, large local variance are usually caused by large number of normal users.
Thus the wavelets-based detector usually generates too many false positives. We
do not deny the possibility that the CERNET2 data used in this paper bias for
the regression-based detector while bias against the wavelet-based detector. In
the future, we plan to use more data sources to validate the regression-based
detector.
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Abstract. Extracting useful information from Solid State Drives (SSD)
is a challenging but important forensic task. However, there are opposing
views [14,15,22] that (1) SSDs destroy the forensics evidences automat-
ically and (2) even after sanitization of SSDs, data can be recovered.
This paper investigates this issue and reports experimental findings that
identify the reason why certain SSDs seem to destroy forensic evidences
while other SSDs do not. The experiments provide insight and analy-
ses of the behaviour of SSDs when certain software components, such as
Background Garbage Collector (BGC) and Operating System functions,
such as TRIM, are executed on the SSD.

Keywords: Forensics · Solid state drives · SSD

1 Introduction

In recent years, more and more criminal investigations have centered on finding
digital evidences extracted from computing devices, such as Computers, Mobile
Phones and Notebooks. The evidences of crimes in physical dimensions are in
tangible form; however the evidence of cyber-crimes exists electronically.

The investigation process of cyber-crimes often begins from the analysis of
the storage media. Every computing device stores its data on the storage media
and every activity of the computing device leaves some traces on the storage
media. Meta-data of the electronic media can contain more useful information
such as date, time, keys and often this meta-data have greater acceptability than
paper based evidences [2,3]. However, if an inefficient recovery is performed then
these evidences can be altered, therefore, would become erroneous. Consequently,
any change in these evidences may impact court proceedings as well [4,5].

The evidence collected in recovery process requires confirmation to assess
its reliability and integrity and it is really important to identify any loss and
alteration that has happened in the recovery process [6]. If the data collected for
the forensic purpose is altered or lost then it is the responsibility of the party
submitting the evidence to prove the integrity of the data. If not, the opposing
party can raise questions about the integrity of evidences [7]. Avoiding alteration
or loss during the recovery process depends on the error free data recovery mech-
anism. Usually, write blocking along with bit stream copying process is used in
the recovery process. This mechanism allows recovery of the data along with
completeness, precision and reliability [8].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 113–126, 2015.
DOI: 10.1007/978-3-319-23802-9 11



114 Z. Shah et al.

To reduce loss or alteration, it is necessary for the recovery process to thwart
overwriting of data on the relevant drive. For example all the processes need to
be stopped by shutting down the system before creating forensic image of the
disk in order to minimize the chance of alteration or loss of data [9] by processes
in memory. Also, hash value is calculated for collected forensic image in order
to check the integrity of the forensic data. This hash value can validate if the
forensic image is created multiple times or if the forensic image is placed in some
place where alteration is possible in the forensic image [9].

Hard Disk Drives are magnetic storage devices that have well known forensic
properties. Most computing activities that rely on disk access, including illegal
activities, leave traces that can be later identified through forensic investigation.
SSD is a newer technology and a superior alternative to HDDs that offers many
benefits over HDD [10] such as read/write speed, durability against shock vibra-
tion and temperature. However SSD has some limitations such as life time of a
cell in terms of writing data on it (10,000-100,000 times) and need of erasing the
blocks before rewriting on the same block [11].

Wear leveling [1] technique is used to randomly select the pages for rewriting
the data which prohibit the blocks from approaching the critical failure condi-
tions due to overuse. To solve the problem of erasing the pages before writing,
BGC [12] and TRIM command [13] are proposed. Background Garbage Collec-
tion (BGC) is a mechanism used in current SSD controllers to improve the write
speed of data by deleting/zeroing the unused/garbage pages.Similarly TRIM is
a command in modern operating system to inform the SSD controller that par-
ticular blocks of data are no longer required or not in use and should be wiped
internally. BGC and TRIM commands are the two sources that could destroy
the evidences which otherwise could be available for the recovery.

From existing literature it is evident that SSDs destroy forensics evidences
and there is no chance to recover the deleted data by any means [14]. However,
some research also points that existing data sanitization techniques available for
HDDs are not useful or not sufficient for SSDs and new techniques are required
specifically for SSDs [15]. The term Data sanitization has different meanings such
as nulling out, masking data, shuffling records, encryption and censorship etc.
In our context data sanitization means nulling out data to prevent its recovery
by any means.

The purpose of this paper is to study the forensics potentials of SSDs of differ-
ent manufacturers and to experimentally verify the availability or unavailability
of the data after deleting or formatting the SSDs.

We have experimentally verified that SSDs destroy forensics evidences only if
either the firmware of SSDs has BGC functionality enabled or if TRIM command
is supported by SSD’s firmware and configured properly in operating system and
associated software. It has been our finding that in the absence of BGC and
TRIM command support, SSDs do preserve data and live acquisition is possible
like traditional HDDs. Sometimes, data can also be recovered from an SSD even
after it has been formatted.
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Rest of the paper is organized as follow, Sect. 2 presents some preliminaries
about SSDs and forensics, related study is elaborated in Sects. 3 and 4 presents
our methodology, experiments and results. Conclusion is given in Sect. 6.

2 Preliminaries

2.1 Solid State Drive (SSD)

SSD [16] is an emerging technology for storing data persistently, and slowly
replacing the leading HDD storage technology. SSDs are quite different from
HDD. For example, SSDs don’t have electromechanical component and thus are
much faster than traditional HDD. SSD stores data in microchips just like USB
flash drive. They store data or retrieve files instantly and do not need to wait for
moving parts to position on required sector of magnetic platter. However SSD
suffer from a problem which does not exist in HDDs. They first need to erase
a block before a new data can be written into it [17,18]. This obviously causes
problems for successfully retrieving forensic information from the drives.

2.2 SSD and Forensics

With the emergence of SSD technology computer forensics faced newer challenges
than traditional HDD. The SSD devices are usually based on flash memory such
as battery backed SRAM or DRAM which includes flash backing storage. These
types of memories include some key features which complicate forensics analysis
[11,19]. For example;

– Flash memory is divided into pages of 2 KB, 4 KB or larger instead of 512
bytes blocks as in HDD.

– Flash memory pages must be erased before performing write operation instead
of just writing in a single pass as in HDD.

– Rewriting a block does not necessarily rewrite on the same page because of
wear leveling mechanism employed in SSDs.

– Each page of SSD has a number of write and erase cycles typically 10,000 to
100,000.

– Before storing the data on SSD it is often encrypted, erasing the encrypted
data is done by deleting the older encryption key and generating a new one
and marking those as garbage.

The SSD controllers are considerably more complex in performing the task of
reading and writing data on to media as compared to HDD, with the following
distinguished features [11,19].

– Wear Leveling: It is a mechanism which is used to avoid a block to physically
wear out quicker than other blocks by spreading the data eventually. Using
wear leveling technique, the firmware of SSD uses all the blocks evenly instead



116 Z. Shah et al.

of using few blocks repeatedly and reducing their life. SSDs have Flash Trans-
lation Layer (FTL) which is used to perform wear leveling. It maps logical
sectors to physical pages. FTL is contained within SSD and are not accessible
to end users.

– Read, Modify, Relocate+Write: When a partial page is required to modify,
the firmware first reads the entire page into a cache built inside SSD, then it
modifies blocks being written and writes the new page in a new location. The
older page is marked for garbage collection.

These features are very good from forensics point of view because a block being
modified might be available in cache or in its previous location if it is still not
wiped internally by SSD. However, there are three other issues that compli-
cate forensics evidence gathering because they make the data recovery almost
impossible.

1. Garbage Collector
SSD uses garbage collection mechanism to improve its write speed [12]. Write
performance is improved by eliminating the need of erasing before writing.
The erasing operation is performed in background and during free time when
controller is not busy. GC accumulates data blocks which are marked unused
by erasing it and reclaim blocks for reuse for later write operations [17,18].
However GC has implications on computer forensics. It operates indepen-
dently without the need of intervention from the operating system. After
about 150 s of power on, GC starts erasing the garbage blocks previously
marked by the file system [14,17,18]. Therefore, there is a risk that the GC
may delete the content of the media even during performing forensic copy in
the lab.

2. TRIM
TRIM is a command in modern operating system to inform the SSDs con-
troller that particular blocks of data are no longer required or not in used
and should be wiped internally. In the absence of BGC, TRIM command is
an alternate to improve write performance of SSDs. It enables the controller
to handles the garbage collection overhead in advance, which could otherwise
significantly slow down future writes. In order for the TRIM command to
work, the SSDs firmware, operating system and associated software must be
properly configured. Usually modern operating systems such as Windows 7
have built-in TRIM command utility that can be configured in BIOS set-
tings. Since this command if configured properly completely purges the data,
therefore, the data recovery will becomes impossible.

3. Encryption and Compression
Modern SSD controllers perform compression and encryption on data before
saving them on the disk. Compression increases the speed of writing data
on SSD and also allows more data to be stored on SSD. The encryption
of data before writing to SSD’s cells has two advantages. First it improves
security and secondly this technique enables controller to erase entire SSD
disk. Rather than wiping the entire media, deleting the encryption key leads
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to the inability to recover or read the data. So in the forensic analysis even
if the data is recovered without knowing or recovering its encryption key, it
is usually impossible to read the recovered data and it may cause difficulty
in the way of forensic analysis.

3 Related Work

In this Section we discuss the literature on recovery of data from flash based
memories. In [20] Luck et al. recommended a three stage approach to retrieve
files in general and video files in particular from a mobile phone (Containing
NAND Flash Memory). During the first stage, the authors illustrate the method
of renewing FAT and distillation of extant files by building version table which
includes all available versions of logical sectors. In the first stage the authors have
further described a six step approach which contain (i) Building Version Table,
(ii) Rebuilding File Allocation Table (FAT) volume, (iii) Analyzing Volume Boot
Record (VBR), (iv) Extracting directory, (v) Extracting extant files and (vi)
Recovering lost chains and lost files. The main goal of all those six steps is
building a data structure or rebuilds a file system that maps the logical data
abstracted to physical location.

In the next stage authors’ aim was to find again a chain of clusters and files.
They described that although the directory entry is overwritten in many cases
but cluster chain is still in the phone memory and need to secure all chains that
exist in the memory, including all lost and partial fragments of lost chains [20].
The authors have described MPEG-4 3 GP file format and suggested that it is
important for the forensic examiner to understand MPEG-4 3 GP file system as
it helps in reconstructing deleted videos. In the third stage of their approach
they used a technique called “Xtractor”. The purpose of Xtractor is to play
incomplete video by playback software like Apple QuickTime 7. They showed
that as defective sectors can be recognize and replaced with null sectors (0× 00)
and using Xtractor they could still be played.

Although the research by Luck et al. is very useful for data recovery from
NAND flash, however, it is related to the memories of the mobile phones. First
memories installed in mobile phones do not apply “garbage collection” and as
an end result the deleted files may still be present in memory and could be
recovered by the approach suggested by the author. Second the approach is well
elaborated and tested for video data (i-e MPEG-4) only. Therefore, the approach
has very limited application in the SSDs forensics and data recovery. The only
link that could be established is the process of rebuilding the FAT volume by
building a version table containing all available versions of logical sectors. But
it is still limited to FAT12 or FAT16 in mobile phones where first entry point is
VBR rather than Master Boot Record (MBR).

In [15] Freeman et al. tested possible available tools and procedures for
securely deleting data from SSDs. They found that all tools except GNU core
utility dd left some file information which was recovered, but none of the recov-
ered files were workable.
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Authors started their explanation from the fact that SSDs store files in 4 KB
page, yet data can only be deleted in 512 KB blocks. The procedure stores pages
in disk controller cache as the file is being deleted, the disk controller remove
all the pages from the block. Once the pages are removed from the block, the
required authentic data is fetched from the cache and reallocated on an available
block. The reset block is added to the SSDs free space [21]. Every 32 GB SSDs
have 2.2 GB space which is used as cache and it is not visible to operating system.
The controller of SSD uses this additional free space to save files, that reduces
the need for the deletion of blocks that keeps the drive at best performance
[15]. Authors uses 32 GB PQI SATA II 2.5 in. SSD. They have used the drive
to connect to secondary SATA port. They formatted SSD as NTFS and for
experimental purpose they saved and deleted data of varying size and file type.
dd (GNU core utility), Eraser (version 5.8.7), Wipe and SDelete were the tools
they have tested for data deletion/sanitization and Scalpel was used for file
carving purposes.

The approach and findings of Freeman et al. proposed that there is no (except
dd of GNU) available tool that can guarantee completion deletion of data from
SSDs. Authors note that “Even after employing eraser tools to delete the data
from SSD there is still remnant data in SSDs that could be recovered”.

In the article [22] Wei et al. have discovered the inability or difficulty of
deleting/purifying data from the SSDs. The authors have conducted a number
of experiments with the aim of finding any remnant data after applying (1) built-
in ATA or SCSI commands for sanitization and (2) software based sanitization.
Authors conducted several experiments and showed results of experiments and
the percentage of data they had recovered after applying different techniques.
They claimed that none of the existing hard drive-oriented techniques for individ-
ual sanitization are effective on SSDs [22]. They showed that the sanitization of
the SSD with currently available tools is extremely difficult and the tools avail-
able for sanitizing the HDD cannot be used to sanitize the SSD. Using these
tools to sanitize the SSD will leave data in the SSDs which can be recovered by
sophisticated software.

In [14] Bell et al. reports about “self-corrosion” which is actually caused by
“garbage collection” mechanism employed in entrenched controllers of modern
SSDs. The authors used only 64 GB P64 Corsair SSD directly connected to the
secondary SATA channel on the motherboard. Authors tested the data to see
what portion of the sampled bytes were “zero bytes”. The experiment shows
that almost all the data were zeroed within 300 s.

After a single run of GO program the authors managed a forensic analysis
of the SSDs. They were able to recover 1090 files out of 316,666 files, none of
which could be used to reconstruct the original file. They conducted various
experiments on the same SSD and found that the SSD is able to delete the data
automatically even during construction of forensic image.

At the end the authors provided a list of guidance for forensics of SSDs and
claimed that the “golden age for forensic recovery and analysis of deleted data
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and deleted meta-data may now be ending” [14]. From the literature review two
opposite and interesting facts are revealed.

– “Even after applying sanitization techniques on SSDs there are still remnant
data” [15,22].

– “Golden age for forensic recovery and analysis of deleted data and deleted
meta-data may now be ending” [14].

The first view is that even if someone tries to remove the data in any possible
way then there is still chance of leftover part of the data. In other words, it is
not easy to accurately delete data from SSDs using the conventional techniques
[15,22]. The second view is that the SSDs controller removes almost all the data
and hardly any data could be recovered, for example, even during a quick format
which does not require erasing the data [14]. This has motivated us to conduct
further experiments and possibly find support for either view.

4 Proposed Method

As the results and conclusions from [14,15,22] had gone into the opposite direc-
tions. So it seems that there is a gap that needs to be filled. This is the main
motivation of our research and that’s why we aimed to conduct the SSDs foren-
sics analysis further under a number of possible assumptions that these authors
might had missed and possibly fill the gap between their results. Our experi-
mental setup and assumptions are different than those employed by [14,15,22].

– First of all, previous research is conducted by attaching the SSD to a secondary
channel of the motherboard. No experiment is conducted having SSDs as
primary drive and an operating system installed on it. We believe that in
reality when SSD is attached as a primary drive this may change its behavior
because of the operating system. Since the operating system maintains the
primary and secondary drive differently and garbage collector may behave
differently as well. Even if the garbage collector deletes the data automatically
we are interested to find out when the GC comes into action. Thus we want
to conduct experiments both using SSD as primary drive as well as secondary
drive.

– In the experiment conducted in [14], the SSD is filled entirely with data and
then they have applied quick format. It is possible that if the controller is
unable to find free space for incoming data then it activates the garbage col-
lector. In other words it is possible that garbage collector’s behavior changes
with the amount of available free space or amount of space marked for throw-
ing away (i.e., Garbage Collection)

– As the garbage collector from different manufacturers will behave differently,
therefore, we conducted the experiments over SSDs from different vendors.
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Table 1. Specifications of the Computers

Category Description

Dell Laptop

Manufacturer Dell Inc

Model INSPIRON 1545

Operating System Microsoft Windows 7 Home Premium

RAM 4 GB

Hard Disk Drive 500 GB

Processor Intel(R) Core(TM)2 Duo CPU T6600 @
2.20 GHz, 2200MHz, 2 Core(s), 2 Logical
Processor(s)

Dell Desktop

Manufacturer Dell Inc

Model OPTIPLEX 755

Operating System Microsoft Windows 7 Professional

RAM 4 GB

Hard Disk Drive 250 GB

Processor Intel(R) Core(TM)2 Quad CPU Q9300 @
2.5 GHz, 2500MHz, 2

5 Experiments and Results

We have performed three sets of experiments using three types of SSDs on two
types of computers. The specifications of the computers used in the experiments
are given in Table 1. The three types of SSDs used in our experiments are given
in Table 2. We have selected Microsoft Windows 7 Professional and Microsoft
Windows 7 Home Premium as the experimental operating systems. Windows
7 has native support for the TRIM command. For the TRIM to work, it is
necessary that the underlying SSD support TRIM command and TRIM must
also be enabled on Windows 7. To enable TRIM command on Windows 7 the
following three options must be configured.

– Turn off system protection
– Enable AHCI mode in system BIOS
– Enable AHCI mode in window 7 registry.

For the recovery of files, PC Inspector [23] was used. PC Inspector is an
open source software specially designed for the recovery of multimedia files from
the camera memory or micro SD. It is open source and specifically designed
for flash based memories. The drawback of PC Inspector is that it can only
recover multimedia files of different formats. Paragon Partition Manager is used
for partitioning and initial formatting of the SSDs in order to use it and view it
in Windows operating system.
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Table 2. Specifications of the SSDs

Category Description

Crucial m4 64GB

Name Crucial M4 SSD

Model CT064M4SSD2

Capacity 64 GB

Form factor 2.5

Sequential READ up to 500 MB/s

Sequential WRITE up to 95 MB/s

Samsung 470 Series 64GB

Name Samsung 470 Series

Model MZ-5PA0641

Capacity 64 GB

Form factor 2.5

Sequential READ up to 250 MB/s

Sequential WRITE up to 170 MB/s

Kingston SSDNow V 100 64GB

Name Kingston SSDNow V 100 SSD

Model SV100S2N1646

Capacity 64 GB

Form factor 2.5

Sequential READ up to 250 MB/s

Sequential WRITE up to 145 MB/s

5.1 Experiment 1: Connecting SSDs to Dell Laptop Using
USB Port

The purpose of this set of experiments is to check if the SSDs can preserve data
after a quick format. Through experiments it was found that, data can only be
preserved if there is no background garbage collector and the TRIM command
is not performed, because these are the two possible causes that could delete the
data from the SSD and no data will be recovered. In all other cases the data
must be available for the recovery.

Experiment 1.1: Recovery from Crucial M4 SSD: In this experiment we
connected the crucial M4 SSD to the USB port of laptop using Kingston USB
case. The entire space of the crucial SSD is filled out by pasting a 3.44 MB
JPEG image 17627 times. A free space of 272 KB is left over that could not hold
any further image of the selected size. After this the SSD is quick formatted and
system is restarted after 15 min. When the Five minutes after the system reboot,
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the recovery software was started to recover the JPEG images. The recovery
process completed 100 % in about 32 h and 15 min to complete.

From the recovered data it is observed that 17625 pictures were recovered
and the software miss only two pictures out of 17627 pictures. From the result it
is clear that the crucial M4 SSD does not have background garbage collector. It
is also cleared that TRIM command also does not work under this experimental
setup.

Experiment 1.2: Recovery from Samsung 470 Series SSD: The same
experiment as conducted in Experiment 1.1 with the crucial SSD is repeated
with the Samsung SSD. This experiment took almost the same time as that of
Experiment 1.1. The result of this experiment also similar to Experiment 1.1.
This SSD also does not have background garbage collector and not even TRIM
command worked in our experimental setup.

Experiment 1.3: Recovery from Kingston SSDNow V 100 SSD: The
same experiment as conducted in Experiment 1.1 and 1.2 is repeated with the
Kingston SSDNow V 100 as well. This experiment took almost the same time as
that of Experiment 1.1 and 1.2. Kingston SSDNow V 100 also did not have GC
and TRIM enabled, and we were able to recover the same number of files from
this SSD.

5.2 Experiment 2: Connecting SSDs to Dell Desktop Using
Secondary SATA Port

As it is clear from the previous results that TRIM does not work with the USB
port, the purpose of this experiment was to check the support of Windows 7
TRIM command for the SSD connected to SATA secondary port. Windows 7 was
installed on a separate hard disk drive which was attached to the primary SATA
port of the system. It was evident from previous experiments that Windows 7
cannot send TRIM command on USB port. Here we want to clarify the work of
TRIM on SSD attach to secondary SATA port. The necessary preparations for
this set of experiments are similar to Experiment 1.

Experiment 2.1: Recovery from Crucial M4 SSD: The Crucial M4 SSD
was connected to SATA 1 on the dell desktop computer. As scanning of the large
64 GB SSD for files recovery is much time consuming, therefore, we decided to
create two partitions in the SSD. One partition had a capacity of 5.85 GB and
the second one had the remaining capacity of 59.6 GB. The 5.85 GB drive was
filled by pasting a 3.48 MB JPEG image 1719 times. Only 2.89 MB space was free
that could not hold any more image of the selected size. After filling the drive,
it was quick formatted and the system was shut down after 15 min of the format
operation and then restarted. When the system fully booted the PC Inspector
was started for file recovery. The whole recovery process ran for about 3 h and
30 min.
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The result of this experiment is similar to Experiment 1.1. It was found that
connecting with USB port and connecting with the SATA secondary port does
not make any difference. Almost all the files were recovered by the PC Inspector.
TRIM command did not work with SATA secondary port as well.

Experiment 2.2: Recovery from Samsung 470 Series SSD: The same
experiment as conducted in experiment 2.1 with the crucial SSD was repeated
with the Samsung SSD as well. This experiment took almost the same time as
that of Experiment 2.1. The result of this experiment was not different from the
experiment 2.1. The TRIM command did not worked for this SSD as well while
connecting it to SATA secondary port.

Experiment 2.3: Recovery from Kingston SSDNow V 100 SSD: The
same experiment as conducted in Experiments 2.1 and 2.2 was repeated with the
Kingston SSDNow V 100 as well. This experiment took almost the same time
as that of Experiments 2.1 and 2.2.

The result of the Kingston SSD was similar to the other two SSDs. The TRIM
command does not work either with the USB port or with the secondary SATA
port. All these three SSDs were able to preserve data after quick format. If there
is no background garbage collector in the SSD then the TRIM command never
activates any garbage collection cycle in the SSDs if they are attached externally
to the computer.

5.3 Experiment 3: Connecting SSDs to Dell Desktop Using Primary
SATA Port

As it is clear from the previous results that TRIM does not work with the
USB port and SATA secondary port. So in this setup the SSD is connected
to the SATA primary port and operating system is installed on it. Windows
7 professional was installed on each of the three SSDs. During the installation
we made two partitions (for all the three SSDs) were made one was labeled as
C having size of 55.7 GB and the other one was labeled as D having a size of
3.90 GB. For each of the three SSDs, operating system was installed on the C
partition. TRIM command was enabled by making the necessary changes in the
OS and BIOS.

Experiment 3.1: Recovery from Crucial M4 SSD: In this experiment,
the 3.90 GB of D drive was filled with 1522 JPEG images of size 2.59 MB. Only
1.31 GB space was left out as free. After filling the drive, it was quick formatted
and the system was shut down after 15 min of the format operation and then
started again. When the system fully booted PC Inspector was started for file
recovery. The whole recovery process ran for about 2 h.

This time the result was completely different from all the previous experi-
ments. The software scanned the entire D partition but could not find even a
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single byte of data on the SSD. The TRIM command worked perfectly in this
scenario of the experiment. We were not able to recover any single image from
the drive.

Experiment 3.2: Recovery from Samsung 470 Series SSD: The same
experiment as conducted in Experiment 3.1 with the crucial SSD was repeated
with the Samsung SSD as well. This experiment took almost the same time as
that of Experiment 3.1. Just like crucial SSD the Samsung SSD also erase all
the data as the software was unable to recover any data. The Samsung SSD
also shows that TRIM command works if the SSD is the primary drive. The
experimental results shows that both crucial and Samsung SSDs cannot preserve
data when connected on the SATA primary port.

Experiment 3.3: Recovery from Kingston SSDNow V 100 SSD: The
same experiment as conducted in Experiments 3.1 and 3.2 was repeated with the
Kingston SSDNow V 100 as well. This experiment took almost the same time
as that of Experiments 3.1 and 3.2.

Just like Crucial and Samsung SSD, Kingston SSD also erases all the data and
the software was unable to recover any data. The Kingston SSD also shows that
the TRIM command works if the SSD is the primary drive. The experimental
results show that all of the three SSDs, Crucial, Samsung and Kingston cannot
preserve data when they are connected on SATA primary port.

6 Discussion and Conclusion

With the growth of emerging technology of SSDs in computers and other similar
devices like cellular phones, tablets and netbooks, there are challenges for foren-
sics analysis which are not experienced with traditional HDDs. Existing forensics
analysis tools treat SSDs much like traditional hard disks drives. However, the
technological difference between SSDs and HDDs requires new forensics tools
designed specifically to address SSDs.

The purpose of wear leveling technique is to prevent blocks that contain
frequently altering data from going bad faster than those which holds static
data. Wear leveling techniques are usually implemented in Flash Translation
Layer or in the Controller. It provides an opportunity to recover old data as well
as metadata after a file is deleted or changed and new information is rewritten
to a new physical location.

We have experimentally verified that SSD behavior differs when it is attached
to the secondary SATA ports and the primary SATA ports with the operat-
ing system installed on it. TRIM command only works in the latter case. And
it is even worse than BGC and has the potentials to destroy forensics evi-
dences instantly after the deletion is performed. It is also important to note
that BGC is not implemented in all the SSDs available in market and those hav-
ing BGC start erasing garbage blocks approximately 150 s after the deletion is
performed [14].
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The firmware does not clear or zero the SSD automatically. It requires an
operating system that supports the TRIM command to erase the data perma-
nently. Therefore, in the absence of BGC and inability of the TRIM command,
live acquisition is still possible. If encryption is enabled then the data recovered
during live acquisition without encryption key is almost useless for forensics
analysis, since it is hard to understand or make sense of encrypted data.
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Abstract. Despite economic pressure for business to cut costs and fervent assur‐
ances from cloud service providers, security remains a top barrier to cloud adop‐
tion. Interests in cloud computing are high and many organisations say they are
planning to move in that direction. However, the reality is that only 20 % of UK
organisations are using infrastructure-as-a-service and only 36 % are using
software-as-a-service, according to the National Computing Centre (NCC, UK)
research. Lack of trust in cloud computing is slowing broader adoption of cloud
services. Therefore, it is important to understand the consumers’ perspective on cloud
security concerns, especially data security issues. This allows the future research to
proceed in the right direction to alleviate users’ concerns. In this paper, we present
an empirical analysis of IT experts and professionals viewpoint related to security
issues in clouds. The study is based on the surveys conducted by three different
groups in the time period from 2010 to 2013. Qualitative research analysis is used
to collect perception of IT experts and professionals by using interviewing tech‐
nique. The viewpoints of the experts are then analysed and a qualitative and thematic
analysis is presented. The study presents most critical threats, possible causes, and
fundamental strategies to avoid them.

Keywords: Cloud computing · Data security · Threats · Cause · Strategies

1 Introduction

The advantages of the cloud computing model of a reduced cost of ownership, no capital
investment, scalability, self-service, location independence and rapid deployment are
widely extolled. What will it take to get businesses to adopt cloud computing en
masse? The short answer is that it all boils down to trust.

Cloud computing is the latest IT paradigm which promises to bring many benefits
to businesses. However, there are some risks and security concerns that must be
addressed correctly [1]. Many research studies [2–4] claim that the most significant
reason for deterring cloud computing is the fear of losing control over the data.

Traditional models of data protection such as firewalls and intrusion detection
systems are insufficient to protect against complex data security issues of cloud
computing. Therefore, this area is currently the focus of attention for the researchers’
community. Security is one of the most crucial aspects of this new technology.
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Users, in many cases, are unaware of security threats and may judge security only
based on their uninterrupted availability of the respective cloud service. Even if the user
understands potential security threats he/she may not be able to restrict the damage in
real time or get control of the service.

No matter, how big the company with cloud based services is security incidents are
seen in terms of service interruptions to phishing attacks and data leaks. However, it is
very important to explore and understand the users’ perception in regards to data security
and the countermeasures which are currently in place.

This research study presents an empirical analysis of data security issues and
their countermeasures from user-centric perspective. The reason for choosing an
empirical research method is to discover and interpret facts. Furthermore, this
method has been chosen to answer the questions about the topic under investiga‐
tion. Empirical research can be divided into quantitative method and qualitative
method. However this paper is based on qualitative research as this method is appro‐
priate in the early stages of research. In addition qualitative method tends to be
applied more easily in real world setting.

The remainder of the paper is organized as follows. Section 2 describes the research
themes. In Sect. 3 overview of cloud computing is provided. Section 4 presents synopsis
of the literature. In Sect. 5 research methodology is provided. Section 6 presents result
followed by discussion in Sect. 7. Finally, in Sect. 8, we conclude the paper and provide
the future work.

2 A Basic Overview of Cloud Computing

Cloud computing has been defined by several other researchers, while the most respected
one is provided by National Institute of Standards & Technology [5] as a model for
enabling convenient, on-demand network access to a shared pool of configurable
computing resources that can be rapidly provisioned and released with minimal manage‐
ment effort or service provider interaction. Some researchers argue that cloud computing
is not a new term but only recently it has become a fashionable term [6]. This latest IT
paradigm provides large number of benefits to the businesses. Research [7] indicates
that the benefits of cloud computing mainly include low-cost, availability, innovation
power, high expandability, friendly utilizations and environmental protection. In addi‐
tion, on-demand self-service, elastic and scalable, consumption-based pricing model are
some of the advantages identified by Burton Group, a research and consulting firm [8].
The cloud computing technology is based on three service delivery models and three
main deployment models which are as follows:

The deployment models are (1) Private cloud: a platform dedicated for specific
organization, (2) Public cloud: a platform available to public users and (3) Hybrid
cloud: a private cloud that can extend to use resources in public clouds.

The cloud service deliver models are

(1) Infrastructure-as-a-service (IaaS): where computational resources, storage and
network as internet-based services are available. For example Amazon EC2
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(2) Platform-as-a-service (PaaS): where platforms, tools and other business services
are available that enable customers to develop, deploy and manage their own appli‐
cation. This model may be hosted on top of IaaS model or on cloud infrastructure
directly. MS Windows Azure and Google Apps are the well examples of this model.

(3) Software-as-a-service (SaaS): where cloud providers deliver applications hosted
on the cloud as a service for end user. SaaS may be hosted on top of PaaS, IaaS or
directly on cloud infrastructure. For example: SalesForce CRM.

3 Literature on Cloud Security

Research study conducted by Chow et al. [9] claim that there is a lack of control and
transparency [10] when the third-party holds the data. In addition, this study argues that
current countermeasure do not adequately address third-party’s data storage and
processing needs. As a result Chow et al. [9] proposes to extend countermeasures by
suggesting the use of trusted computing and cryptographic techniques. However this
study is limited to their vision only.

Although the issue of third-party can be addressed by employing trusted third-party
(TTP) services [10, 11]. A TTP is an entity which facilitates secure interaction between
two parties who both trust this third party. As TTP creates secure zone, its best role is
played in cryptography [10]. However Wang et al. [12] argue that cloud storage is not
just the third-party data warehouse. The cloud data may not only be accessed but also
be frequently updated including insertion, deletion, modification by the users. This
makes the data security even more challenging in the cloud environment. Complex data
security and privacy issues exist in all stages of data life cycle such as from generation
to destruction of data. Many research studies explore and identify [4, 9, 12] complex
data security issues in cloud computing however these are limited to derive from existing
body of literature. Although, extensive literature survey provides complex data security
issues however, there is an urgent need to understand the user’s point of view in regard
to data security in the cloud.

Clearly, very few research studies have employed different approaches to explore
and identify the data security by understanding user’s perception. Carroll et al. [13] in
2010 conducted semi-structured interview of 15 participants to explore the issues from
user’s point of view. On the other hand, Tanimoto et al. [14] analyse risks of utilizing
cloud computing extracted from a user’s viewpoint. However this study is limited to
Japan.

3.1 Strategies and Countermeasures

Any kind of security and privacy violation of data in the cloud is critical and can produce
dire consequences [3]. In order to overcome this problem large number of research
studies have been conducted which present different strategies and countermeasures to
address the data security issues. Moreover, an issue of trusting cloud is a paramount
concern for most organizations. However, it is not about trusting the cloud providers’
intentions, rather cloud computing’s capabilities are questionable. This research study
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[16] is based on the fact that the challenges of trusting cloud computing don’t lie entirely
in the technology alone. This study raises the concern that adoption of cloud computing
came before the appropriate technologies appeared to tackle the challenges of trust.
Other researches therefore conducted the similar studies in regard to trust issues.
Regarding the trust issues, this study recommends to use encryption for identity and data
privacy. However research study conducted by Vormetric warns that if encryption keys
are not sufficiently protected, they are vulnerable to theft by malicious hackers [15].
Recently Sugumaran [28] suggested that a key is generated for set time duration then
get expiry after the time duration. Finally the user updates a private key from the
authority in a time intervals.

An encryption is considered as an important technique to retain control over the data
in the cloud. However, encryption limits data use. In particular, searching and indexing
the data becomes problematic. State-of-the-art cryptography offers new tools to solve
these problems [9]. In order to understand the cryptography tools and techniques, more
research needs to be done [17]. A recent study conducted by Sood [3] has taken a step
forward by proposing a frame work that claims to efficiently protect the data from the
beginning to the end by classifying data on three cryptographic parameters, i.e., Confi‐
dentiality, Availability and Integrity. Other researchers have attempted to propose
security frame work in the past which are based on cryptography.

More recently, new research studies are emerging which are pointing to the fact
that, data is not fully secured by applying cryptographic techniques. Surianarayanan
and Santhanam [18] therefore, argue that security mechanisms should be applied at
each level such as network level, system level, virtual machine level and application
level. This study presents different policies, procedures and controls to mitigate the
risks associated with each level. However, this research is limited to cloud service
provider’s end. Securing each level in the cloud computing is of critical importance
because cloud services do pose as an attractive target to any cyber-criminal. Research
study conducted by Khorshed et al. identify the most common attacks which could
lead to top threats for the real world cloud implementation [19]. Moreover, this study
[19] proposes a proactive threat detection model by adopting three main goals: (i)
detect an attack when it happens, (ii) alert related system (system admin, data
owner) about the attack type and take combating action, and (iii) analyse the pattern
and generate information about the type of attack.

In order to make the cloud environment more secured, researchers are introducing
multi-clouds. These research studies [20, 21] claim that multi-clouds can improve reli‐
ability, trust, and security as compared to single clouds by distributing them among
multiple cloud providers.

Thus, the above mentioned literature review indicates that past research studies have
been conducted in all different directions. However, users are reluctant to move their
data to cloud [19]. In addition the past studies have failed to establish user’s trust on
cloud computing. Therefore, it is important to carry out a study on understanding the
user’s point of view in regard to data security concerns and issues, causes and funda‐
mental strategies to avoid those issues.
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4 A Qualitative Empirical Study on Cloud Security

This research study is conducted by a qualitative empirical study using the datasets from
the open sources and in-depth literature review. The qualitative patterns from the sources
are then examined to conduct a thematic analysis. This study results in presenting data
security concerns, possible causes and strategies to avoid the threats.

4.1 Data Sources

The data related to cloud security is collected from open sources. We chose the sources
where survey by interview approach was used.

• AccelOps, the leader in integrated Security Information and Event Management
(SIEM) [22].

• Pew Research Centre’s internet and American Life Project [23].
• Cloud Security Alliance (CSA) [24].

These surveys used standardized open ended questions to collect qualitative and
quantitative data to better understand professionals’ view on cloud security issues. The
detail of the data sources is provided in Table 1. These data sources are selected due to
the following reasons.

• These sources are among the cloud technology experts.
• Based on survey by interview.
• Survey results are qualitatively presented.

Table 1. Data Sources

Source Sampling Participants Year

Pew research
centre’s

Online survey of 895
participants

Internet experts and
users

2010

AccelOps 176 online and confer‐
ence participants

IT security professional 2013

Cloud security
alliance

Unspecified number of
participants

Industry experts 2013

The interviewees in these surveys were asked several questions about different
aspects of cloud computing, such as benefits, characteristics, adopters, inhibitors and
security issues. Majority of question were open ended to gain detailed insight into users’
perspective.

4.2 Thematic Analysis

This research study is based on thematic analysis as a data analysis method. Thematic
analysis is a common method for qualitative analysis of transcripts for identifying,
analysing and reporting themes or patterns within data.
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This research article analyzed the survey conducted by three independent groups,
resulting in an average of 350–450 participants per group. The survey finding provide
some important information of how users view the cloud computing and the security in
regard to their data.

Each survey was read carefully and thoroughly in order to develop the following
themes (Table 2).

Table 2. Major patterns and Related Themes

Themes Identified patterns

Major data
security
threats

Not trusting the cloud for data related services. Dissatisfaction with
the data storage on the cloud. Negative real life examples in regard
to data breach in the cloud. Reluctant to move data in to the cloud

Causes of the
threat

Reasons for not trusting the cloud for data services. Possible root
cause of data threats

Who is responsible for the threat? Any data breach incident? If yes
why? Dissatisfaction with the existing data security tools and
measures

Strategies to
avoid the
threats

Necessary steps before moving data in the cloud. Customers’ dissat‐
isfaction with service level agreement. Who is responsible for
ensuring cloud data security?

From this point, categorising of data is taken place by labelling passage of data
according to what they are about. These categories are then rearranged into different
themes by finding relationships between them. The occurrence of themes is seen in the
following Tables 3, 4 and 5.

Table 3. Threats and their Occurrences

Major data security threats Occurrences

Data breach 95 %

Data loss 85 %

Data unavailability 72 %

Third-party data control 69 %

Data privacy 45 %
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Table 4. Causes and their occurrences

Possible causes of data security threats Occurrences

Malicious insiders 100 %

Lack of security tools 89 %

Lack of users knowledge about the
cloud environment

75 %

Lack of transparency 69 %

Weak set of interfaces 69 %

Insufficient service level agreement 50 %

Table 5. Strategies and their Occurrences

Strategies to avoid the threats Occurrences

Risk assessment and mitigation plan 75 %

Disaster recovery and backup plan 72 %

Data encryption 85 %

Service level agreement (SLA) 55 %

Clearly, the above mentioned analysis presents the emerging themes and their occur‐
rence in regard to data security in the cloud. Although, some other themes were emerged
after the applying thematic analysis on the collected data. However, this study is focused
on the themes which are presented above.

5 Identified Data Security Threats, Causes and Avoidance
Strategies

At first, this section presents the key data security threats and issues that are explored
and investigated from the empirical data gathered from the surveys. We then discuss the
causes and the countermeasure of the identified threats and issues.

5.1 Data Security Threats and Issues

Although cloud computing may seem attractive to all the participants in the survey.
According to Research firm Gartner public cloud market is expected to reach $206.6
billion in 2016 from $91.4 billion in 2011. However this much growth is only possible
after addressing some security issues and challenges mentioned by the interviewees.
Among those issues, this research study identifies the major data security issues and
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threats in the cloud. As storing, accessing and sharing company’s data remotely on the
internet poses great risk on the company’s profile. One of the major security concerns
related to cloud computing is the security of data [26]. Based on the survey reports, the
main data security issues are as follows;

i. Data Breach

A data breach is an incident in which sensitive, protected or confidential data has
potentially been viewed, stolen or used by individual unauthorized to do so. Data breach
is the most critical concern in the surveys conducted by CSA [24], AccelOps [22] and
Pew Research Centre [23]. Organizations are fearful of having their information
compromised. One of the respondents predicts that in 2020 the cloud will be barley in
use because of data privacy. Data breaches can be embarrassing and costly. Sensitive
data stored within cloud environment must be safeguarded to protect its owners and
subject alike. According to [25] confidentiality of data must be ensured be the system
as the large businesses like banks would not like to do the transactions through clouds
which involves the interaction of another system. The identified list of the top threats
published in 2010, data breach was ranked at 5th position however, and in 2013 it is
ranked at number 1. Clearly, it indicates that industry professionals and experts consider
the data breach as the most serious threat of the cloud environment.

ii. Data loss

Data loss is an error condition in information systems in which information is
destroyed by failure or neglect in storage, transmission or processing. It is evident from
the AccelOp’s survey that 63 % respondents claim data loss as top-of-mind issue for
security professional. It has been recognised that data is the lifeblood of a enterprise
[30]. As per CSA [24] survey report data loss takes on 2nd position as compared to 5th

in 2010. Mat Honan, writer for wired magazine loses all his personal data from Apple,
Gmail and Twitter accounts after they have been broken by some attackers. However
experts in CSA’s survey report argue that in addition to malicious attackers, physical
catastrophe, accidental deletion by cloud provider can lead to data loss. The risk of data
lost becomes higher due to the mobile devices. As one of the respondents point out in
Pew’s survey that the mobile phone will be the key instrument everywhere from super‐
market to school.

iii. Data Unavailability

In simple terms, availability means that resources and data are accessible and usable
at all times. Availability can be affected temporarily or permanently due to many factors.
A research study [26] claims that organizations are wary of cloud computing and often
worry about availability, which could be jeopardized due to technical as well as non-
technical reasons. However, the surveys identify the denial of service (DoS) attack as
the most common threat to prevent the users to access their data. A DoS attack involves
saturating the target with bogus request to prevent it from responding to legitimate
request in a timely manner. As per CSA’s survey, DoS attack has many forms such as
Distributed denial-of-service and asymmetric application-level DoS attacks. A fear of
service outages forces the customers to reconsider before moving the company’s critical
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data to the cloud. “How do you retrieve your prized novel or your business records if
the cloud fails?” warns one respondent in the survey conducted by Pew. The CSA’s
survey reports indicates denial-of-service attack is at 5th position in the latest list of top
security threat in cloud computing.

iv. Third-party Data control

It is evident from the AccelOps’s survey that over half of the respondents concern
over controlling the data that is moved to the third-party in the cloud. As the data is not
in the control of the owner when in the cloud, anything can be possible. Entrust your
data on to a third party who is providing cloud services is an issue [29]. It is apparent
from the survey’s findings that there is a lack of transparency from the provider’s side
on how data flows through their services and who has access to the data. Surprisingly,
in other surveys the fear of data control by third-party is not reported. It is believed by
the participating professionals that cloud providers should manage the data control risks.

v. Data privacy

Data or information privacy is way of collecting, storing and disseminating the data
legally and ethically. It is clearly evident from the surveys that potential cloud consumers
are reluctant to move their valuable asset to the cloud due to privacy reasons. One indi‐
vidual predicts that in 2020, everyone will keep the data at in-home storage and will be
available via cloud to the personal devices in order to keep the information private. The
majority of respondent felt that to further accelerate the cloud adoption; providers need
to ensure the data privacy and control to consumers’ sensitive data. In order to ensure
the integrity of user authentication, companies need to be able to view data access logs
and audit trails to verify that only authorized users are accessing the data [25].

5.2 Triggers for Data Security Threats and Issues

The second major finding of the thematic analysis is the possible causes of data security
threats which are discussed below.

• Malicious insiders, those who have or had access to the sensitive information. Mali‐
cious insiders could steal sensitive information, sell the data to other parties or
perform any number of other malicious activities. There are large numbers of inci‐
dents reported since 2001 about data breaches as a result of malicious insiders.

• Lack of tools and security measures at consumers end. The increased availability and
use of social media, personal Webmail, and other sites can impact the security of the
browser, its underlying platform, and cloud service accounts. Traditional antiviruses’
solutions and firewalls are not sufficient to protect consumers’ end.

• Lack of understanding about cloud service provider’s environment. Security is at risk
if cloud consumers are unaware of cloud providers’ environment such as their hard‐
ware, software detail and VMware.

• An Organization rushes to adopt cloud technologies without trusting the providers.
Lack of trust is one of the major causes of data security threats. Before selecting a
cloud service provider, Organization must assess their capabilities, policies and
procedures.
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• Lack of transparency between the providers and the consumers. Cloud providers and
consumers must maintain strong and transparent relationship between them.

• Reliance on a weak set of interfaces exposes organizations to variety of data security
threats. Cloud consumers manage and interact with cloud providers using these sets
of interfaces. Thus the security of the cloud services is dependent upon the security
of these basic interfaces.

• Privacy rules are designed with the assumption that privacy protections are most
reasonable at the ends. Privacy protection mechanisms and procedures are not fully
examined before defining the privacy rules. Cloud service providers; therefore
assume that both ends are privacy protected.

• Poorly designed service level agreement (SLA). The present SLAs discuss only
about the services provided and the waivers given if the services do not meet the
agreement. SLA has to discuss the other issues like policies, methods and their
implementations.

5.3 Strategies for Avoiding the Data Security Threats

Security administrators need to decide how much time, money, and effort needs to be
spent in order to develop the appropriate security policies and controls. Each organiza‐
tion should analyse its specific needs and determine its resource and scheduling require‐
ments and constraints. Computer systems, environments, and organizational policies are
different, making each computer security services and strategy unique. However, the
principles of good security remain the same, and this document focuses on those prin‐
ciples.

Although a security strategy can save the organization valuable time and provide
important reminders of what needs to be done, security is not a one-time activity. It is
an integral part of the system lifecycle. The activities described in this document gener‐
ally require either periodic updating or appropriate revision. These changes are made
when configurations and other conditions and circumstances change significantly or
when organizational regulations and policies require changes. This is an iterative
process. It is never finished and should be revised and tested periodically. Thus, an
efficient security technology is cloud computing is required to have proper secured cloud
computing and to speedup cloud implementation [28].

Below is the list, in addition to the conventional approaches, of the strategies for
avoiding the data security threats that we found during the empirical studies:

– Complete Risk assessment and mitigation strategies at consumers end. Organisations
rush to adopt cloud technologies, therefore they avoid making plans for risk assess‐
ment and mitigations. This seems to be the first step before moving to the cloud.

– Disaster recovery and backup plan. The cloud providers must include detailed backup
and disaster recovery plan. However, cloud consumers take necessary action to
ensure all plans are in place.

– An organization should encrypt the data before storing it in the cloud and keep the
encryption key secured. This provides confidence to the consumers that they are in
control of their sensitive data.
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– Consumers should look to prohibit the sharing of account credentials between users
and services. Cloud computing is multitenant environment, therefore consumers must
ask the providers to keep their credential detail private without sharing with others.

– Security monitoring software should be implemented by the consumers. There are
many security monitoring software are available which should be implemented at the
consumers end.

– Well prepared service level agreement (SLA). Avoid any jargons in the agreement.

6 Discussion of the Findings

The result presented in this research study indicate that majority of respondents believe
that cloud is here to stay. However, most participants pointed that some hurdles must
be crossed successfully before this latest IT paradigm gains more adopters as shown in
Fig. 1. Among the other factors, the issue of security and controlling the data should be
addressed first. To further accelerate adoption, cloud providers need to provide increased
clarity, more transparency and better assurance about their security controls. This study
is based on three different findings which are as follows;

• Most critical data threats
• Possible causes for the threats
• Fundamental strategies to avoid the threats

The above mentioned findings are analysed from the surveys conducted from 2010
to 2013 from three important groups. In the survey, respondents were asked to highlight
their perspective on multiple aspects of cloud computing. However, the current study
attempts to discuss three important findings in regard to data in the cloud.

Thus, with the help of the report presented in three different surveys, this study
identifies five most critical threats such as data breach, data lost, third-party data control,
data unavailability, and data privacy. Although CSA [24] identified nine top threats
however these identified concerns and threats seem most critical to the users’
community. In addition, six possible causes of these threats are analyzed in this study.
Other research studies [5, 6, 10] seem to be consistent with the current findings. In 2012,
9 million records are lost as a consequence of a breach, it appears that data alone is not
the only asset; company’s reputation is at risk too. Thus, before a business moves its
assets into the cloud, it needs to consider all the related issues.

Other major findings in the current study are the possible causes and strategies to
avoid the threats. A considerable amount of literature has been published on counter‐
measures and strategies to protect data in the cloud. However, these research studies do
not take in account the users perspectives. This can be seen in the study conducted by
Morsy et al. [27] where a detail analysis of cloud security problems is presented.
However their findings are from the cloud architecture, stakeholders’ and delivery
perspective. This study attempts to provide key features that should be covered in a
security solution model. On the other hand a study [6] was carried out in Taiwan to
understand IT executives and professional perspective on cloud computing. However
this analysis is used to underpin the identification of the factors which encourage and
prevent the cloud computing adoption.
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Clearly, the previous research studies do not take into account the users’ perspective
about data security in the cloud. Therefore, in our research we did a deep analysis into
surveys’ participants’ responses to identify the most critical data security concerns
according to users’ perspective. Moreover, this study presents the root causes and key
strategies to the identified issues and concerns. As a result, with description and analysis
of these data security threats, this study guides the cloud providers, users and
researchers’ community to take necessary actions to resolve these issues.

This is very important to gain users’ trust by addressing their most critical concerns
and issues. Therefore, the current research study attempts to fill this gap by analysing
users’ perspective in regard to dissatisfaction and hesitation for adopting cloud
computing. According to [11] understanding and clearly documenting specific users’
requirement is imperative in designing a solution targeting at assuring these necessities.
The fact is nothing is ever 100 % secured in the real or virtual world. However by
avoiding the possible causes, cloud environment can be trusted and secured. According
to [10] security is considered a key requirement for cloud computing consolidation as a
robust and feasible multipurpose solution.

7 Conclusion and Future Work

The research study is based on qualitative empirical research approach. In this research
three different sources are used which are qualitative surveys conducted in the past three
years. The current study identifies the major data security threats as per the survey
results. A thematic analysis has been applied in order to develop important themes and
their occurrences. Security is the crucial aspect in providing trusted environment before
moving the data in the cloud. This research study identifies most critical concerns and
issues in regard to data in the cloud. The result represents that data breach appears to be
the most critical threat to the Organisations. It is then followed by data loss, unavaila‐
bility, lack of control and privacy at the end. These issues are obstacles for trusting the
cloud.

In order to find the users point of view in regard to the above mention threats, possible
causes are also identified. This analysis indicates that malicious insiders should be
examined and trained thoroughly in order to alleviate the concerns of the users. Further‐
more, lack of tools, lack of transparency, weak set of interfaces and insufficient service
level agreement contribute in triggering data security threats.

Therefore, this paper presents few fundamental strategies to avoid data security
threats and providing trusted cloud adoption. According to the users point of view these
strategies include detailed risk assessment, disaster recovery plan, using encryption and
securing their keys and final comprehensive service level agreement.

This research study provides a detailed insight in to users’ perspective in regards to
data security in the cloud. Therefore, research community can increase their focus in
this area in order to alleviate the users concerns about cloud computing. This work
enhances our current understanding of data security in the cloud from the users’ view‐
point however more research is required to understand the threats and their consequences
in detail.
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In the future, we are planning to conduct the interviews by recruiting selective
participants. Current countermeasures will be evaluated and the most concerned areas
will be examined and addressed in order to gain users trust on this latest technology of
cloud computing.
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Abstract. An era of open information in the healthcare is now underway. This
information can be considered as ‘Big data’, not only for its sheer volume but
also for its complexity, diversity, and timeliness of data for any large eHealth
System such as Personally Controlled Electronic Health Record (PCEHR). The
system enables different person or organization to access, share, and manage their
health data. Other challenges incorporated with the PCEHR data can be very
excessive to capture, store, process and retrieve the insight knowledge in real
time. Various PCEHR frameworks have been proposed in recent literature.
However, big data challenges have not been considered in these frameworks. In
this paper, we argue the PCEHR data should be considered as big data and the
challenges of big data should be addressed when to design the framework of the
PCEHR system. In doing so, we propose a PCEHR framework, which deals with
real time big data challenges using the state-of-the-art technologies such as
Apache Kafka and Apache Storm. At the same time the proposed framework
ensures secure data communication using cryptographic techniques. Using a
qualitative analysis, we show that the proposed framework addresses the big data
challenges.

Keywords: PCEHR · Big data · Apache kafka · Apache storm · Big data security

1 Introduction

On 8 March 2014, the Malaysian Airlines flight MH370 was scheduled from Kuala
Lumpur to Beijing and lost contact with the air traffic control about an hour after it took
off. Within few weeks of this incident took place, the search text “Malaysian airlines
MH370 missing” in Google returned about 160,000,000 results. As the news was
updated very frequently, anyone could view the latest news from the result filtering
option and could see the news coming from last 24 h. This huge list of result can be
categories by ‘Visited pages’, ‘Not yet visited’, ‘Reading level’ and so on. This filter is
a good example of so call “Big data Processing” where all data are coming from multiple,
heterogeneous and anonymous places and they have a complex relationship which is
evolving and growing each second.
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Big data is one of the current and future research trends [2, 3]. Big data can be
characterised by their volume, velocity, and variety (3V) [1]. Here volume refers to the
size of big data, where velocity refers to the speed of data, and variety indicates the
various sources of data [4]. In some cases there could be an extra feature, depending on
the requirements, which can be any of Value, Variability or Virtual [1]. In general, big
data is a collection of diversified large data sets which is extremely difficult or nearly
impossible to process using the traditional data processing and management techniques
[1]. Big data is also formidable to capture, cure, analyse and visualise using the existing
technologies [1]. Thus, within current technology limitation there are few challenges in
big data including Storage, search, sharing, analysis, visualization, capture, security,
privacy and curation.

The increasing volume of the data generated in the eHR systems indicates that the
healthcare organizations will not be able to complete analysing these real time data [19].
Moreover, about 80 % of overall medical data is unstructured and clinically important
[19]. These huge amount of data is retrieved from multiple sources like EMR, lab and
imaging systems, physicians prescriptions, medical correspondence, insurance claims
even Customer Relationship Management (CRM) systems and finances [19]. Thus, the
verity of data is great in numbers. Since each person has medical records therefore the
volume and velocity is also large. Figure 1 shows the number of people register in
PCEHR from July 2012 to July 2013.

Fig. 1. Number of people registered in the PCEHR [21]

Illustrating Fig. 1, for the volume of the data in PCEHR; it can be considered as big
data. A figure of Austrian Institute of Technology shows in Fig. 2 which state a collection
of components are interconnected for processing for a eHealth platform [20].

Big data application includes healthcare, medical and government services where
these data are often shared or released to the third party partners or public to analyse the
insight knowledge [5]. Recently, National E-Health Transition Authority Australia,
introduces PCEHR (Personally Controlled Electronic Health Record) to manage indi‐
viduals health record and allow them to authorise other individuals who is eligible to
view their electronic health records (eHR) [22]. It helps individual, their doctors and
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other health care providers to view their medical record and provide the best possible
medical care [6, 22].

Many different relevant works have been published over the past few years [6–16].
In most of them, authors around the world try to improve the system usability through
different surveys. Some of the papers described and improved the system without eval‐
uating the system as a big data platform. Thus a very important aspect of research has
been missing until now.

Since data generated in PCEHR is a considered as big data, some immediate research
questions are to be addressed in which not much significant research work has been
done, such as:

– How to store and process the big amount of data generated in PCEHR.
– How to handle and analyse the big data in real time to make sure there is no health

hazard due to delay.
– How to ensure data security and privacy.

In this paper, we address the aforementioned issues of big data while proposing the
framework for PCEHR system. We use the state-of-the-art technologies like Apache
Kafka and Apache Storm for real time data capturing and processing. We use public key
cryptographic technique to preserve privacy.

The rest of the paper is organized as follows: Sect. 2 describes the existing framework
for eHR system. Section 3 discusses about the background of the related technologies.
Section 4 describes the proposed framework. A qualitative analysis has been carried out
at Sect. 5, and finally the paper ends with conclusion and future work in Sect. 6.

2 Existing eHealth System Frameworks

In recent years, many eHealth systems have been proposed. To design and develop these
systems, researchers put emphasis on different issues such as privacy preserving, secure
data transactions, high data availability through cloud and distributed approach, real
time decision and storage. Some researchers perform surveys to measure the user
acceptance and adoption capabilities. However the proposed systems fail to address the
issues of big data circumstances. Below is a brief description of different approaches of
existing eHealth system.

Fig. 2. eHealth platform [20]
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To ensure the maximum privacy, in [6] a PCEHR model has been proposed where
a fully homomorphic encryption technique is proposed. Proposed end to end framework
shows several entities like General Practitioners, Specialist doctors, Nurses, Pharmacist,
diagnostic Labs, Private clinics, Hospitals, Family & Friends and how they access a
global encrypted database server. To ensure maximum protection, an authentication
server, an ACL (Access Control List) server and an authorization Server is used.
Although it can ensure the privacy of data, the authors in [6] do not evaluate their concept
in big data scenario. Hence to evaluate the system under big data environment, the
challenges and research questions yet to be answered. A design of patient safety
reporting system is introduced in [11]. XML parser and code generator is used to
communicate with different database system (sources) and generate a report which helps
personnel a secure and safety lifestyle. To enable privacy and security authors use data
encryption techniques. Challenges in Big data are out of the scope of the paper. Privacy
and security issues are also discussed on the paper [13]. A description of current available
methods is discussed and some of the issues are mentioned briefly. However, the discus‐
sion was only limited to privacy and no further discussion on big data was included. In
[9], the authors proposed a framework which illustrates a secure process and a recovery
process to ensure the privacy. The scope of the paper was only the security and recovery
and no big data environment is considered.

In [7], a platform call MyPHRMachine describes a way to reduce the impediments to
data transfer. Authors claims that the proposed platform is low cost and can substitute by
cheap software components. The platform is open sourced and trustable which is a cloud-
based system where patients provide access their data to different third parties. It ensures
some of the privacy, however the challenges of big data is out of the scope of the paper.
The scope of paper [12] is to present a technique showing how to collect data from
different hospitals. It uses a server client model with different gateways which collects data
from multiple sources. This distributed model uses XML files to communicate with a local
server and all the clients. Although the scope of the paper was collecting information, the
entire picture for continuous (big data) data is missing. A simulation model of centralized
and distributed data structure is carried out for health care data in [15]. The model uses
Monte Carlo method which iteratively evaluate by a set of random numbers as inputs. The
model examines on 10,000 patients input data. However, the scenario of continuous and
unstructured data was out of the scope of the paper.

In [8], a health management system survey is carried out. No framework is proposed
thus a big data and its challenges are out of the scope of the paper. An interview study
on the benefit of electronic health record system is reported by [16]. A theoretical
framework known as DeLone and McLean’s Information Systems Success Model
(D&M IS Success Model) is used to measure the adaptability of electronics health record
system. They examine three health care models including ‘RSL Care’, ‘Uniting Care
Ageing South Easter Region’ and ‘Warrigal Care’. This theoretical framework (D&M
IS Success) helps to understand an information system in terms of ‘system quality’,
‘information quality’, ‘service quality’, ‘ease of use’, ‘user satisfaction’ and ‘net
benefit’. However all the three abovementioned health care models doesn’t support and
implement continuous and unstructured data. Thus big data challenges are missing from
this study.
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Authors in [10], describes a personal health record system of Lombardy, Italy. The
system provides a complete, integrated and contextualized patient history which helps
patients by real time decision supports. It also supports storage system thus it can
increase efficiency and real time emergency care. However security and privacy was
missing and the big data challenges are out of the scope of the paper. New York Pres‐
byterian System is described in [14]. The system helps patients to manage their health
profile with list of medical reports and available medication they are going through.
Patients can see the list of healthcare and care providers, insurer and can enroll them
into any of the available system. However, the system allows patients to manage their
profile and it uses typical database management system. Thus the concept and challenges
in big data is out of the scope of the paper.

In the next section we perform some background study of state-of-the-art technolo‐
gies which is used in our proposed framework in Sect. 4.

3 Technology Required for PCEHR

The previous section illustrates different eHealth systems, and identifies the stipulation
of state-of-the art technology incorporation for a large scaled eHealth system such as
PCEHR. These technologies would be able to process real time unstructured, continuous
data set arriving from multiple heterogeneous sources. A brief description of these tech‐
nologies are provided below.

3.1 Apache Kafka

Apache kafka is a fast, scalable, durable and distributed publish-subscribe messaging
system. It can handle hundred of megabytes of read/write from thousands of clients in
real time. When data is too big and continuous; data streams are partitioned and spread
over a distributed machines (clusters). Data is persisted on disk and can be replicated
within the cluster which prevents data loss. Each cluster is called “Brokers” which can
handle terabytes of data without any impact on performance. Kafka can be actively use
for real time processing where raw data can be consumed and then several data analysis
activities such as aggregated, summarized, or transformed to another format is done for
further consumption [17].

3.2 Apache Storm

Apache Storm is a distributed real time computation system. It is scalable, fault-tolerant
and guarantees that data will be processed. Storm provides some set of general primitives
to do real time computation. It creates topologies deployed in clusters. A topology is a
graph of computation which contains processing logic and links among nodes which
indicates how data is passed throughout the nodes. There are two types of nodes in storm
cluster: ‘Master’ and ‘Worker’. Master nodes run on a daemon which is known as
‘Nimbus’ which is responsible for distributing the code around the clusters, assigning
tasks to different machines, and monitoring the success and failure. Worker nodes runs
a daemon called supervisor which listen to the work assigned to the individual machine,
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start and stop worker processes when necessary based on what Nimbus assigned. Each
workers execute a subset of topology (a running topology consists of many worker
processed across many machine). The coordination between Nimbus and Supervisor is
done through a Zookeeper cluster. A Zookeeper is a state-full cluster which keeps track
of session/data into memory or local disk. On the other side both Nimbus and Supervisor
is state-less. This means, even if Nimbus and Supervisor is failed, the entire data and
session will not be destroyed. Figure 3 shows the component of storm cluster.

Fig. 3. Component of storm cluster [18]

Storm provides ‘spouts’ and ‘bolts’ for doing stream transformations. A spout is a
source of stream where a bolt consumes any number of input streams and does some
processing. For doing fairly complex computation requires multiple steps and thus
multiple bolts. Bolt can do anything like, running a function, searching memory, aggre‐
gation even connecting with database. The network of spouts and bolts are a package
which is known as a topology. Figure 4 shows a basic topology.

Fig. 4. A simple storm topology [18].

4 Proposed PCEHR Framework

The proposed model of PCEHR is depicted in Fig. 5. The model is divided into four
modules consist of ‘Patient Care’, ‘PCEHR Data Receiving’, ‘PCEHR Data Processing’
and ‘PCEHR System DB and Access System’. The proposed distributed system is an
end to end solution showing how the whole PCEHR system works. This system is
deployed into different locations. The first part of the system is ‘Patient Care’ which is
deployed into patients home. This module is also deployed in a smart home or nursing

146 K. Rabbi et al.



home where sensors and web applications are available to send health data. The next
part is ‘Data Receiving’ section which is deployed in the PCEHR application server.
The ‘PCEHR Data processing’ unit is also deployed in Application Server from where
data will store in an encrypted database server. The rest of “Access System” is taken
from [6] where operations operate through Authenticated server, ACL server and
Authorization server. In the rest of the subsection, we have discussed each part of the
entire system separately.

Fig. 5. Proposed architecture of the system.
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4.1 Patient Care

This part of the system is deployed into individual’s home or hospital or nursing home.
Multiple sensors can generate huge data as well as doctors, nurses, pathologies, hospi‐
tals, laboratories or even nursing home agents can post complied data into the system.
‘Patient Care’ module consists of several sub-modules including sensor data, web data,
data classifier, sensitive data, non-sensitive data and cryptic data. The next sub-section
briefly describes all those sub-modules.

• Sensor Data

This captures real time unstructured data from different sensor devices. A list of
sensors can be deployed at patient’s location which receives patient’s continuous
data such as blood pressure, sugar level etc. and post data to the internal processor.
The list of sensors includes smart mobile application, sensor hardware or any type
of device which can capture real time data for continuous monitoring. An internal
processor is an integrated processor which is bind with sensors. As an example,
smart phone devices have sensors and integrated processors. Sensor data are raw
thus a preliminary processor required it to pre-process for post management activi‐
ties. In real life, bar code reader, road cameras for vehicle identification are such
examples of sensor device.

• Web Data

This captured data are more structured and usually post by individuals or by third
party. Doctors, diagnosis lab assistants or nurses posts data of a patient’s current physical
status. This type of data embeds describing medical reports, lab reports, and medical
conditions. It includes several sensitive data including patients name, age, and address.
This type of data also includes image type data i.e. scan copy physical/mental/dental
reports. Thus, before posting the data to the PCEHR Server, a series of processing such
as extraction, normalization, cleansing, transformation, joining is required. After
performing the appropriate processing data can be standardize by an acceptable format
(XML) which can be posted to ‘Data Classifier’.

• Data Classifier

It classifies data as sensitive or non sensitive. The purpose of the proposed framework
is to perform proper privacy preserving practices thus this part of the system plays an
important role in the entire architecture. Before the classifier works, patients can specify
which data can be sensitive for them. If any patient doesn’t perform how their data
sensitivity classifier works then a default one is used. To protect the unauthorized access
of the private data, this part indentifies sensitive data through user’s defined rules. As
an example, user can specify that s/he have their ‘date of birth’ is a sensitive data. Thus
within a complete data set, ‘Data Classifier’ validates and tag the ‘date of birth’ as a
sensitive data and send it to the appropriate handler. Other than that, non-sensitive data
are sent to the appropriate handler.
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• Sensitive Data

Sensitive data can be defined as information that must be protected against unwanted
disclosure. It may include personal information, dental record history, mental treatment
history or report. In the stage of the system, the proposed framework applies different
privacy/security algorithms to make sure data is secure to release. A wide verity of data
encryption algorithm is available from the last decades. One of the state-of-the-art-
technology in data encryption is homomorphic encryption technique. Since homomor‐
phic encryption algorithm requires longer execution time thus we are not considering
this technique in this proposed framework. The proposed system will apply the public
key cryptography algorithm to ensure that sensitive data is protected against unauthor‐
ized access.

• Non-sensitive Data

This module temporarily holds non-sensitive data. A patient has some of the
non-sensitive information such as their family medical history, their life style
including smoking, high risk sports, alcohol etc. Typically, non-sensitive informa‐
tion are the dataset a by which a patient can’t be individually identified. This data
can be post to any system for the purpose of govt. service, research activities. This
type of data doesn’t require any algorithms to protect from public access. This part
of proposed framework holds the non-sensitive data and posts it to the ‘PCEHR
Data Receiving’ module.

• Cryptic Data

A modified data set which hold un-meaningful, non-understandable data. This is the
modified sensitive data which can be post publicly. The proposed framework applies
public key cryptography technique and stores the modified cipher data in this section.
This type of cryptography technique depends on a piece of accessory information usually
called ‘key’. In this case the sensitive data is encrypted by a public key. The public key
is open and anybody can use to encrypt the data. The data can be only decrypted by a
private key. This is one of the most popular encrypted techniques which allow encrypting
almost everything. Without the knowledge of the key it is near impossible to decrypt
the cipher text into readable format.

4.2 PCEHR Data Receiving

A large number of patient’s data are sent continuously. The propose framework uses
Apache Kafka brokers to handle large data stream. Each broker consists of persistent
storage, where data are store before processing. Kafka deploys as many as broker needed
depending on the volume of the data. This module guarantees each data is ready for
processing and kept in the memory as long as it is not processed.
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4.3 PCEHR Data Processing

In this module of the propose framework Apache Storm has been used for real time data
processing. One of the great characteristics of Apache Storm is it ensures no data failures.
It is responsible of reading the stream data and sends it to classifier. Classifier classifies
data and sends it to database. It also sends the encrypted data to decryption module to
decrypt it. Both classification module and decryption module send the data to real time
analysis module for analysing. After analysis, data is sent to knowledge discovery
module. Classification is also responsible for data storage to database. Knowledge
Discovery module sends the aggregated knowledge to different external sources like
emergency server, health service and govt. service. Next sub section describes the
internal sub-modules.

• Stream Reader

This module pulls data from Apache Kafka brokers and sends it to classification
module. This module contains both cipher and non sensitive data. ‘Stream Reader’ repre‐
sents a simple program which pulls data from broker. This small module helps to maintain
a strong, flexible and scalable architecture. In the typical system, data usually posted to web
services regardless of how resourceful server is. If the data posting becomes more than
expectable, cases were server rejecting data (data lost) or server crash. The proposed system
used storm ‘Spout’ (described in previous section) which make the system flexible and a
way to guarantee of data processing, failure prevent system.

• Periodic Data Reader

This module pulls structured data from database. Data summarization, aggregation
can help govt. and researchers to utilize the inside knowledge. Periodic data reader read
data and sends it to classifier aiming to facilitate govt. or apply other health services to
individuals. This is also a data reader module which read data from database. This
structured data can be complied with an acceptable format so that data analysis process
can be fastened. This part of propose framework uses data compression technique thus
the amount of data will not be large enough to handle.

• Classification

Classification classifies encrypted and non-encrypted data. Encrypted data is sent
to the ‘Decryption’ module. Classification module is also responsible for classifying
data. Some data may not be important to store and a data compression and summa‐
rization algorithm performs to compress a large a dataset into a tiny data set. As an
example a patient’s normal blood sugar for a range of time which is erased from the
system if necessary. It will help reduce the overhead costs and complexity of the
entire database server. However, classification also sends non-encrypted data to
‘Analysis’ module.

• Decryption

This module is responsible to decrypt the sensitive data before analysis. A secret key
can be stored to decrypt the data. After decryption, data is sent to ‘Analysis’ module of
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the framework. In relation with the previous encryption module, data decryption is
necessary prior to analysis. Some of the data is not necessary for analysis. A private key
is stored in this section to decrypt the sensitive data. The proposed system used public
key cryptography technique since it is low cost, highly available for any type of data
and low time complexity.

• Analysis

In this module, both sensitive and non-sensitive data is analyzed. Data is properly
structured, classified, anatomized (if necessary) before discovering insight knowledge.
A wide verity of data analysis is performed in this section depending on the needs which
may include ‘Frequency Distribution’, ‘Descriptive statistics’, ‘Mean comparison’,
‘Cross-tabulation’, ‘Correlations’, ‘Linear regressions’ and ‘Text analysis’. Analysis
can act like a filter which sorts out huge pile of data (big data) before reaching to any
conclusion. Data analysis can help to sort out further knowledge from data. Thus the
analyzed data will be complied into any secure format and delivered to ‘Knowledge
discovery’ section.

• Knowledge Discovery

This module runs different machine learning algorithms or data mining algorithms
to discover insight knowledge of a given data set. Based on the discovered knowledge,
it can post the data to the associated third party service provider which is govt. services,
patients health Services or emergency services.

4.4 PCEHR System DB and Access System

This part has been taken from [6] where authors used homomorpic encryption. Regard‐
less of [6], we preferred to use public key cryptography technique. The rest of the model
consists of several sub-modules which describe as follows:

• PCEHR Patient’s Data User Group
It refers to a person or organizations or a group of persons who required to access

patients data. They include general practitioner (GP), specialist doctor, pharmacist,
health care provider, insurance, nurse, laboratory, hospital administrators, family
members, and friends. The users can be categories in different roles with certain restric‐
tions, such as GP might need to access history data whether laboratory doesn’t required.
They use patient’s data to provide them better health services.

• Authentication Server, Access Control List (ACL) Server and Authorisation Server

This server ensures that all the activity in PCEHR system is legitimate. Every
users of PCEHR system is registered and whenever they require accessing PCEHR,
they use their own username and password to login into the system. A large verity
of algorithm can be associated with authentication server such as challenge response
protocol, Kerberos, public key encryption to ensure high level of authenticity.
Access Control List (ACL) server ensures a wide verity level of access list which
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ensures which users will be accessing which part of the system. It can use different
type relationship among subjects, objects and actions. As an example a mental
health doctor doesn’t have a view access to patient’s dental health or an insurance
company will not have a write access on patient’s data. Thus this allows access to
different object with its associated objects. To ensure maximum privacy, authori‐
zation server ensures the accessibility of patient’s data. If patient provides permis‐
sion to other users then this authorisation server will retrieve encrypted data which
will only be decrypted by patient’s private key. This way patient’s data remains
more secure and accessible only when patient wants to. A patient’s profile can be
divided into many sub profile including ‘Mental profile’, ‘Sexual Profile’, ‘Phys‐
ical Profile’. A patient may not interest to show his/her mental profile to a physical
doctor. On the other hand patient may hide all of his/her profiles. Thus, if psychia‐
trist requires handling patient’s mental health, they will ask for patient’s permis‐
sion. When patient provide proper access level permission, psychiatrist will be able
to access patient’s data though Authorisation server [6].

• Operators

They are usually responsible for operating of PCEHR database system. They must
respect the instruction and recommendation (if any) given by PCEHR Jurisdictional
Advisory Committee and the PCEHR Independent Advisory Council (2013).

5 Analysis of the Proposed Framework

In this section we present a qualitative analysis to demonstrate how the proposed frame‐
work overcomes the big data challenges such as storing and processing data, handling
and analysing data in real time, preserving privacy and maintaining security. Table 1
shows a comparison of different frameworks. It shows that our proposed model support
and overcomes storing and processing, real time handling and analysis and privacy and
security challenges. Table 2 shows a comparison of different framework which supports
big data platform. From Table 2, it can be illustrated that only our proposed PCEHR
system supports big data platforms. The following subsections describe how the
proposed framework deal with big data challenges.

• Storing and Processing

Classification in ‘PCEHR Data Processing’ is connected with the database server.
As we describe previously classification will classify data about which data may need
to store in database. For an example a patient’s normal blood pressure or normal sugar
level may not require to store. In such a case, classification module does not store the
data. A data compression and summarization algorithm runs in a regular interval and a
modified version of data is stored in database. This helps to increase data storing capa‐
bility and fastens the search capabilities. Since a smaller version of data is storing regu‐
larly thus, data processing capabilities improves.
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• Real Time Data Handling

Real time data handling is done by Apache Storm which is integrated with ‘PCEHR
Data Processing’ module. As describe previously, when data analysis is done, data is
sent to the Knowledge discovery module. In this module different complex machine
learning algorithms runs. Apache Storm guarantees each data will be handled in real
time at least once. So our proposed framework supports real time data handling.

• Privacy and Security

From the ‘Patient Care’ to ‘Patient’s Data User Group’ in every point of our proposed
framework ensures that patient’s privacy is properly preserved. Sensitive data is
encrypted before publish into the PCEHR system. This ensures users data privacy. And
decryption happens only in the data processing module before sending to ‘Knowledge
Discovery’ section. The storage data are also encrypted. The decrypted key is only kept
securely in data processing unit.

Table 1. Comparison of different frameworks

eHealth systems Storing and
processing

Real time handling
and analysis

Privacy and security

PCEHR model in [6] No No Yes

Health care in [7] No No Yes

Health care in [8] No No No

Framework in [9] No No Yes

Health record system in [10] Yes Yes No

Patient safety reporting
system in [11]

No No Yes

Medical data collection
system in [12]

Yes No No

Electronic health record
system in [13]

No No Yes

Personal heath record
system in [14]

No No No

Health care system in [15] No No No

Health record system in [16] No No No

Our proposed model Yes Yes Yes
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Table 2. Comparison of different frameworks

eHealth system Big data system Database system

PCEHR model in [6] No Yes

MyPHRMachine in [7] No Yes

Health care in [8] No Yes

Framework in [9] No Yes

Health record system in [10] No Yes

Patient safety reporting system in [11] No Yes

Medical data collection System in [12] No Yes

Electronic health record system in [13] No Yes

Personal heath record system in [14] No Yes

Health care system in [15] No Yes

Health record system in [16] No Yes

Our proposed model Yes No

6 Conclusion and Further Works

In this paper we propose a framework for PCEHR system. Previous sections show that
the PCEHR data is growing exponentially. Thus it is very important to consider big data
scenario when developing an eHealth platform. Based on the motivation, this paper
shows how structured and un-structured data are capture, classify sensitive and non-
sensitive data, publish, process and gain knowledge to facilitate an individual. The
qualitative analysis shows that using this model, big data challenges can be overcome.
Further researches are being carried out by implementing different privacy preserving
algorithms, implementing new and/or existing data mining algorithms and imple‐
menting knowledge discovery.
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1 Introduction

In recent years, the phenomenal advance of technological developments in infor-
mation technology enable government agencies and corporations to accumulate
an enormous amount of personal data for analytical purposes. These agencies and
organizations often need to release individual records (microdata) for research
and other public benefit purposes. This propagation has to be in accordance
with laws and regulations to avoid the propagation of confidential information.
In other words, microdata should be published in such a way that preserve
the privacy of the individuals. Microdata protection in statistical databases has
recently become a major societal concern and has been intensively studied in
recent years. Microaggregation for Statistical Disclosure Control (SDC) is a fam-
ily of methods to protect microdata from individual identification. SDC seeks
to protect microdata in such a way that can be published and mined without
providing any private information that can be linked to specific individuals. SDC
is often applied to statistical databases before they are released for public use.

To protect personal data from individual identification, SDC is often applied
before the data are released for analysis [2,25]. The purpose of microdata SDC
is to alter the original microdata in such a way that the statistical analysis from
the original data and the modified data are similar and the disclosure risk of
identification is low. As SDC requires suppressing or altering the original data,
the quality of data and the analysis results can be damaged. Hence, SDC methods
must find a balance between data utility and personal confidentiality.

Various methods for Microaggregation has been proposed in the literature for
protecting microdata [3,4,7,8,11,12,20,22]. The basic idea of microaggregation
is to partition a dataset into mutually exclusive groups of at least k records
prior to publication, and then publish the centroid over each group instead
of individual records. The resulting anonymized dataset satisfies k-anonymity
[18], requiring each record in a dataset to be identical to at least (k − 1) other
records in the same dataset. As releasing microdata about individuals poses pri-
vacy threat due to the privacy-related attributes, called quasi-identifiers, both
k-anonymity and microaggregation only consider the quasi-identifiers. Microag-
gregation is traditionally restricted to numeric attributes in order to calculate
the centroid of records, but also has been extended to handle categorical and
ordinal attributes [4,8,19]. In this paper we propose a microaggregated method
that is also applicable to numeric attributes.

The effectiveness of a microaggregation method is measured by calculating its
information loss. A lower information loss implies that the anonymized dataset is
less distorted from the original dataset, and thus provides better data quality for
analysis. k- anonymity [17,18,21] provides sufficient protection of personal con-
fidentiality of microdata, while ensuring the quality of the anonymized dataset,
an effective microaggregation method should incur as little information loss as
possible. In order to be useful in practice, the dataset should keep as much
informative as possible. Hence, it is necessary to seriously consider the tradeoff
between privacy and information loss. To minimize the information loss due to
microaggregation, all records are partitioned into several groups such that each
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group contains at least k similar records, and then the records in each group
are replaced by their corresponding mean such that the values of each variable
are the same. Such similar groups are known as clusters. In the context of data
mining, clustering is a useful technique that partitions records into groups such
that records within a group are similar to each other, while records in different
groups are most distinct from one another. Thus, microaggregation can be seen
as a clustering problem with constraints on the size of the clusters.

Many microaggregation methods derive from traditional clustering algo-
rithms. For example, Domingo-Ferrer and Mateo-Sanz [3] proposed univariate
and multivariate k-Ward algorithms that extend the agglomerative hierarchi-
cal clustering method of Ward et al. [23]. Domingo-Ferrer and Torra [6,7] pro-
posed a microaggregation method based on the fuzzy c-means algorithm [1],
and Laszlo and Mukherjee [13] extended the standard minimum spanning tree
partitioning algorithm for microaggregation [26]. All of these microaggregation
methods build all clusters gradually but simultaneously. There are some other
methods for microaggregation that have been proposed in the literature that
build one/two cluster(s) at a time. Notable examples include Maximum Distance
[15], Diameter-based Fixed-Size microaggregation and centroid-based Fixed-size
microaggregation [13], Maximum Distance to Average Vector (MDAV) [8], MHM
[9] and the Two Fixed Reference Points method [27]. Most recently, Lin et al. [28]
proposed a density-based microaggregation method that forms clusters by the
descending order of their densities, and then fine-tunes these clusters in reverse
order.

The reminder of this paper is organized as follows. We introduce the problem
of microaggregation in Sect. 2. Section 3 introduces the basic concept of microag-
gregation. Section 4 reviews previous microaggregation methods. We present a
brief description of our proposed microaggregation method in Sect. 5. Section 6
shows experimental results of the proposed method. Finally, concluding remarks
are included in Sect. 7.

2 Problem Statement

The algorithms for microaggregation works by partitioning the microdata into
groups, where within groups the records are homogeneous but between groups
the records are heterogeneous so that information loss is low. The similar groups
are also called clusters. The level of privacy required is controlled by a security
parameter k, the minimum number of records in a cluster. In essence, the para-
meter k specifies the maximum acceptable disclosure risk. Once a value for k
has been selected by the data protector, the only job left is to maximize data
utility. Maximizing utility can be achieved by microaggregating optimally, i.e.
with minimum within-groups variability loss. So the main challenge in microag-
gregation is how to minimize the information loss during the clustering process.
Although plenty of work has been done, to maximize the data utility by form-
ing the clusters, this is not yet sufficient in terms of information loss. So more
research needs to be done to form the clusters such that the information loss is as
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low as possible. This paper analyses the problem with a new multi-dimensional
sorting algorithm such that the information loss is minimal.

Observing this challenge, this work presents a new clustering-based method
for microaggregation, where a new multi-dimensional sorting algorithm is used in
the first stage. In the second stage two distant clusters are made simultaneously
in a systematic way. According to the second stage, sort all records in ascending
order by using a sorting algorithm in the first stage explained in Sect. 5) so that
the first record and the last record are most distant to each other. Form a cluster
with the first record and its (k − 1) nearest records and another cluster with the
last record and its (k − 1) nearest records. Sort the remaining records ((n − 2k),
if dataset contains n records) by using the same sorting algorithm and continue
to build pair clusters at the same time by using the first and the last record
as seeds until some specified records remain. Finally form one/two cluster(s)
depending on the remaining records. Thus all clusters produced in this way
contain k records except the last cluster that may contain at the most (2k − 1)
records. Performance of the proposed method is compared against the most
recent widely used microaggregation methods. The experimental results show
that the proposed microaggregation method outperforms the recent methods in
the literature.

3 Background

Microdata protection through microaggregation has been intensively studied in
recent years. Many techniques and methods have been proposed to deal with
this problem. In this section we describe some fundamental concepts of microag-
gregation.

When we microaggregate data we should keep in mind two goals: data utility
and preserving privacy of individuals. For preserving the data utility we should
introduce as little noise as possible into the data and preserving privacy data
should be sufficiently modified in such a way that it is difficult for an adver-
sary to reidentify the corresponding individuals. Figure 1 shows an example of
microaggregated data where the individuals in each cluster are replaced by the
corresponding cluster mean. The figure shows that after aggregating the chosen
elements, it is impossible to distinguish them, so that the probability of linking
any respondent is inversely proportional to the number of aggregated elements.

Consider a microdata set T with p numeric attributes and n records, where
each record is represented as a vector in a p-dimensional space. For a given
positive integer k ≤ n, a microaggregation method partitions T into g clusters,
where each cluster contains at least k records (to satisfy k-anonymity), and then
replaces the records in each cluster with the centroid of the cluster. Let ni denote
the number of records in the ith cluster, and xij , 1 ≤ j ≤ ni, denote the jth
record in the ith cluster. Then, ni ≥ k for i = 1 to g, and

∑g
i=1 ni = n. The

centroid of the ith cluster, denoted by x̄i is calculated as the average vector of
all the records in the ith cluster.

In the same way, the centroid of T , denoted by x̄, is the average vector of all
the records in T . Information loss is used to quantify the amount of information
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of a dataset that is lost after applying a microaggregation method. In this paper
we use the most common definition of information loss by Domingo-Ferrer and
Mateo-Sanz [3] as follows:

IL =
SSE

SST
(1)

where SSE is the within-cluster squared error, calculated by summing the
Euclidean distance of each record xij to the average value x̄i as follows:

SSE =
g∑

i=1

ni∑

j=1

(xij − x̄i)
′
(xij − x̄i) (2)

and SST is the sum of squared error within the entire dataset T , calculated by
summing the Euclidean distance of each record xij to the average value x̄ as
follows:

SST =
g∑

i=1

ni∑

j=1

(xij − x̄)
′
(xij − x̄) (3)

For a given dataset T , SST is fixed regardless of how T is partitioned. On the
other hand, SSE varies of a dataset depending on the partition of the dataset.
In essence, SSE measures the similarity of the records in a cluster. The lower
the SSE, the higher the within-cluster homogeneity and the higher the SSE, the
lower the within cluster homogeneity. If all the records in a cluster are the same,
then the SSE is zero indicating no information is lost. On the other hand, if all



162 A.N. Mahmood et al.

the records in a cluster are more diverse, SSE is large indicating more informa-
tion is lost. In this paper, we used SSE as a measure of similarity indicating a
record will be included in a particular cluster if it causes least SSE among all
other records in the dataset. Therefore, the microaggregation problem can be
enumerated as a constraint optimization problem as follows:

Definition 1 (Microaggregation Problem). Given a dataset T of n elements
and a positive integer k, find a partitioning C = {C1, C2, ..., Cc} of T such that

1. Ci ∩ Cj = Φ, for all i �= j = 1, 2, ..., p,
2. ∪p

i=1Ci = T ,
3. SSE is minimized,
4. for all Ci ∈ T , | Ci |≥ k for any Ci ∈ C.

The microaggregation problem stated above can be solved in polynomial time
for a univariate dataset [12] but has been shown to be NP hard for multivariate
dataset [14]. It is a natural expectation that SSE is low if the number of clusters
is large. Thus the number of records in each cluster should be kept close to k.
Domingo-Ferrer and Mateo-Sanz [3] showed that no cluster should contain more
than (2k − 1) records since such clusters can always be partitioned to further
reduce information loss.

4 Previous Microaggregation Methods

Previous microaggregation methods have been roughly divided into two cate-
gories, namely fixed-size and data-oriented microaggregation [3,9]. For fixed-size
microaggregation, the partition is done by dividing a dataset into clusters that
have size k, except perhaps one cluster which has a size between k and (2k − 1),
depending on the total number of records n and the anonymity parameter k.
For the data-oriented microaggregation, the partition is done by allowing all
clusters with sizes between k and (2k −1). Intuitively, fixed-size methods reduce
the search space, and thus are more computationally efficient than data-oriented
methods [28]. However, data-oriented methods can adapt to different values of k
and various data distributions and thus may achieve lower information loss than
fixed-size methods.

Domingo-Ferrer and Mateo-Sanz [3] proposed a multivariate fixed-size
microaggregation method, later called the Maximum Distance (MD) method
[15]. The MD method repeatedly locates the two records that are most distant
to each other, and forms two clusters with their respective (k−1) nearest records
until fewer than 2k records remain. If at least k records remain, it then forms
a new cluster with all remaining records. Finally when there are fewer than k
records not assigned to any cluster yet, this algorithm then individually assigns
these records to their closest clusters. This method has a time complexity of
O(n3) and works well for most datasets. Laszlo and Mukherjee [13] modified
the last step of the MD method such that each remaining record is added to its
own nearest cluster and proposed Diameter-based Fixed-size microaggregation.
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This method is however not a fixed size method because it allows more than one
cluster to have more than k records.

The MDAV method is the most widely used microaggregation method [15].
MDAV is the same as MD except in the first step. MDAV finds the record r
that is furthest from the current centroid of the dataset and the record s that
is furthest from r instead of finding the two records that are most distant to
each other, as is done in MD. Then form a cluster with r and its (k − 1) nearest
records and form another cluster with s and its (k − 1) nearest records. For
the remaining records, repeat this process until fewer than 2k records remain. If
between k and (2k − 1) records remain, MDAV simply forms a new group with
all of the remaining records. On the other hand, if the number of the remaining
records is below k, it adds all of the remaining records to their nearest clusters.
So MDAV is a fixed size method. Lin et al. [28] proposed a modified MDAV,
called MDAV-1. The MDAV-1 is similar to MDAV except when the number
of the remaining records is between k and (2k − 1), a new cluster is formed
with the record that is the furthest from the centroid of the remaining records,
and its (k − 1) nearest records. Any remaining records are then added to their
respective nearest clusters. Experimental results indicate that MDAV-1 incurs
slightly less information loss than MDAV [28]. Another variant of the MDAV
method, called MDAV-generic, is proposed by Domingo-Ferrer and Torra [8],
where by the threshold 2k is altered to 3k. If between 2k and (3k − 1) records
remain, then find the record r that is furthest from the centroid of the remaining
records and form a cluster with r and its (k − 1) nearest records and another
cluster with the remaining records. Finally when fewer than 2k records remain,
this algorithm then forms a new cluster with all the remaining records. Laszlo
and Mukherjee [13] proposed another method, called Centroid-based Fixed-size
microaggregation that is also based on a centroid but builds only one cluster
during each iteration. This algorithm first find a record r that is furthest from
the current centroid of the dataset and then find a cluster with r and its (k − 1)
nearest records. For the remaining records repeat the same process until fewer
than k records remain. Finally add each remaining record to its nearest clusters.
This method is not a fixed-size method as more than one cluster has more than
k records. Solanas et al. [16] proposed a variable-size variant of MDAV, called V-
MDAV. V-MDAV first builds a new cluster of k records and then tries to extend
this to up to (2k − 1)records based on some criteria. V-MDAV adopts a user-
defined parameter to control the threshold of adding more records to a cluster.
Chang et al. [27] proposed the Two Fixed Reference Points (TFRP) method
to accelerate the clustering process of k-anonymization. During the first phase,
TFRP selects two extreme points calculated from the dataset. Let Nmin and
Nmax be the minimum and maximum values over all attributes in the datasets,
respectively, then one reference point C1 has Nmin as its value for all attributes,
and another reference point C2 has Nmax as its value for all attributes. A cluster
of k records is then formed with the record r that is the furthest from C1 and
the (k − 1) nearest records to r. Similarly another cluster of k records is formed
with the record s that is the furthest from C2 and (k − 1) nearest records to s.
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These two steps are repeated until fewer than k records remain. Finally, these
remaining records are assigned to their respective nearest clusters. This method
is quite efficient as C1 and C2 are fixed throughout the iterations. When all
clusters are generated, TFRP applies a enhancement step to determine whether
a cluster should be retained or decomposed and added to other clusters.

Lin et al. [28] proposed a density-based algorithm (DBA) for microaggre-
gation. The DBA has two different scenarios. The first state of DBA (DBA-1)
repeatedly builds a new cluster using the k-neighborhood of the record with
the highest k-density among all records that are not yet assigned to any cluster
until fewer than k unassigned records remain. These remaining records are then
assigned to their respective nearest clusters. The DBA-1 partitions the dataset
into some clusters, where each cluster contains no fewer than k records. The sec-
ond state of DBA (DBA-2) attempts to fine-tune all clusters by checking whether
to decompose a cluster and merge its content with other clusters. Notably, all
clusters are checked during the DBA-2 by the reverse of the order that they
were added to clusters in the DBA-1. After several clusters are removed and
their records are added to their nearest clusters in the DBA-2, some clusters
may contain more than (2k − 1) records. At the end of the DBA-2, the MDAV-
1 algorithm is applied to each cluster with size above (2k − 1) to reduce the
information loss. This state is finally called MDAV-2. Experimental results show
that the DBA attains a reasonable dominance over the latest microaggregation
methods.

All of the microaggregation methods described above repeatedly choose one/
two records according to various heuristics and form one/two cluster(s) with
the chosen records and their respective (k − 1) other records. However there
are other microaggregation methods that build all clusters simultaneously and
work by initially forming multiple clusters of records in the form of trees, where
each tree represent a cluster. The multivariate k-Ward algorithm [3] first finds
the two records that are furthest from each other in the dataset and build two
clusters from these two records and their respective (k − 1) nearest records.
Each of the remaining record then forms its own cluster. These clusters are
repeatedly merged until all clusters have at least k records. Finally the algorithm
is recursively applied to each cluster containing 2k or more records. Domingo-
Ferrer et al. [10] proposed a multivariate microaggregation method called μ-
Approx. This method first builds a forest and then decomposes the trees in the
forest such that all trees have sizes between k and max(2k − 1, 3k − 5). Finally,
for any tree with size greater than (2k − 1), find the node in the tree that is
furthest from the centroid of the tree. Form a cluster with this node and its
(k − 1) nearest records in the tree and form another cluster with the remaining
records in the tree.

Hansen an Mukherjee [12] proposed a microaggregation method for univariate
datasets called HM. After that Domingo-Ferrer et al. [9] proposed a multivariate
version of the HM method, called MHM. This method first uses various heuris-
tics, such as nearest point next (NPN), maximum distance (MD) or MDAV to
order the multivariate records. Steps similar to the HM method are then applied
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to generate clusters based on this ordering. Domingo-Ferrer et al. [7] proposed
a microaggregation method based on fuzzy c-means algorithm (FCM) [1]. This
method repeatedly runs FCM to adjust the two parameters of FCM (one is the
number of clusters c and another is the exponent for the partition matrix m)
until each cluster contains at least k records. The value of c is initially large (and
m is small) and is gradually reduced (increased) during the repeated FCM runs
to reduce the size of each cluster. The same process is then recursively applied
to those clusters with 2k or more records.

5 The Proposed Approach

This section presents the proposed least information loss clustering algorithm
based on minimum and maximum pairs of pairs of instances that minimizes the
information loss and satisfies the k-anonymity requirement. It has been observed
that the reason many of the existing techniques has high information loss is
due to some clusters containing very different observations which increases the
information of a cluster. Therefore, the initial choice of cluster(s) is often difficult
since these observations are not known in advance. The proposed technique solves
this problem by creating the lower information loss cluster using the proposed
Min-Max technique as explained in Sect. 5.1. Next, this process is incorporated in
an iterative pairwise clustering algorithm that takes the minimum or maximum
distant instances to create two clusters repeatedly by minimizing information
loss and observing k-anonymity. The algorithm is described in Sect. 5.2.

5.1 Min Distance and Max Distance

It has been observed that arbitrarily choosing cluster centroids (e.g., K-Means,
MDAV, V-MDAV, MD, etc.) has its disadvantages. In particular, there is a pos-
sibility that the clustering process may include an outlier in a cluster in order to
obey K-anonymity. However, this has the undesired effect of noticeably increas-
ing the information loss. It has been shown [21] that by simultaneously building
clusters whose centroids are farthest from the centroid of the dataset helps to
improve the information loss. However, this technique still has drawbacks. For
example, in some cases the two farthest points from the centroid of the dataset
may fall in the same cluster, at other times they may fall in entirely different
clusters, thus limiting the performance of the algorithms in these circumstances.
This paper proposes a deterministic technique based on maximum and minimum
distance points in the dataset in order to create clusters with lowest information
loss in all cases. In order to achieve the lowest information loss, the algorithm iter-
atively chooses either two most distant points or two closest points in the dataset
depending on which clustering would result in the lowest information loss. The
Least MinMax distance based algorithm is described in the next section.
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Table 1. Least Min-Max distance microaggregation algorithm

Input: a dataset T of n records and a positive integer k
Output: a partitioning C = C1, C2, ..., Cc of T , where c = |C|
and |C| ≥ k for i = 1 to c

1. Let C = φ, and T = T ;
2. Let Max1, Max2, and Min1, Min2 such that distance
D(Max1, Max2) ≤ D(i, j), ∀i, j ∈ 1, ..., n;
3. Form a cluster C1 containing first record Max1 adn its (k − 1) nearest records in T ;
and another cluster C2 containing Max2 record and its (k − 1) nearest records in T ;
Let ILMax1 ILmax2 represent the information loss calculated using equation 1
of clusters C1 and C2;
4. if ILMax1 ≤ ILMax2 then LeastMaxCluster = C1 else LeastMaxCluster = C2;
5. Repeat steps 3 and 4 by replacing Max1 and Max2 with Min1 and Min2 to create
LeastMinCluster;
6. Set C = C ∪ LeastMaxCluster ∪ LeastMinCluster and
T = T − LeastMaxCluster − LeastMinCluster;
7. Repeat steps 2-6 until |T | < 3k;
8. if 2k ≤ |T | ≤ (3k − 1);
(i) Go to step 2;
(ii) Form the LeastMaxCluster cluster with k records in T ;
(iii) Form the LeastMinCluster cluster with the remaining (> k) records in T ;
9. else;
10. if T < 2k;
(i) Form a new cluster with all the remaining records in T ;

5.2 Least Min-Max Distance Microaggregation Algorithm

Based on the information loss measure in Eq. (1), the notion of minimum and
maximum distance in Sect. 5.1 and the definition of the microaggregation prob-
lem, the Least Min-Max (LMMD) microaggregation algorithm is as follows:.

According to this method, first find the two most distant (Max1 and Max2)
records and the two closest (Min1 and Min2) records in the dataset T using
a distance metric. In this paper, the well-known Euclidean distance metric was
used, but other distance metric including Manhattan or City-block distances
could also be used. The algorithm (see Table 1) first builds two clusters using
the Max1 and Max2 records as seeds. The first cluster Cmax1 is built using
Max1 and choosing the nearest (k − 1) records from the dataset for which the
information loss of the cluster Cmax1 is the lowest. Similarly, the second cluster
Cmax2 is built using Max2 and choosing the nearest (k − 1) records from the
dataset. Now, the information loss is calculated for both Cmax1 and Cmax2 . The
cluster with the lower information loss is retained and the other one is discarded.
Next, two clusters Cmin1 and Cmin2 are created in a similar way but this time
using Min1 and Min2 instead of using Max1 and Max2 records. Like before, the
cluster with the lower information loss resulting from the two nearest points is
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kept while the other one is discarded. Therefore, at the end of the first iteration
the algorithm will create two clusters (one from Max and the other from Min
distant records). This process is repeated until fewer than 3k records remain
(see steps 2–7 of Table 1). The nearest records in a cluster are chosen in such a
way that the inclusion of these records causes less SSE than the other records
in the dataset. If between 2k and (3k − 1) records remain, then first cluster will
be formed as before with k records and the second cluster with the remaining
records having k+1 records to satisfy k-anonymity (see step 8 of Table 1). Finally,
if fewer than 2k records remain, then just one new cluster is formed with all the
remaining records (see step 10 of Table 1).

The proposed algorithms stated above endeavours to repeatedly build two
clusters simultaneously using the Min- Max distance based approach which
results in significantly reduced information loss than existing techniques (see
Sect. 6).

Definition 2 (Least Error Clustering-based Microaggregation Decision
Problem). In a given dataset T of n records, there is a clustering scheme C =
{C1, C2, ..., Cc} such that

1. | Ci |≥ k, 1 < k ≤ n: the size of each cluster is greater than or equal to a
positive integer k, and

2.
∑g

i=1 IL(Ci) ≤ ε, ε > 0: the total information loss of the clustering scheme is
less than a positive integer ε.

where each cluster Ci(i = 1, 2, ..., p) contains the records that are more similar
to each other such that the cluster means are close to the values of the clusters
and thus cause the least information loss.

6 Experimental Results

This section presents the experimental results and compares the results with sev-
eral existing techniques. The objective of this experiment is to investigate the
effectiveness of the proposed algorithm in terms of measured information loss of
represented cluster data. The following three datasets [9], which have been used
as benchmarks in previous studies to evaluate various microaggregation meth-
ods, were adopted in the experiments.

1. The “Tarragona” dataset contains 834 records with 13 numerical attributes.
2. The “Census” dataset contains 1,080 records with 13 numerical attributes.
3. The “EIA” dataset contains 4,092 records with 11 numeric attributes (plus

two additional categorical attributes not used here).

To accurately evaluate our approach, the performance of the proposed algo-
rithm is compared in this section with various microaggregation methods.
Tables 2, 3 and 4 show the information losses of these microaggregation meth-
ods. The lowest information loss for each dataset and each k value is shown
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Table 2. Information loss comparison using Tarragona dataset

Method k = 3 k = 4 k = 5 k = 10

MDAV-MHM 16.9326 22.4617 33.1923

MD-MHM 16.9829 22.5269 33.1834

CBFS-MHM 16.9714 22.8227 33.2188

NPN-MHM 17.3949 27.0213 40.1831

M-d 16.6300 19.66 24.5000 38.5800

µ-Approx 17.10 20.51 26.04 38.80

TFRP-1 17.228 19.396 22.110 33.186

TFRP-2 16.881 19.181 21.847 33.088

MDAV-1 16.93258762 19.54578612 22.46128236 33.19235838

MDAV-2 16.38261429 19.01314997 22.07965363 33.17932950

DBA-1 20.69948803 23.82761456 26.00129826 35.39295837

DBA-2 16.15265063 22.67107728 25.45039236 34.80675148

LeastMinMaxDisPts 2.16 5.12 7.01 9.19

Table 3. Information loss comparison using Census dataset

Method k = 3 k = 4 k = 5 k = 10

MDAV-MHM 5.6523 9.0870 14.2239

MD-MHM 5.69724 8.98594 14.3965

CBFS-MHM 5.6734 8.8942 13.8925

NPN-MHM 6.3498 11.3443 18.7335

M-d 6.1100 8.24 10.3000 17.1700

µ-Approx 6.25 8.47 10.78 17.01

TFRP-1 5.931 7.880 9.357 14.442

TFRP-2 5.803 7.638 8.980 13.959

MDAV-1 5.692186279 7.494699833 9.088435498 14.15593043

MDAV-2 5.656049371 7.409645342 9.012389597 13.94411775

DBA-1 6.144855154 9.127883805 10.84218735 15.78549732

DBA-2 5.581605762 7.591307664 9.046162117 13.52140518

LeastMinMaxDisPts 1.3 2.21 2.27 2.66

in bold face. The information losses of methods DBA-1, DBA-2, MDAV-1 and
MDAV-2 are quoted from [28]; the information losses of methods MDAV-MHM,
MD-MHM, CBFS-MHM, NPN-MHM and M-d (for k = 3, 5, 10) are quoted
from [9]; the information losses of methods μ-Approx and M-d (for k = 4) are
quoted from [10], and the information losses of methods TFRP-1 and TFRP-2
are quoted from [27]. TFRP is a two-stage method and its two stages are denoted
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Table 4. Information loss comparison using EIA dataset

Method k = 3 k = 4 k = 5 k = 10

MDAV-MHM 0.4081 1.2563 3.7725

MD-MHM 0.4422 1.2627 3.6374

NPN-MHM 0.5525 0.9602 2.3188

µ-Approx 0.43 0.59 0.83 2.26

TFRP-1 0.530 0.661 1.651 3.242

TFRP-2 0.428 0.599 0.910 2.590

MDAV-1 0.482938725 0.671345141 1.666657361 3.83966422

MDAV-2 0.411101515 0.587381756 0.946263963 3.16085577

DBA-1 1.090194828 0.84346907 1.895536919 4.265801303

DBA-2 0.421048322 0.559755523 0.81849828 2.080980825

LeastMinMaxDisPts 2.21 0.64 5.52 4.2

as TRFP-1 and TRFP-2 respectively. The TFRP-2 is similar to the DBA-2 but
disallows merging a record to a group of size over (4k − 1).

Tables 2, 3 and 4 show the information loss for several values of k and the
Tarragona, Census and for the EIA datasets respectively. The information loss
is compared with the proposed algorithm among the latest microaggregation
methods listed above. Information loss is measured as SSE

SST ×100, where SST
is the total sum of the squares of the dataset. Note that the within-groups sum
of squares SSE is never greater than SST so that the reported information loss
measure takes values in the range [0, 100]. Tables 2, 3 and 4 illustrate that in all of
the test situations, the proposed algorithm causes significantly less information
loss than any of the microaggregation methods listed in the table. This shows
the utility and the effectiveness of the proposed algorithm.

Analysis: Figure 2 shows how the information loss values changes with k for
each dataset. Results indicate that information loss increases with k. This is
obvious since the higher number of records in each cluster results in higher sum-
of-squared-error (SSE) values due to the fact that each cluster now has more
observations and possibly larger variance. Interestingly, there is little correlation
between overall information loss of a dataset and its size as evident from the
fact that the information loss for CIA dataset (containing 4092 instances) is
much lower than the information loss for Tarragona dataset (containing 1082
instances). This may be due to the lower variance in EIA dataset resulting in
clusters with lower SSE, hence lower information loss.

Figure 3 shows the how the execution time varies with k and different file
sizes. Again, results show that the execution time depends on the value of k.
It shows that the execution time increases slightly due to the increased number
of permutations that need to be calculated for each cluster for the higher k.
Furthermore, as expected the execution is also related to the file size. As shown in
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Fig. 2. Information Loss vs k for Tarragona, Census, and EIA datasets

Fig. 3. Execution time vs k
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Fig. 3 it takes the longest time to find k-anonymous clusters for the EIA dataset
(4092 instances) and quickest time for the census dataset (834 instances).

7 Conclusion

Microaggregation is an effective method in SDC for protecting privacy in micro-
data and has been extensively used world-wide. The level of privacy required
is controlled by a parameter k, often called the anonymity parameter. For k-
anonymization, k is basically the minimum number of records in a cluster. Once
the value of k has been chosen, the data protector and the data users are inter-
ested in minimizing the information loss. This work has presented a new multi-
dimensional sorting technique for numerical attributes.The new method consists
of two stages. In the first stage it finds two pairs of Minimum and Maximum
distant points. From this, the algorithm creates two k element clusters with the
least information loss. In the second stage, it repeatedly creates these clusters
until there are p(k < p ≤ 2k) records left. In which case, a single cluster is
formed with the p points to preserve k-anonymity. A comparison has been made
of the proposed algorithm with the most widely used microaggregation meth-
ods using the popular benchmark datasets. The experimental results show that
the proposed algorithm out-performs all the tested microaggregation methods
with respect to information loss. Thus the proposed method is very effective in
preserving the privacy microdata sets and can be used as an effective privacy
preserving k-anonymization method for Statistical Disclosure Control.
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Abstract. Security of Wireless Sensor Network (WSN) is a key issue
in information security. Most existing security protocols exploit various
Mathematical tools to strengthen their security. Some protocols use the
details of the geographical location of the nodes. However, to the best
authors’ knowledge, none of the existing works exploit the constraints
faced by the adversary, specifically, tracing a particular frequency from
a large range of unknown frequency channels. The current work uses
positional details of the individual nodes. Then the aim is to exploit this
weakness of tracing frequencies by assigning a wide range of frequency
channels to each node. Experiments using Magneto Optic Sensors reveal
that any change of the parametric Faraday’s rotational angle affects the
frequency of the Optical waves. This idea can perhaps be generalized for
practically deployable sensors (having respective parameters) along with
a suitable key management scheme.

Keywords: Security of wireless sensor networks · Key management
schemes · Radio frequency channels · Magneto-optic sensors · Faraday’s
rotational angle

1 Introduction

The modern generation demands secure transmission of information at a low
cost. Thus, security of low cost networks like Wireless Sensor Networks (WSN)
have become an important area of study. Such distributed networks consist of
numerous identical low cost devices called nodes or sensors along with one or
a few powerful Base Stations (BS), connecting the network to the user. The
standard method of incorporating hierarchy in such networks is by introducing
relatively powerful special nodes called Cluster Heads (CH). For instance, the
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works [6,16] implements a hierarchy to the classic Transversal Design (TD(k, p))
based Key Predistribution Scheme (KPS) [8].

Most existing key management schemes in the literature of WSN concen-
trate on strengthening their design by the use of Mathematical tools. There are
some protocols like [16] which consider the location of the nodes. However, not
many, according to the authors’ knowledge, have exploited the difficulties faced
by the adversary. The main philosophy behind the current work is to exploit the
practical hazards faced by the adversary while trying to retrieve the encrypted
message. For retrieving any message encrypted by the application of a suit-
able key management protocol and being transmitted in open wireless (Magneto
Optical) medium, the attacker primarily does the following:

1. Identify the frequency channels on which the message is being transmitted.
2. Decrypt the encrypted message passing through those frequency channels.

Till date, nodes of a given sensor network are normally configured with spe-
cific frequency channels or frequency bands. The authors suggest preallocating
different sensors with varied sets of frequency channels. Of course, for direct
communication between any two such sensors preloaded with two distinct sets of
(multiple) frequency bands, there should be at least one common band between
them. Such a suggestion is certainly practical and cost effective. For instance,
mobile phone handsets with multi-Sim card are available at a reasonable price.
These handsets generally use different set of frequency channels for different geo-
graphical locations (usually for different countries). This justifies the (practical)
proposal of manufacturing (numerous) low cost sensor nodes preallocated with
different sets of frequency bands.

Once sensors having different frequency channels are available, each node can
be preloaded with certain small number (n) of channels out of a large number
(N) of channels meant for the entire network. The adversary may easily trace
the entire range of channels for a network. However tracing the exact frequency
channels for individual nodes may still be difficult. The concept will be detailed
in Sect. 2.

Considering this practical hazard faced by an adversary, the focus shift
towards investigating whether the transmission frequencies can be regulated
within the nodes; perhaps based on certain parameter(s). For this, experi-
ments have been conducted with Magneto Optic sensors depending on Faraday’s
Magneto optic effect. The results are plotted in Fig. 2 of Sect. 5. Though such
sensor may not suit specific security purpose, the success of the experiments sug-
gest the same can be expected of other application specific sensors with respect
to the variations of their respective parameters.

1.1 Related Works

Constraint in resources among the nodes of any WSN generally restricts the use
of computationally expensive public key during encryption of messages. Instead,
the use of relative inexpensive symmetric key cryptography is preferred. Sym-
metric key cryptography demands the communicating parties to share the same
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(or easily derivable) keys prior to message exchange. This emphasizes the impor-
tance of adequate key management schemes for such networks. Key Predistrib-
ution Schemes (KPS) consisting of preloading the keys before deployment and
establishing these symmetric keys immediately afterwards are considered to be
one of the best possible management techniques for such networks. Most of
the first generation KPS are random in nature which has been well briefed in
an excellent technical report [5] authored by Çamtepe and Yener. The same
authors initiated the trend of deterministic KPS through their pioneering work
[4]. Wei and Wu [17] and Lee and Stinson [7] independently came up with deter-
ministic proposals at almost the same time. The work [17] deduces the general
conditions for any scheme to be optimal in terms of connectivity, resilience and
memory usage while analyzing existing KPS, and in the process proposes two
schemes that can achieve their deduced optimality criteria. The works [7,8,11]
establishes that deterministic schemes are better suited than their random coun-
terparts for key establishment post deployment. This motivates the proposal of
various deterministic KPS. An updated survey of such schemes can be traced in
[11] and the references therein.

Ren et al. [12] proposes a location-aware end-to-end security framework in
which each node only stores a few secret keys. These secret keys are deter-
mined by the node’s geographic location. The property of the location-aware
keys successfully limits the impact of compromised nodes to their vicinity. Multi-
functional key management framework ensures both node-to-sink and node-to-
node authentication along with report forwarding routes. Their one-to-many
data delivery approach guarantees efficient en-route bogus data filtering and is
robust against many known DoS attacks. However since these keys are bound
within a restricted area, the intermediate nodes certainly get access to clear
message text, which is not desired.

Simonova et al. (SLW) [16] suggested a localized deployment, where the entire
network can be thought to be collection of subnetworks of nodes, each modeled
with the design of [8]. Thus this scheme can be visualized as scaling a net-
work built on the classic TD(k, p) KPS [8]. However their amalgamation process
enlarges the keyrings of the nodes of the final network. Alternatively, schemes
such as [6] scale existing KPS like [8] without overburdening the keyrings of
nodes of the ultimate network. Since all such schemes involve solution of higher
order polynomial equations for growing networks, the scaling becomes restricted.
Another problem faced by many existing KPS is the lack of full connectivity for
the entire network. Such issues have been well addressed in the cluster based
localized scheme [1]. A certain drawback of this scheme is the use of the special
nodes (CH) with extra capabilities. These relatively expensive nodes increases
the cost of the entire network, which may not be appropriate for certain appli-
cations.

Sarkar et al. [15] proposed the novel idea of distinguishing connectivity and
communication of a sensor network while addressing the ‘Selective Node Attack’
and scalability issues, pertinent to most existing KPS such as [1,6–8,11,12,14–
17]. Combination of the generic connectivity model of [15] with any KPS leads
to highly secure networks. The UFD based KPS [14] provides a good example.
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This KPS is fully connected and capable of supporting a large number of nodes
even for small keyrings. One major drawback of this UFD based KPS [14] is its
weak resiliency. This issue get appreciably addressed by the connectivity model
of [15]. Since these schemes [14,15] uses relatively expensive special nodes with
extra capabilities much like the KPS [1], networks designed on such schemes may
not be appropriate for a specific application.

Extensive literature survey reveals all existing KPS, such as the ones analyzed
in this work [1,6–8,11,12,14–17] and the references therein, try to strengthen
the security of their protocol rather than exploiting the practical hazards faced
by the adversary. The central idea of this work is to exploit the practical hazards
faced by the adversary. One such hazard is the practical difficulties of tracing the
frequency bands being used for inter–nodal communication, specially in adverse
conditions. The focus then shift towards designing another level of security by
assigning various frequency bands for distinct pairs of sensors in the same net-
work. To the best of author’s knowledge, this is perhaps the first proposal in
WSN literature to propose a security model that exploits this practical weak-
ness of tracing frequencies, encountered by the adversary.

The remaining part of this section is dedicated in reviewing some of the
existing works related to Magneto optic sensors and their applications. Bera and
Chakraborty [2] propose an experimental application that uses Magneto optic
element as a displacement sensor. In this paper Terbium Doped Glass (TDG) has
been taken for experimental purpose. A highly sensitive (with in 0.54%) linear
micro–displacement sensor with improved performance over an appreciable range
of 10 mm and a resolution of 5μm is achieved. The experimental data is in good
agreement with the theoretical study.

Chakraborty and Bera [3] propose an experimental application of magneto
optic element as an over-current detector. Over-current detectors (OCDs) are
important components in system control but suffer from electromagnetic inter-
ference, noise, low response etc. But the potential advantages of using Magneto
optic elements of immunity to ElectroMagnetic Interference (EMI), electrical
isolation, large bandwidth, ease of integration into digital control system, poten-
tially low cost.

Mahish and Chakraborty [9] proposed an experimental study of the char-
acteristics of Magneto optic sensor using TDG as the magneto optic element.
Experiments confirm that the general behavior of this sensor is non–linear. How-
ever under certain condition the sensor shows linear nature over a certain range
about the operating points, which has been claimed theoretically. The authors
suggests using this linear behavior for various applications. This linear behavior
of the magneto optic TDG element has been exploited by the present authors
while conducting the experiments.

2 Practical Hazard for Adversary: System Design
and Analysis

The nodes are to be assigned with different frequency channels, unknown to the
adversary. Assignment of different channels that are not known publicly ensures
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their tracing by the use of ‘Selective Filter(s)’ becomes inconvenient and hence,
expensive for the adversary. The entire network is to be assigned with a large
number (N) of frequency channels. The nodes are to be preloaded with a smaller
number (n) of frequency channels among the these N channels allocated for the
entire network. This assignment is to be executed prior to the deployment of
the network. For the sake of simplicity, n may be taken to be uniform (not
mandatory) for all the nodes of the network.

Since the n frequency channels allocated to a node are not disclosed publicly,
the adversary has to trace at least one of these n channels to get access to the
transmitted information. Tracing all the n channels for any given node will nat-
urally reveal all the information transmitted/received by it. Though the upper
and the lower bound of the frequency range meant for the entire network may
well be easily traceable by the use of an appropriate ‘Selective Filter’, tracking
even one undisclosed band from a large (N) set of frequency bands may be tough
in adverse regions. This justifies the usefulness of the proposal of manufacturing
nodes with several frequencies channels and allocating distinct pair of band(s)
for distinct pair of nodes in the present case.

Further, since nodes can be deployed with different sets of n channels, the
adversary has to use the ‘Selective Filter’ for individual nodes. Thus to nullify
the additional security injected by the proposed method, the adversary has to
figure out all the n channels of all the nodes. As the standard network size is in
the order of thousands, this may be a rather expensive task for the adversary;
if at all feasible.

Alternatively, assume a simpler case when the N bands meant for the entire
network are somehow known to the adversary. However, the exact number of
channels (n) for each individual node is assumed to be still undisclosed. Further
assume that no other information concerning the frequency bands is available
to the adversary. This may compel the adversary to try and guess the allocated
set of n bands for each node by reverting to the exhaustive search technique.

Tracking a single band for certain node may still be difficult task even after
possessing the knowledge of all the N bands for the network. This is specially
because there are thousands of nodes in the network lying in wide geographic
area with varied degree of harshness. Tracing any band will involve tuning the
‘Selective Filter(s)’ to the exact band out of the N bands. This may be tough
in adverse conditions. Clearly, the adversary’s task of tracing all the n channels
for a given node is not easy even on possessing the knowledge of all N bands of
the entire network. This is because finding out all the n preallocated (unknown)
bands for any given node among the N (known) bands for the network involve(
N
n

) ≈ (N − n)n comparisons. Complexity of computation of any kind involving
large numbers (≈ 280 bits) is high and is considered beyond the scope of modern
day machine. The possibility of obtaining large value of N is assured by the wide
range of Radio frequency (RF). A practical scenario is being described below.

Radio frequency (RF) range varies from around 3 kHz to 300GHz. Each
frequency channels of sensor networks may be allocated with a bandwidth of
roughly 1 MHz (refer to [10]) to avoid interference (noise). So a practical choice
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of N may be 3 ∗ 105. For cost effectiveness, one may consider n to be 5. Thus a
proposal of nodes having 5 bands amidst a total of 3 ∗ 105 bands for the entire
network is being made. Thus even in an unlikely case of knowing all 3 ∗ 105

bands of the network, the adversary’s task of tracing the exact 5 channels for
each node is certainly difficult. This tracing of all the 5 preallocated (unknown)
bands for any given node among the 3 ∗ 105 (known) bands for the network
involve

(
3∗105

5

)
comparisons, which is ≥ (216)5 = 280 comparisons. Such large

comparisons is beyond the scope of all existing up-to-date computing devices.

3 Allocation of Frequency Bands: Frequency Graph v/s
KPS Graph

Assuming the availability of low cost sensors with different sets of frequency
bands, an application of this novel technology is being presented. The target is
to make the sensors transmit information automatically through various allo-
cated channels based on the varying external vibrations received by them. The
parametric variations for an individual sensor may perhaps occur due to some
external effect such as a sudden variation of the external impulse received by the
node. The ‘n’ channels of each individual nodes can be paired with a maximum
of n different sensors. This gives the flexibility of transmission of information to
various nodes depending on priority.

For instance, during an emergency which may be indicated by a high exter-
nal impulse, the sensors in harsh geographical conditions may choose to con-
nect to nodes deployed at relatively safer positions. The phrase ‘safer posi-
tions/locations’ mean locations which are comparatively difficult for the adver-
sary to access. Since the coverage area of any WSN is a large geographical area
with varying degrees of harshness, such an argument is practical. This motivates
the words ‘safer nodes’ which consequentially mean sensors falling within such
‘safe positions/locations’ and hence are less prone to physical capture. Since
these ‘safer nodes’ are expected to be at a relatively distant position from the
nodes placed at ‘harsh locations’, such communications may involve exchange
of information through channels with high frequencies. Whereas for normal low
external impulse, they may connect to nearby sensors via relatively low frequen-
cies channels for analysis of the data before transmitting to distant ‘safer nodes’
for further processing. In case, any of the above communications are beyond
the radio frequency range of the individual nodes, the encrypted information
can be routed to the target entities via intermediate nodes. These ‘safer’ dis-
tant nodes can further analyze the aggregated data before ultimately routing
the synchronized information to the BS.

The frequency bands can be preallocated in the nodes by the system designer
to form a separate network graph, distinct from the existing graph of any KPS
(key–graph). This separate graph shall be referred to as frequency graph of
the network. This frequency graph imparts a natural grouping into the system.
The scenario is similar to any hierarchical network barring the following key
differences:
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– Standard cluster based hierarchical network like [1,6,15,16] possessing spe-
cially designed nodes (CH) with extra capabilities result in an substantially
increased cost of the overall network. These sort of designs generally have
different network graphs for different levels of hierarchy.

– There exists odd designs like [16] amalgamates the keyrings of some exist-
ing KPS [8], thus burdening the memory of individual nodes of the existing
network. This KPS has a inner cluster and a inter cluster graph.

– On the contrary, the current strategy provides a natural subdivision without
any extra burden on the existing system. The proposed concept of use of
different bands for pairing various node can be combined with an appropriate
KPS. This combined resultant network possesses two separate graphs; (i) one
owing to the existing KPS; and (ii) the other (frequency graph) emerging from
the introducing of this novel concept of using separate frequency channels.
The practicality of manufacturing sensors with desired small number (n) of
distinct bandwidths have been justified above.

Thus one may achieve a secure KPS with a natural hierarchy without deploy-
ing special nodes with extra capabilities. This, according to the authors, is per-
haps the first proposal of a truly distributed scheme achieving a natural hierar-
chy. This grouping can perhaps be exploited to design KPS with optimal secu-
rity, i.e. security independent of the protocol design. This motivates the following
analysis of the network deployment in order to allocate the various frequency
channels for the individual sensors.

Random deployment of any wireless network implies that the nodes fall at
varied distance from one another. This distance can be traced by the standard use
of a Global Positioning System (GPS). The preallocated (by system designer)
frequency channels for each nodes are to be paired with other nodes lying in
their communication radius which may vary for individual bands. Since there
are n channels per node, each of which forms a complete graph comprising of
n vertex, i.e. nodes here. Thus the network is subdivided into segments of n
complete graph for each of the n channels.

Having proposed partitioning of the network in terms of these varied undis-
closed frequency channels, the focus now shifts to visualize a practical demon-
stration of the idea. Consider a practical example of network proposed for sur-
veillance of enemy movement or another to monitor forest fire. Suppose, in the
first case, a particular sensor senses heavy vibrations due to rapid infiltration.
Such a case has to be reported immediately to the BS. Instead of analyzing with
neighboring sensors, it may be worth to send the information directly to BS
by routing via relatively ‘safer’ distant node(s). Similarly, in case of forest fire,
suppose that drastic raise in temperature is noted by some sensor(s). Such an
information must be passed onto the BS instantaneously. These real life instances
demonstrates the applicability proposed concept.

Due the unavailability of sensors with different sets of multiple frequency
bands meant for specific applications in WSN, real life experiments could not be
performed. Instead, Magneto Optic sensors depend on Faraday’s Magneto optic
effect have been utilized to demonstrate the effect of a parametric change on the
transmitted frequency.
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4 Interplay Between Electromagnetic and Optical
Medium

Performance of the Magneto Optic sensors depend on Faraday’s Magneto optic
effect, which was discovered in the year 1845. This effect says that when plane
polarized light is sent through a Magneto Optic element in a direction parallel
to the magnetic field, the plane of polarization gets rotated. Polarization of light
is the vibration of the light wave in a particular plane. Natural unpolarized light
wave vibrates randomly in any plane. So, at a particular time the vibrating plane
of a particular wave cannot be determined. If this unpolarized light beam passes
through a polarizer, then this permits vibration only in a particular plane. Then
that particular wave is said to be a polarized beam for that particular plane.
Thus, clearly the performance of these Magneto Optic sensors mainly depend
upon the characteristics and properties of light, implying that their speed is as
fast as light.

The association between Faraday’s rotational angle (θ) related to Electromag-
netic waves and the frequency of light (ϑ) corresponding to any Magneto Optic
media is being highlighted in this section. When a linearly polarized light passes
through a magneto-optic medium (e.g. a TDG), kept parallel to the magnetic
field, the Faraday’s rotation is given by the relation mentioned in Eq. 1.

θ = VV erdetBl (1)

where VV erdet is the Verdet constant and B is the magnetic flux density of
the medium. l is the length of the Magneto Optic element (TDG). The Verdet
constant which is dependent on the wavelength of light can be expressed as:

VV erdet(λ) = − eλ

2mc

(
dn

dλ

)

(2)

Here, e denotes the charge of an electron, m is the mass of an electron while
c is the speed of light in vacuum, which are always constants.

n(λ) = a +
b

λ2
where, a and b are constants. (3)

n is the refractive index (RI) of the Magneto Optic medium, which depends
on the wavelength (λ) of light as well as the Magneto Optic element. So,

δn

δλ
= − 2b

λ3
(4)

For a particular Magneto Optic element (TDG, here), the refractive index is
only function of λ. Thus Eq. 4 can be rewritten as:

dn

dλ
= − 2b

λ3
(5)



Securing Sensor Networks by Moderating Frequencies 181

Comparing dn
dλ values from Eqs. 2 and 5, one concludes:

VV erdet(λ) = − eλ

2mc

2b

λ3
= − eb

mc
.

1
λ2

=
K1

λ2
where K1 = − eb

mc
. (6)

Again, it is well known that the relation between wavelength and frequency
of any energy source is given by Eq. 7 below:

λϑ = D(= c), c : meant for Optical medium, (7)

where D is the velocity of the energy source, which is constant for the given
energy source. Since the work deals with Magneto Optics, hence conventionally,
D is replaced by the symbol c. Thus in this paper, D = c. Combining Eqs. 6 and
7 yield the following Eq. 8.

VV erdet(ϑ) =
K1

(c/ϑ)2
= ϑ2 K1

c2
= K2ϑ

2 where K2 =
K1

c2
. (8)

So,
θ(ϑ) = K2ϑ

2Bl (9)

When the Faraday’s rotation θ is 0◦ then the polarized optical beam vibrates
at particular plane. This plane is called reference plane. Now with the change
of θ, the plane of vibration also changes. So at particular rotation if the relative
angle between the polarizer and analyzer remains constant then a component of
the resultant optical beam will lie on the reference plane. This phenomenon can
be expressed by the following equation, popularly known as Malus’ law:

I = I0cos
2(θ − α) (10)

where I0 is the intensity of the optical beam when it vibrates at the reference
plane. I is the component of I0 which lies on a plane different of the reference
plane. α is the relative angle between polarizer and analyzer. θ is the angle
between the plane of vibration and the reference plane or in other way Faraday’s
rotational angle. Further, I ∝ V , where V is the Photodiode voltage output,
which can be approximated as a linear function of I. So, Eq. 10 yields:

V = V0cos
2(θ − α) (11)

Combining Eqs. 9 and 11 yields:

V (ϑ) = V0cos
2(K2ϑ

2Bl − α) (12)

V is the voltage output when the optical beam vibrates at the reference plane.
V0 is the voltage output when the optical beam vibrates at the plane different
from the reference plane.
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Fig. 1. Theoretical curve of voltage output with changing angle between polarizer-
analyzer (Color figure online).

Fig. 2. Experimental curve of voltage output with changing angle between polarizer-
analyzer (Color figure online).

5 Experiments and Results

Theoretical results based on Malus’ equation have been sketched in Fig. 1. The
theoretical figure shows the 10◦ constant relative difference between these two
curves at a particular direction. This causes a 92 nm relative difference between
red and green laser. However, the focus should be on the reduction of errors.

Due to limited facility, experiments could be conducted with only two dif-
ferent laser sources, red (635 nm) and green(543 nm). The results of the exper-
iments have been presented in Fig. 2. The graphs in Fig. 2 expresses the change
of Faraday’s rotational angle with change in the wavelength of the optical wave.
According to the change of relative angle between the polarizer and the ana-
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lyzer, the component of the light intensity at reference plane will vary. This
variation helps in tracing the individual curves. From the figure, it is clear that
the position of the curve followed by red laser is shifted forward by approxi-
mately 40◦ than the curve followed by green laser at relative angle 60◦ − 180◦.
This is caused by the relative difference of wavelengths between two different
laser, i.e., 635 − 543 = 92 nm. Thus it can be concluded that the experimen-
tal data resembles the theoretical data. Comparing these two distinct curves in
Fig. 2, one may conclude that any change in wavelength of the laser causes vari-
ation in the Faraday’s rotational angle at a particular direction. This may be
generalized for other application specific sensors with corresponding parameters.

6 Conclusion

Unlike most existing works in the literature of WSN security which aims to
strengthen their own protocol, this paper focuses on an weakness faced by the
adversary; particularly in an adverse deployment zone. A practical hazard may
be to trace the frequency channel used for communication between two sensors
from a wide range of bands in a harsh geographical locations. Since the RF range
is widely varied, use of ‘Selective Filter(s)’ to trace an unknown frequency may
be an expensive affair; if at all feasible. This motivates the authors to think
of allocating a large range (N) of frequency bands for the entire network. The
low cost nodes are allocated with lesser no. (n) of frequency bands to ensure
enhanced security. This concept of allocating various band to the nodes natu-
rally partitions the entire network into groups. This is an added benefit since
most existing schemes possessing an hierarchy utilized relatively expensive spe-
cial nodes like cluster heads for such a subdivision. Unavailability of practically
deployable application specific sensors meant that experiments were conducted
with Magneto Optic sensors to prove the practicality of the claim that an exter-
nal impulse may lead to parametric variations, and hence varied transmission of
frequency for individual sensors.

7 Future Work

One promising future research direction steaming out of this work is the sugges-
tion of manufacturing sensors with different sets of frequency channels. Accord-
ing to the authors’ knowledge, such nodes are still not available commercially. In
this connection, one is referred to a standard sensor configuration in [10] which
is used universally for WSN applications. The practicality of the suggestion of
manufacturing (numerous) nodes with different sets of multiple frequency chan-
nels has been set out in Sect. 1 while pointing out the availability of multi-Sim
mobile phone handsets at a low cost.

A more challenging task may to construct low cost nodes capable of generat-
ing varied range of frequencies within individual sensors. Rohde and Schwarz [13]
presents a vector signal generator which may pave a direction towards achieving
this goal practically. This generator can act as an all in one test platform for



184 P. Sarkar et al.

wireless devices. The generator supports cellular, non-cellular as well as broad-
cast technologies.

Once sensors capable of operating in multiple bands are availability, they
may be used for practical implementation of the idea proposed in this paper.
Based on an external impulse, transmission can made through desired band
of the respective nodes. The varying transmission can be combined with some
chosen existing and/or newly proposed KPS to ensure additional security for the
encrypted message.
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Abstract. Financial fraud is an issue with far reaching consequences in the
finance industry, government, corporate sectors, and for ordinary consumers.
Increasing dependence on new technologies such as cloud and mobile com-
puting in recent years has compounded the problem. Traditional methods of
detection involve extensive use of auditing, where a trained individual manually
observes reports or transactions in an attempt to discover fraudulent behaviour.
This method is not only time consuming, expensive and inaccurate, but in the
age of big data it is also impractical. Not surprisingly, financial institutions have
turned to automated processes using statistical and computational methods. This
paper presents a comprehensive investigation on financial fraud detection
practices using such data mining methods, with a particular focus on compu-
tational intelligence-based techniques. Classification of the practices based on
key aspects such as detection algorithm used, fraud type investigated, and
success rate have been covered. Issues and challenges associated with the cur-
rent practices and potential future direction of research have also been identified.

Keywords: Financial fraud � Computational intelligence � Fraud detection
techniques � Data mining

1 Introduction and Background

Financial fraud is an issue that has wide reaching consequences in both the finance
industry and daily life. Fraud can reduce confidence in industry, destabilise economies,
and affect people’s cost of living. Traditional approaches of fraud detection relied on
manual techniques such as auditing, which are inefficient and unreliable due to the
complexities associated with the problem. Computational intelligence (CI)-based as
well as conventional data mining approaches have been proven to be useful because of
their ability to detect small anomalies in large data sets [14].

Financial fraud is a broad term with various potential meanings, but for our pur-
poses it can be defined as the intentional use of illegal methods or practices for the
purpose of obtaining financial gain [30]. There are many different types of financial
fraud, as well as a variety of data mining methods, and research is continually being
undertaken to find the best approach for each case. The common financial fraud
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categories and the popular data mining as well as computational intelligence-based
techniques used for financial fraud detection are depicted in Figs. 1 and 2 respectively.

Advancements in modern technologies such as the internet and mobile computing
have led to an increase in financial fraud in recent years [27]. Social factors such as the
increased distribution of credit cards have increased spending, but also resulted in an
increase to fraud [20]. Fraudsters are continually refining their methods, and as such
there is a requirement for detection methods to be able to evolve accordingly. CI and
data mining have already been shown to be useful in similar domains such as credit
card approval, bankruptcy prediction, and analysis of share markets [16]. Fraud
detection is primarily considered to be a classification problem, but with a vast
imbalance in fraudulent to legitimate transactions misclassification is common and can
be significantly costly [6]. Many data mining approaches are efficient classifiers and are
applicable to fraud detection for their efficiency at processing large datasets and their
ability to work without extensive problem specific knowledge [19].

A useful framework for applying CI or data mining to fraud detection is to use them
as methods for classifying suspicious transactions or samples for further consideration.
Studies show that reviewing 2 % of credit card transactions could reduce fraud losses to
1 % of the total cost of all purchases, with more assessments resulting in smaller loss
but with an increase in auditing costs [18]. A multi-layer pipeline approach can be used
with each step applying a more rigorous method to detect fraud. Data mining can be
utilised to efficiently filter out more obvious fraud cases in the initial levels and leave
the more subtle ones to be reviewed manually [18].

Early fraud detection studies focused on statistical models such as logistic
regression, as well as neural networks (see [9, 18, 21] and [28] for details). In 1995
Sohl et al. first predicted financial statement fraud using a back-propagation neural
network [28]. More recently, in addition to examining financial scenarios such as stock
market and bankruptcy prediction, Zhang and Zhou applied various data mining
techniques to financial fraud detection in 2004 [29]. In 2005 Vatsa et al. investigated a
novel approach using game theory which modelled fraudsters and detection methods as
opposing players in a game, each striving to obtain the greatest financial advantage
[22]. A process mining approach was used by Yang and Hwang in 2006 to detect

Fig. 1. Common financial fraud categories.
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health care fraud [26]. In 2007 Yue et al. observed that, to date, classification-based
methods are both the most commonly researched techniques as well as the only suc-
cessful ones [28]. The chronological progression of some of the recent financial fraud
detection research has been depicted in Fig. 3.

In this paper we provide a comprehensive investigation of the existing practices in
financial fraud detection. We present a detailed classification of such practices; aimed
at informing development of enhanced financial fraud detection frameworks. The
remainder of the paper is structured as follows: Sect. 2 presents a comprehensive
classification of the existing practices in financial fraud detection based on fraud type,
detection algorithm, success rate and so on. Section 3 offers an insight into issues and
challenges associated with financial fraud detection and potential direction for future
research. Finally, Sect. 4 presents some concluding remarks.

2 Classification of Financial Fraud Detection Practices

In the following sub-sections we will classify existing financial fraud detection prac-
tices based on success rate, detection technique used, and fraud type. This categori-
sation will enable us to identify trends in current practices, including which have been
successful, probable factors influencing the outcomes, and also any gaps in the
research.

2.1 Classification Based on Performance

A variety of standards have been used to determine performance, but the three most
commonly used are accuracy, sensitivity, and specificity. Accuracy measures the ratio
of all successfully classified samples to unsuccessful ones. Sensitivity compares the
amount of items correctly identified as fraud to the amount incorrectly listed as fraud,

Fig. 2. Detection algorithms used for various fraud categories.
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also known as the ratio of true positives to false positives. Specificity refers to the same
concept with legitimate transactions, or the comparison of true negatives to false
negatives [3, 19].

Tables 1, 2, and 3 classify financial fraud detection research based on these per-
formance measures. Additionally, Fig. 4 depicts the broad comparative performance of
various fraud detection methods.

In addition to the three performance measures discussed here, several other per-
formance measures have been used in the literature. For example, Duman and Ozcelik
chose to show their results for sensitivity in graph form instead of deterministic values,
grouped by each set of input parameters [6]. In addition to other forms of graphing
[18], some research used software-determined success levels or case-based procedures
to determine the success of their fraud detection techniques [11, 20].

From the results we can see that CI methods typically had better success rate than
statistical methods. Sensitivity was slightly better for random forests and support vector
machines than logistic regression, with comparable specificity and accuracy [3].
Genetic programming, support vector machines, probabilistic neural networks, and
group method of data handling outperformed regression in all three areas [19]. Addi-
tionally, a neural network with exhaustive pruning was found to be more specific and
accurate than CDA [4]. One statistical method seems to contradict this theory however:
Bayesian belief networks were reported to be more accurate than neural networks and
decision trees [12].

Most of the research showed a large difference between each method’s sensitivity
and specificity results. For example, Bhattacharyya et al. showed that logistic

Fig. 3. Chronological progression of recent financial fraud detection research.
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regression, support vector machines and random forests all performed significantly
better at detecting legitimate transactions correctly than fraudulent ones [3]. Support
vector machines, genetic programming, neural networks, group method of data han-
dling, and particularly logistic regression were also slightly less sensitive [19]. Also a
neural network with exhaustive pruning showed more specificity than sensitivity [4].

As explained previously, fraud detection is a problem with a large difference in
misclassification costs: it is typically far more expensive to misdiagnose a fraudulent
transaction as legitimate than the reverse. With that in mind it would be beneficial for
detection techniques to show a much higher sensitivity than specificity, meaning that
these results are less than ideal. Contrary to this belief, Hoogs et al. hypothesised that
financial statement fraud may carry higher costs for false positives, and their results
reflect this with a much higher specificity [9]. Panigrahi et al. also acknowledged the
costs associated with following up credit card transactions marked as fraudulent,
focussing their results on sensitivity only [16]. The CDA and CART methods, as well
as neural networks, Bayesian belief networks and decision trees performed better in this
regard, with all showing a somewhat higher ability to classify fraudulent transactions
than legitimate ones [4, 12].

Table 1. Accuracy results for fraud detection practices

Research Fraud investigated Method investigated Accuracy

[3] Credit card transaction fraud
from a real world example

Logistic model (regression) 96.6–99.4 %
Support vector machines 95.5–99.6 %
Random forests 97.8–99.6 %

[12] Financial statement fraud
from a selection of Greek
manufacturing firms

Decision trees 73.6 %
Neural networks 80 %
Bayesian belief networks 90.3 %

[19] Financial statement fraud
with financial items from
a selection of public
Chinese companies

Support vector machine 70.41–73.41 %
Genetic programming 89.27–94.14 %
Neural network
(feed forward)

75.32–78.77 %

Group method of data
handling

88.14–93.00 %

Logistic model (regression) 66.86–70.86 %
Neural network
(probabilistic)

95.64–98.09 %

[7] Financial statement fraud
with managerial
statements for US
companies

Text mining with singular
validation decomposition
vector

95.65 %

[5] Financial statement fraud
with managerial
statements for US
companies

Text mining 45.08–75.41 %
Text mining and support
vector machine hybrid

50.00–81.97 %

(Continued)
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Remarks:Considering the three performance measures, namely accuracy, sensitivity and
specificity, our investigation shows that the computational intelligence-based approaches
have generally performed better than the statistical approaches in most cases.

Table 1. (Continued)

Research Fraud investigated Method investigated Accuracy

[10] Financial statement fraud
with managerial
statements for US
companies

Text mining and decision
tree hybrid

67.3 %

Text mining and Bayesian
belief network hybrid

67.3 %

Text mining and support
vector machine hybrid

65.8 %

[4] Financial statement fraud
with financial items from
a selection of public
Chinese companies

CDA 71.37 %
CART 72.38 %
Neural network (exhaustive
pruning)

77.14 %

Fig. 4. Comparative performance of various detection methods.
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2.2 Classification Based on Detection Algorithm

Classifying fraud detection practices by the detection algorithm used is a useful way to
identify the suitable techniques for this problem domain. It can also help us to deter-
mine why particular methods were chosen or successful. Additionally, we can identify
any gaps in research by looking at algorithms which have not been explored suffi-
ciently. Table 4 shows classification of financial fraud detection practices based on
detection algorithm (conventional data mining and CI-based approaches) used.

Previously it was mentioned that early fraud detection research focussed on statis-
tical models and neural networks; however, it may be noted that these methods still
continue to be popular. Many used at least one form of neural network [4, 12, 19], some
investigated logistic regression [3, 17, 19, 23], while others applied Bayesian belief
networks [2, 8, 12]. Application of CDA has been relatively uncommon [4]. Neural
networks and logistic regression are often chosen for their well-established popularity,
giving them the ability to be used as a control method by which other techniques are
tested. Comparatively, more advanced methods such as support vector machines and
genetic programming have received substantially less attention. Yue et al. also reported
that all the methods mentioned in their research were a form of classification, with no
studies performed on clustering or time-series approaches, and that most of the research
focussed on supervised learning as opposed to unsupervised [28].

Table 2. Sensitivity results for fraud detection practices

Research Fraud investigated Method investigated Sensitivity

[3] Credit card transaction fraud
from a real world example

Logistic model (regression) 24.6–74.0 %
Support vector machines 43.0–68.7 %
Random forests 42.3–81.2 %

[12] Financial statement fraud
from a selection of Greek
manufacturing firms

Decision trees 75.0 %
Neural networks 82.5 %
Bayesian belief networks 91.7 %

[19] Financial statement fraud
with financial items from
a selection of public
Chinese companies

Support vector machine 55.43–73.60 %
Genetic programming 85.64–95.09 %
Neural network (feed
forward)

67.24–80.21 %

Group method of data
handling

87.44–93.46 %

Logistic model (regression) 62.91–65.23 %
Neural network
(probabilistic)

87.53–98.09 %

[7] Financial statement fraud
with managerial
statements

Text mining with singular
validation decomposition
vector

95.65 %

(Continued)
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Several of the research focussed on a single form of fraud detection which they
advocated above others, such as studying text mining with the singular validation
decomposition vector [7], self-organising maps [18], logistic regression [17, 23], and
fuzzy logic [20]. Additionally, some researchers focussed solely on classification and
regression trees [1], Bayesian belief networks [8], individual statistical techniques [16],
or their own hybrid methods [6]. This unilateral approach is useful for demonstrating
the ability of the specific method in isolation, but without comparing it to other
methods it is difficult to understand the relative performance of the technique. Addi-
tional factors such as the fraud type researched and the specific dataset used can
influence the results of the experiment. Future research could focus on reviewing these
methods against other more established techniques.

A rising trend in fraud detection is the use of hybrid methods which utilise the
strengths of multiple algorithms to classify samples. Duman and Ozcelik used a
combination of scatter search and genetic algorithm, based on the latter but targeting
attributes of scatter search such as the smaller populations and recombination as the
reproduction method [6]. A different approach was taken by Panigrahi et al. who used
two methods sequentially, beginning with the Depster-Schaefer method to combine
rules and then using a Bayesian learner to detect the existence of fraud [16]. Some
researchers applied fuzzy logic to introduce variation to their samples, attempting to
transform it to resemble real world data before deploying a different technique to
actually detect the presence of fraud [11]. The investigators recognised that applying

Table 2. (Continued)

Research Fraud investigated Method investigated Sensitivity

[4] Financial statement fraud
with financial items from
a selection of public
Chinese companies

CDA 61.96 %
CART 72.40 %
Neural network (exhaustive
pruning)

80.83 %

[16] Credit card fraud using
legitimate customer
transaction history as well
as generic fraud
transactions

Bayesian learning with
Dempster-Shafer
combination

71–83 %

[9] Financial statement fraud
from Accounting and
Auditing Enforcement
Releases by the Securities
and Exchange
Commission

Genetic algorithm 13–27 %

[25] Transactional fraud in
automated bank machines
and point of sale from a
financial institution

Coevolution artificial
immune system

97.688–
98.266 %

Standard evolution artificial
immune system

92.486–
95.376 %
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‘fuzziness’ to their problem increased the performance of their solution [25]. Similarly,
several researchers combined traditional computational intelligence methods with text
mining to analyse financial statements for the presence of fraud [5, 10].

Remarks: Based on our investigation, it is apparent that neural networks and statistical
algorithms have continued to remain popular through recent years, while hybrid
methods are a rising trend in financial fraud detection, combining the strengths of
multiple techniques.

Table 3. Specificity results for fraud detection practices

Research Fraud investigated Method investigated Specificity

[3] Credit card transaction fraud
from a real world example

Logistic model (regression) 96.7–99.8 %
Support vector machines 95.7–99.8 %
Random forests 97.9–99.8 %

[12] Financial statement fraud
from a selection of Greek
manufacturing firms

Decision trees 72.5 %
Neural networks 77.5 %
Bayesian belief networks 88.9 %

[19] Financial statement fraud
with financial items from
a selection of public
Chinese companies

Support vector machine 70.41–73.41 %
Genetic programming 89.27–94.14 %
Neural network (feed
forward)

75.32–78.77 %

Group method of data
handling

88.34–95.18 %

Logistic model (regression) 70.66–78.88 %
Neural network
(probabilistic)

94.07–98.09 %

[7] Financial statement fraud
with managerial
statements

Text mining with singular
validation decomposition
vector

95.65 %

[4] Financial statement fraud
with financial items from
a selection of public
Chinese companies

CDA 80.77 %
CART 72.36 %
Neural network (exhaustive
pruning)

73.45 %

[9] Financial statement fraud
from Accounting and
Auditing Enforcement
Releases by the Securities
and Exchange
Commission

Genetic algorithm 98 %–100 %

[25] Transactional fraud in
automated bank machines
and point of sale from a
financial institution

Coevolution artificial
immune system

95.862–
97.122 %

Standard evolution artificial
immune system

99.311 %
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2.3 Classification Based on Fraud Type

Given the varying nature of each type of fraud, the problem domain can differ sig-
nificantly depending on the form that is being detected. By classifying the existing
practices on the type of fraud investigated we can identify the techniques more suitable
and more commonly used for a specific type of fraud. Additionally we can infer the
varieties which are considered the most important for investigation depending on the
scope and scale of their impact. Table 5 depicts the classification based on fraud types
considered, along with the detection methods used.

With each chosen algorithm, feature selection will differ depending on the problem
domain. Specific financial statement fraud exists within individual companies, and as
such attribute ratios are used instead of absolute values. Koh and Low provide a good
example of the relevant ratios such as net income to total assets, interest payments to
earnings before interest and tax, and market value of equity to total assets [13]. In
comparison, research into credit card fraud has typically selected independent variables
or aggregate values which may be quantitative or qualitative. For example, Bhatta-
charyya et al. made use of transaction amount, categorical values such as account
number, transaction date, and currency, and aggregated properties like total transaction
amount per day, and average amount spent at a single merchant [3].

We can see that the existing research has been greatly unbalanced in fraud type
studied. The vast majority of research has focussed on two forms of financial fraud:
credit card fraud and financial statement fraud. Only a handful of studies have looked
at securities and commodities fraud; also many studies focus on external forms of
corporate fraud while neglecting the internal ones [11]. Ngai et al. found that insurance
fraud had received the highest coverage during their research [14]: the fact that we
identified only a few examples of published literature on this type of fraud since 2007
indicates that research into insurance fraud is declining. Additionally, no studies have
been performed directly on mortgage fraud or money laundering. The reason for this
disparity may be the differing relevance to stakeholders of each fraud type.

Remarks: Through our investigation we observe a significant imbalance in fraud type
studied, with the majority focussing on either financial statement fraud or credit card
fraud. Other forms of corporate fraud have received little attention, and hardly any
studies have been done into mortgage fraud or money laundering.

Table 4. Classification based on detection algorithm used

Method investigated Relevant method
properties

Fraud
Investigated

Research

Neural network Capable of adapting to
new trends, able to
handle problems with
no algorithmic solution.
Typically used for
classification and
prediction

Financial
statement fraud

[4, 12, 19]

Logistic model Suitable for categorical
classification problems

Credit card fraud
Insurance fraud

[3]
[2, 17, 23]

(Continued)
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Table 4. (Continued)

Method investigated Relevant method
properties

Fraud
Investigated

Research

like fraud detection.
Typically used for
regression

Financial
statement fraud

[19]

Support vector machine Able to handle
unbalanced data and
complicated
relationships between
variables. Typically
used for classification
and prediction

Credit card fraud
Financial
statement fraud

[3, 24]
[19]

Decision trees, forests
and CART

Easy to use and has a
well-documented
ability with similar
problems. Typically
used for classification
and prediction

Credit card fraud
Financial
statement fraud

[3, 24]
[1, 4, 12]

Genetic
algorithm/programming

Suitable for binary
classification as the
fitness function can be
the accuracy of the
population. Typically
used for classification

Financial
statement fraud

[9, 19]

Text mining Capable of studying plain
text, which offers a new
dimension to the
problem. Typically
used for clustering and
anomaly detection

Financial
statement fraud

[5, 7]

Group method of data
handling

Provides many of the
same benefits as neural
networks. Typically
used for prediction

Financial
statement fraud

[19]

Response-surface
methodology

Useful for determining
which method is best
applied to the problem
domain

Financial
statement fraud

[29]

Self-organizing map Provide both clustering
and classification
abilities, similarly to
neural networks.
Typically used for
classification and
clustering

Credit card fraud [18, 20]

Bayesian belief network Structured and formulaic,
used extensively in

Insurance fraud
Corporate fraud

[2]
[8]

(Continued)
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3 Financial Fraud Detection: Challenges and Future
Directions

Financial fraud detection is an evolving field in which it is desirable to stay ahead of the
perpetrators. Additionally, it is evident that there are still facets of intelligent fraud
detection that have not been investigated. In this section we present some of the key

Table 4. (Continued)

Method investigated Relevant method
properties

Fraud
Investigated

Research

other problems with
good results. Typically
used for prediction and
anomaly detection

Financial
statement fraud

[12]

Process mining Objective and able to
work well with large
samples of existing
data. Typically used for
anomaly detection

Securities and
commodities
fraud

[11]

Artificial immune system Utilises binary matching
rules, shown to be very
powerful when paired
with fuzzy logic.
Typically used for
anomaly detection

Credit card fraud [25]

Hybrid methods Combines the strengths of
multiple standard
algorithms into a new,
superior method. Can
be used for any
combination of
classification,
clustering, prediction,
regression, and
anomaly detection

Credit card fraud
Financial
statement fraud

[6, 15, 16]
[5, 10]

All/generic Allows the comparison of
multiple methods on a
specific problem to
discover the benefits
and negatives of each.
Can be used for any
combination of
classification,
clustering, prediction,
regression, and
anomaly detection

All/generic [14, 28]
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issues associated with financial fraud detection and suggest areas for future research.
Some of the identified issues and challenges are as follows:

• Typical classification problems: CI and data mining-based financial fraud detection
is subject to the same issues as other classification problems, such as feature
selection, parameter tuning, and analysis of the problem domain.

• Fraud types and detection methods: Financial fraud is a diverse field and there has
been a large imbalance in both fraud types and detection methods studied: some
have been studied extensively while others, such as hybrid methods, have only been
looked at superficially.

• Privacy considerations: Financial fraud is a sensitive topic and stakeholders are
reluctant to share information on the subject. This has led to experimental issues
such as undersampling.

• Computational performance: As a high-cost problem it is desirable for financial
fraud to be detected immediately. Very little research has been conducted on the
computational performance of fraud detection methods for use in real-time
situations.

• Evolving problem: Fraudsters are continually modifying their techniques to remain
undetected. As such detection methods are required to be able to constantly adapt to
new fraud techniques.

• Disproportionate misclassification costs: Fraud detection is primarily a classifica-
tion problem with a vast difference in misclassification costs. Research on the
performance of detection methods with respect to this factor is an area which needs
further attention.

• Generic framework: Given that there are many varieties of fraud, a generic
framework which can be applied to multiple fraud categories would be valuable.

As a classification problem, financial fraud detection suffers from the same issues as
other similar problems. Feature selection has a high impact on the success of any
classification method. While some researchers have mentioned feature selection for one
type of fraud [3, 13], no comparisons have been made between features for differing

Table 5. Classification based on fraud type investigated

Fraud type Method applied Research on the type of fraud

Credit card Support vector machines; Decision
tree; Self-organising maps; Fuzzy
logic; Artificial immune system;
Hybrid methods

[3] investigated credit card fraud
from an international
operation; [18] investigated a
banking database from the
Singapore branch of a
well-known international
bank; [20] investigated fraud
in multinational department
stores; [6] investigated typical
consumer spending to
determine fraud in a major

(Continued)
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problem domains. Also, one of the major benefits of the computational intelligence and
data mining methods is their ability to be adjusted to fit the problem domain. Existing
research has rarely used any form of customisation or tuning for specific problems;
however, tuning is an important factor in the context of an algorithm’s performance.
For example, the number of nodes and internal layers within a neural network has a
large impact on both accuracy and computational performance. Similarly the kernel
function chosen will considerably alter the success of a support vector machine and
parameters such as the fitness function, crossover method, and probability for mutation

Table 5. (Continued)

Fraud type Method applied Research on the type of fraud

bank in Turkey; [16]
investigated variation in
legitimate customer
transaction behaviour with
synthesised credit card data;
[25] investigated automated
bank machines and point of
sale from an anonymous
financial institution; [24]
investigated credit card
transactions

Securities and
commodities
and other
Corporate

Bayesian belief network; process
mining

[11] investigated internal
transactional fraud from a
successful, anonymous
European financial institution;
[8] Investigated emails and
discussion group messages to
detect corporate fraud

Insurance Fraud Logistic model [2, 17] and [23] all investigated
motor insurance claims from
Spanish insurance companies

Financial
statement

Response-surface methodology;
Neural networks; Decision trees;
Bayesian belief networks;
Support vector machine; Genetic
algorithms; Group method of
data handling; Logistic model
(regression); Text mining;
Hybrid methods

[29] investigated financial
statement fraud in general;
[12] investigated a selection of
Greek manufacturing firms;
[1, 4], and [19] investigated a
series of public Chinese
companies; [7] and [10]
investigated managerial
statements from official
company documents; [5] and
[9] investigated Accounting
and Auditing Enforcement
Releases authored by a
selection of US companies
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will impact the results of a genetic programming algorithm. Research on customisation
or tuning of the computational methods is required to truly comprehend the ability of
each method. Further, in other data mining cases the solution algorithm is selected
based on its performance within the problem domain, which for financial fraud
detection is the type of fraud investigated. Studies on the suitability of various methods
for each fraud category are necessary to understand which attributes of each algorithm
make them appropriate for detecting financial fraud.

From the existing literature it is apparent that there are some forms of fraud that
have not been investigated as extensively as others. Financial statement fraud has been
considerably investigated, which is understandable given its high profile nature, but
there are other forms of fraud that have a significant impact on consumers. Credit card
fraud often has a direct impact on the public and the recent increase in online trans-
actions has led to a majority of the U.S. public being concerned with identity theft [3].
A benefit of this close relation to the user is that credit card fraud is typically detected
quickly, which gives researchers access to large datasets of unambiguous transactions.
Other forms of fraud which have not been covered in depth include money laundering,
mortgage, and securities and commodities fraud. A lack of sufficient sample size may
be the reason for the lack of research in these areas [14]. Future studies that focussed on
these types of fraud detection would be beneficial.

The private nature of financial data has led to institutions being reluctant to share
fraudulent information. This has had an affect both on the fraud types that have been
investigated as well as the datasets used for the purpose. In the published literature
many of the financial fraud simulations consisted of less than a few hundred samples,
typically with comparable amounts of fraudulent and legitimate specimens. This is
contrary to the realities of the problem domain, where fraud cases are far outweighed
by legitimate transactions [3]. Undersampling the problem domain like this can cause
biases in the data that do not accurately represent real-world scenarios [9]. There is a
definite need for further studies with realistic samples to accurately depict the perfor-
mance of each method [7].

Some forms of financial fraud occur very rapidly, such as credit card fraud. If a
fraudster obtains an individual’s credit card information it’s very likely that they will use
it immediately until the card limit is reached. The ability to detect fraud in real-timewould
be highly beneficial as it may be able to prevent the fraudster from making subsequent
transactions. Computational performance is therefore a key factor to consider in fraud
detection. Though some researchers have noted the performance of their particular
methods [3, 18], most studies were simulations performed on test datasets. Further
research focussing on the computational as well as classification performance is required.

Unlike many classification problems, fraud detection solutions must be capable of
handling active attempts to circumvent them. As detection methods become more
intelligent, fraudsters are also constantly upgrading their techniques. For example, in
the last few decades credit card fraud has moved from individuals stealing or forging
single cards to large-scale phone and online fraud perpetrated by organised groups [3].
It is therefore necessary for fraud detection methods to be capable of evolving to stay
ahead of fraudsters. Some researchers have considered models for adaptive classifi-
cation, however further research is required to fully develop these for use in practical
fraud detection problems [30].
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As explained previously fraud has a large cost to businesses. Additionally, fraud
detection has associated costs: systems require maintenance and computational power,
and auditors must be employed to monitor them and investigate when a potential fraud
case is identified [12]. The expense of a false positive, in misclassifying a legitimate
transaction as fraud, is typically far less than that of a false negative [14]. Insufficient
study has been performed on the disproportionate nature of these costs, with attention
typically focussing on the traditional classification performance methods outlined in
Sect. 2.1. Considering the accuracy of each fraud detection method, focus should be on
achieving an optimum balance for each technique such that the expense is smallest.
Research specifically focused on finding this balance would add significant real-world
value to financial fraud detection.

Given the diversity of common categories of fraud it would be useful to have some
form of generic framework that could apply to more than one fraud category. Such a
framework could be used to study the differences between various types of fraud, or
even specific details such as differentiating between stolen and counterfeit credit cards
[3]. A ubiquitous model could also be used to determine which specific fraud detection
method is applicable given the problem domain. This approach has been investigated
slightly with response surface methodology [30], but more detailed research is desirable.

4 Conclusion

Fraud detection is an important part of the modern finance industry. In this research, we
have investigated the current practices in financial fraud detection using intelligent
approaches, both statistical and computational. Though their performance differed,
each technique was shown to be reasonably capable at detecting various forms of
financial fraud. In particular, the ability of CI methods such as neural networks and
support vector machines to learn and adapt to new situations is highly effective at
defeating the evolving tactics of fraudsters.

There are still many aspects of intelligent fraud detection that have not yet been the
subject of research. Some types of fraud, as well as some data mining methods, have
been superficially explored but require future study to be completely understood. There
is also the opportunity to examine the performance of existing methods by using
customisation or tuning, as well as the potential to study cost benefit analysis of
computational fraud detection. Finally, further research into the differences between
each type of financial fraud could lead to a generic framework which would greatly
enhance the scope of intelligent detection methods for this problem domain.
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Abstract. Collective anomaly is a pattern in the data when a group
of similar data instances behave anomalously with respect to the entire
dataset. Clustering is a useful unsupervised technique to identify the
underlying pattern in the data as well as anomaly detection. However,
existing clustering based techniques have high false alarm rates and con-
sider individual data instance behaviour for anomaly detection. In this
paper, we formulate the problem of detecting DoS (Denial of Service)
attacks as collective anomaly detection and propose a mathematically
logical criteria for selecting the important traffic attributes for detect-
ing collective anomaly. Information theoretic co-clustering algorithm is
advantageous over regular clustering for creating more fine-grained repre-
sentation of the data, however lacks the ability to handle mixed attribute
data. We extend the co-clustering algorithm by incorporating the ability
to handle categorical attributes which augments the detection accuracy
of DoS attacks in benchmark KDD cup 1999 network traffic dataset than
the existing techniques.

Keywords: Network traffic analysis · Information theory ·
Co-clustering · Collective anomaly detection · Pattern mining

1 Introduction

Internet is a modern day communication platform which provides a diverse range
of services. Applications like e-mail, real time video and voice communication,
file transfers and storage, web based contents are the most common applications
on Internet. Consequently, there is a growing demand for efficient algorithms
to detect important trends and anomalies in network traffic data. For example,
network managers need to understand user behavior in order to plan network
capacity.

One important concern in today’s networking environment is Internet secu-
rity. The network administrators have to handle a large variety of intrusion
attempts by individuals with malicious intent [1]. Although research in security
domain is growing significantly, the threats are yet to be mitigated. According
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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to Symantec Internet Security Threat Report, 2013 is considered as a year of
mega breach and the size of DoS attacks underwent a rapid increase [2]. Stuxnet
stands out of all because of the destructive and malicious behavior, discovered in
June 2010 [3]. The technology giant Google was also attacked along with numer-
ous other companies in 2010 [5]. With the increasing number of cyber security
experts, the number of individual with detrimental motif is also raising. Accord-
ing to Verizon’s Data Breach Investigation Report 2014, 63437 security incidents
were carried out by hackers [4]. In addition to that, the expertise required to
commit such crimes have decreased due to easily available tools. So, the detec-
tion of network attacks has become the highest priority in today’s Internet. In
this paper, we present a co-clustering scheme for identifying significant traffic
flow patterns such as DoS(denial of service) attacks. The contributions in this
paper can be summarized as follows-

– We propose a novel framework for the detection of the DoS(denial of service)
attacks.

– The characteristics of DoS attacks are analysed and considered as collective
anomaly (a group of similar data instances behaving abnormal) unlike the tra-
ditional anomaly detection techniques [6–8] where an individual data instance
is considered as anomalous.

– We propose a method for selecting the important traffic attributes for detect-
ing collective anomaly.

– Additionally, we extend the co-clustering algorithm [9,10] by incorporating the
ability to handle categorical attributes which augments the detection accuracy
of DoS attacks in benchmark KDD cup 1999 network traffic dataset [11] than
the existing techniques.

The roadmap of this paper is as follows. In Sect. 2, we describe the anomaly
detection and different aspects of it. Section 3 contains the formulation of anom-
aly detection problem for network traffic analysis and a framework for important
network traffic attribute selection. In Sect. 4, we discuss the information theo-
retic co-clustering and our proposed extension incorporating the ability to han-
dle categorical data. Section 5 contains the analysis of the experimental results
on benchmark KDD cup 1999 intrusion detection dataset [11] and followed by
related works in Sect. 6. We conclude our paper stating the future works in
Sect. 7.

2 Anomaly Detection and Network Traffic Analysis

In this Section we provide a brief discussion on traditional anomaly detection
and categories of anomaly. Next, we describe various assumptions of anomaly
detection for network traffic analysis.

2.1 Different Types of Anomaly

Anomaly detection is an important aspect of data mining, where the main objec-
tive is to identify anomalous or unusual data from a given dataset. Anomaly
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detection is interesting because it involves automatically discovering interesting
and rare patterns from datasets. Anomaly detection has been widely studied in
statistics and machine learning, also known as outlier detection, deviation detec-
tion, novelty detection, and exception mining [12]. Anomalies are considered to
be important because they indicate significant but rare events, and they can
prompt critical actions to be taken in a wide range of application domains. For
example, an anomaly in an MRI image may indicate the presence of a malignant
tumour. Similarly, abnormal behaviour in a credit card transaction could indi-
cate fraudulent activities, an unusual traffic pattern in a network could mean
that a computer is hacked or under attack, e.g., using worms and Denial of Ser-
vice attacks. An important aspect of anomaly detection is the nature of anomaly.
Anomalies can be categorized in the following ways.

1. Point Anomaly: When a particular data instance deviates from the normal
pattern of the dataset, it can be considered as a point anomaly. For a realistic
example, we can consider expenditure on car fuel. If the usual car fuel usage
of a person is five litres/day but if it becomes fifty litres in any random day
then it is a point anomaly.

2. Contextual Anomaly: When a data instance is behaving anomalous in a
particular context, but not in other context, then it is termed as a contextual
anomaly, or conditional anomalies. For example, the expenditure on credit
card during a festive period, e.g., Christmas or New Year, is usually higher
than the rest of the year. Although, the expenditure during a festive month
can be high, it may not be anomalous due to the high expenses being contex-
tually normal in nature. On the other hand, an equally high expense during
a non-festive month could be deemed as a contextual anomaly.

3. Collective Anomaly: When a collection of similar data instances are behav-
ing anomalously with respect to the entire data set, then this collection
is termed as collective anomaly. It might happen that the individual data
instance is not an anomaly by itself, but due to its presence in a collection it
is identified as an anomaly [13].

2.2 Anomaly in Network Traffic and Assumptions

Reliance on computer network and the increasing connectivity of these networks
also raised the probability of damage caused by various types of network attacks.
Network attacks, also named as intrusions are difficult to detect and prevent net-
works, with security policies due to the rapid change of system and applications.
Simply, a threat/attack refers to anything which has the detrimental character-
istics to compromise a host or network. Poor design of network, carelessness of
users, misconfiguration of software or hardware cause the vulnerabilities. Accord-
ing to Kendall et al. [14], the attacks can be classified into four major categories
discussed below.

– Denial of Service (DoS): It is a type of misuse of the rights to the resources
of a network or a host. These are targeted to disrupt the normal comput-
ing environment and make the service unavailable. A simple example of DoS



Co-clustering Based Collective Anomaly Detection 207

attack is denial of access to a web service to legitimate users, when the server
is flooded with numerous connection requests. Performing DoS attack need no
prior access to the target and thus considered to be a dreaded attack (Fig. 1
illustrates the DoS attack execution)

– Probe: These attacks are used to gather information about a target network
or host. More formally, these attacks are used for reconnaissance purpose.
The reconnaissance attacks are quite common for gathering information about
types and number of machines connected to a network, a host can be attacked
to find out the types of softwares installed or application used. The probe
attacks are considered as first step of an actual attack to compromise the
host or network. There is no specific damage caused by these attacks but
considered as serious threat to any corporation because it might give useful
information to launch another dreadful attack.

– User to Root: When the attacker aims to gain illegal access to administrative
account to manipulate or abuse important resources, user to root attacks
are launched. To launch such attacks, using social engineering approaches or
sniffing password, the attacker access a normal user account. Then exploits
some vulnerability to gain the super user privilege.

– Remote to Local: When an attacker wants to gain local access as an user
of a targeted machine, the R2L attacks are launched. The attacker have the
privilege to send packets over network to the target machine. Most commonly
the attacker tries hit and trial password guessing by automated scripts, brute
force method etc. There are also some sophisticated attacks where attacker
installs a sniffing tool to capture password before penetrating the system.

Fig. 1. DoS attack execution. The attacker is labelled red and a huge amount of special
requests are sent to the server to make the service unavailable to other legitimate users
(labelled green), adapted from Internet [15] (Color figure online)
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It is a research challenge to efficiently identify such attacks/intrusions in net-
work traffic to prevent the network from probable damages. Anomaly detection
is one such technique to identify abnormal behaviour and analyse further. The
basic assumptions for anomaly detection from network traffic are as follows-

– Assumption 1: ‘The majority of the network connections are normal traffic,
only a small percentage of traffic are malicious’[16].

– Assumption 2: ‘The attack traffic is statistically different from normal traf-
fic’ [17].

In recent years, the traditional philosophy of using a knowledge base or exter-
nal supervision is superseded by unsupervised anomaly detection. Unsupervised
anomaly detection techniques are based on purely fundamental topics of data
mining such as clustering. Without relying on expert supervision, unsupervised
anomaly detection uses clustering techniques to divulge the underlying structure
of unlabelled data as well as unknown behaviour. The clustering based anomaly
detection follows similar assumptions as below-

– Premise 1: We can create clusters of normal data only, subsequently, any new
data that do not fit well with existing clusters of normal data are considered
as anomalies. For example, density based clustering algorithms do not include
noise inside the clusters. Here noise is considered as anomalous.

– Premise 2: When a cluster contains both normal and anomaly data, it has
been found that normal data lie close to the nearest cluster centroid but anom-
alies are far away from the centroids [6]. Under this assumption, anomalous
events are detected using a distance score. For example, Mohiuddin et al. [6]
considered an outlier according to a points distance from its centroid. If the
distance is a multiple of mean distances of all other data points from the
centroid then it is considered as an outlier. Formally, ‘an object o in set of n
objects is an outlier if the distance between o and the centroid is greater than to
p times the mean of the distances between centroid and other objects ’. They
also showed that removing outliers from clusters can significantly improve
clustering objective function.

– Premise 3: In a clustering where there are clusters of various sizes, smaller
and sparser can be considered as anomalous and dense clusters can be con-
sidered normal. The instances belonging to clusters whose size and/or density
is below a threshold are considered as anomalous. Amer et al. [7] introduced
Local Density Cluster-Based Outlier Factor (LDCOF) which can be consid-
ered as a variant of CBLOF [8]. The LDCOF score Eq. (4) is calculated as
the distance to the nearest large cluster divided by the average distance to
the cluster center of the elements in that large cluster. LDCOF score will be
A when p ∈ Ci ∈ SC where Cj ∈ LC and B when p ∈Ci ∈ LC.

distanceavg(C) =
∑

i∈C d(i, C)
|C| (1)

A =
min(d(p,Cj))

distanceavg(Cj)
(2)
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B =
d(p,Ci)

distanceavg(Ci)
(3)

LDCOF (p) = A | B; (4)

3 DoS Attack as Collective Anomaly and Relevant
Attribute Selection

In this Section, we discuss more about the how DoS attack can be considered as
collective anomaly and propose a criteria for finding the relevant attributes for
their detection. At first, we look at the data distribution of the benchmark KDD
cup 1999 network intrusion dataset to understand the impact of these aforemen-
tioned attacks. The rationale behind using this dataset is quite logical in a sense
that, the taxonomy used to classify attack types for intrusion detection evalua-
tion is relevant today regardless of the advent of newer attacks. Additionally the
scarcity of labelled network traffic datasets for intrusion detection evaluation is
a major issue. Although being outdated, this dataset has been used widely for
benchmarking purposes [18].

3.1 DoS Attack as Collective Anomaly

From Table 1, it is evident that, the Probe, R2L and U2R attack types are
quite insignificant in size and traditional machine learning approaches shown
poor performance on these rare classes of attack [19,20]. However, in this paper
we are addressing the issue of detecting the DoS attacks as collective anom-
aly. Following the data distribution of KDD cup 1999 dataset and the anomaly
detection assumptions discussed previously (Sect. 2.2), we observe a complete
mismatch. For network traffic analysis, DoS attacks do not follow these assump-
tions. Considering the characteristics of DoS attack and the size we can come
to a conclusion that, DoS attack can be considered as a group of network traf-
fic instances affecting the network as well as collective anomaly (Sect. 2.1). DoS
attack has few variants and can be classified into two major groups based on
their distribution. There are six variants of DoS attack as follows-

– Back: It is an attack against the Apache web server.
– Land: It is an effective attack where the attacker sends a packet with same

source and destination address.
– Neptune: This attack makes the TCP/IP implementations vulnerable.
– POD: In ping of death attack, the size of ICMP packets are longer than 64000

bytes.
– Smurf: When there is a large number of ‘echo replies’ sent to a machine

without any ‘echo request’ can be considered as Smurf attack.
– Teardrop: This attack has the ability to exploit the flaws in the implemen-

tations of IP fragmentation re-assembly code.



210 M. Ahmed and A.N. Mahmood

Table 1. Class distribution of KDD Cup 1999 dataset [11]

Class Full training dataset 10 % of Training dataset Test dataset

Label (%age) (%age) (%age)

DoS 79.28 79.24 73.9

Probe 0.84 0.83 1.34

U2 0.001 0.01 0.02

R2L 0.023 0.23 5.26

Normal 19.86 19.69 19.48

The Table 2 displays the distribution of different types of DoS attack in KDD
cup dataset. Considering the volume of DoS attack and their characteristics, we
can come to an understanding that, DoS attack cannot be treated as point
anomaly and in this regard treating the same as collective anomaly is a better
idea for more accurate results.

Table 2. DoS attack distribution of KDD Cup 1999 dataset [11]

Attack No. of instance

Smurf 280790

Neptune 10720

Back 2203

Teardrop 979

POD 264

Land 21

From the Table 2, it is evident that there exists predominant two classes of
DoS attack based on the size. We can also summarize in the way that, clustering
these different attacks will result in two classes. Next, we discuss the technique
to select the attributes responsible for differentiating DoS from normal traffic.

3.2 Traffic Attribute Selection

In this Section, we investigate the behaviour of DoS and normal traffic attributes.
Since, there is a huge amount of network traffic corresponding to DoS attack, we
can consider the similarity in instances and the difference in standard deviation
between the normal and DoS instances as important factor for attribute selec-
tion. It is mathematically logical that, if there are more similar instance in a
group then the difference of standard deviation will be less with the other group
with smaller number of similar instances. Lets give an example to show that our
hypothesis. Consider the dataset D has two attributes and contains only DoS
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and normal instances. Now, as we know, DoS attack is a collective anomaly and
outnumber the normal instances, we need to identify the attributes which play
important role for differentiating DoS and normal instances. Additionally, these
huge number of traffic instances are linearly scaled between [0,1] for avoiding
the impact of distance function of clustering algorithms. Let A and B be two
attributes where A = (1,....,100000) and B = (1,....,100). The range is defined as
range(i) = max(i)- min(i), consequently the range(A) = 100000 and range(B) =
100. When Euclidean distance Eq. (5) will be used for clustering the dataset, the
attribute A will have a greater impact than the attribute B. Table 3 displays the
sample dataset where instances corresponding to DoS and normal are labelled.

D(C1, C2)) =

√
√
√
√

d∑

i=1

Di(C1, C2)2 (5)

Table 3. Sample dataset

Label A1 A2

DoS 0.11 0.88

DoS 0.33 0.11

DoS 0.44 0.33

DoS 0.55 0.44

DoS 0.88 0.11

Normal 0.11 0.94

Normal 0.94 0.33

Normal 0.22 0.11

In the Table 3, the similarity of instances between DoS and normal for
attribute A1 is 1 and for A2 is 2. The standard deviation difference between
DoS and normal for attribute A1 is 0.1661 and for A2 is 0.1453. In Eq. (6) Sim
indicates the number of similar instances in DoS and normal. In Eq. (7) Stdev
indicates the standard deviation Eq. (8) and d is the difference.

SimA1(DoS,Normal) < SimA2(DoS,Normal) (6)

d(StdevA1(DoS,Normal)) > d(StdevA2(DoS,Normal)) (7)

σ =

√
√
√
√ 1

N

N∑

i=1

(xi − μ)2 (8)

Once we have the similarity and difference in standard deviation for the orig-
inal dataset, clustering algorithm is applied to find out the underlying pattern
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from the data with D(Simi, di), where i=1 to n, the number of attributes in
the dataset. Here we propose to apply x-means clustering algorithm which is a
variant of basic k-means and use bayesian information criterion Eq. (9) to iden-
tify the number of clusters in the data [13]. Where lj (D) is the log-likelihood of
the data according to the jth model and taken at the maximum likelihood point,
pj is the number of parameters in Mj , which refers to a family of alternative
models. R refers to the size of dataset D.

BIC(Mj) = lj(D) − pj

2
× log R (9)

Now, the cluster with lowest similarity and highest difference in standard
deviation contains the expected attribute set of the data which can be used for
differentiating DoS attack as well as collective anomaly from the normal instances
with better accuracy than using the attributes which can exacerbate the detec-
tion accuracy. (Sect. 5.1 includes more details on the experimental analysis)

4 Improved Information Theoretic Co-clustering

In this Section, we briefly discuss about the co-clustering technique at first,
then we describe the information theoretic co-clustering framework. Finally, we
highlight the issue of mixed attribute dissimilarity measure for co-clustering and
integrate such measure for information theoretic co-clustering to improve it’s
ability to handle network traffic.

4.1 Co-clustering

Co-clustering can be simply considered as a simultaneous clustering of both
rows and columns. Co-clustering can produce a set of c column clusters of the
original columns C and a set of r row clusters of original row instances R. Unlike
other clustering algorithms, co-clustering also defines a clustering criterion and
then optimizes it. In a nutshell, co-clustering finds out the subsets of rows and
columns simultaneously of a data matrix using a specified criterion. Co-clustering
has been widely applied in various application domain such as text clustering,
gene-microarray analysis, natural language processing and many more [10]. The
benefits of co-clustering over the regular clustering are the following-

1. Simultaneous grouping of both rows and columns can provide a more com-
pressed representation and preserve information contained in the original
data.

2. Co-clustering can be considered as a dimensionality reduction technique and
suitable for creating new features.

3. Significant reduction in computational complexity. For example, traditional
k-means algorithm has the O(mnk) as computational complexity where m=
number of rows, n = number of columns and k is the number of clusters. But
in co-clustering the computational complexity is O(mkl + nkl), here l is the
number of column clusters. Obviously O(mnk) � O(mkl + nkl).
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4.2 Information Theoretic Co-clustering

Information theoretic co-clustering is first proposed by Dhillon [9] where it is
modeled as the joint probability distribution. According to their approach an
optimal co-clustering confirms the loss minimization of ‘Mutual Information’ as
follows in Eq. (10).

min(I(X;Y ) − I(X̂; Ŷ )) (10)

Banerjee et al. [10] pointed out that the information theoretic co-clustering
uses the joint probability distribution which may not be known and calculated
from contingency table or co-occurrence matrix. Additionally the data matrix
may contain negative entries and distortion measure other than KL-divergence
may be more appropriate. Banerjee et al. [10] extended the information theoretic
co-clustering [9] in three directions as follows-

– Nearness is measured by Bregman divergence.
– Allows multiple co-clustering schemes.
– Generalization of maximum entropy approach.

Bregman co-clustering tries to minimize the information loss in the approxi-
mation of a data matrix X, in terms of a predefined bregman divergence function.
For a given co-clustering (R,C) and a matrix approximation scheme M, a class
of random variables which store the characteristics of data matrix X is defined.
The objective function tries to minimize the information loss on the approxima-
tion of X̃ for a co-clustering R,C. The Bregman information of X can be defined
as follows

Iφ(X) = E

[

log

(
X

E[X]

)]

(11)

Here, the matrix approximation scheme is defined by the expected value and
the bregman divergence dφ for a optimal co-clustering as follows

(R∗, C∗) = arg min E[dφ(X, X̃)] (12)

Here, dφ, can be considered in two ways as follows.

I − Divergence : dφ(x1, x2) = x1log(
x1

x2
) − (x1 − x2) (13)

EuclideanDistance : dφ(x1, x2) = (x1 − x2)2 (14)

4.3 Co-clustering Mixed Attribute Data

Since, we are inspired to use the co-clustering for network traffic analysis, we
find that, these co-clustering techniques are not using any nearness measures for
mixed attribute data instances such as the data matrix with both categorical
and numerical data. However, network traffic instances contain both categorical
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and numerical data. For example, the protocols of traffic instances are categori-
cal and port numbers are numerical in nature. In this scenario, we incorporate
the mixed attribute distance measure for co-clustering network traffic as well
as collective anomaly detection. There are various measures for similarity cal-
culation of categorical data [21] but for simplicity we just consider that, the
dissimilarity between two data instances is 1 when they mismatch and zero oth-
erwise Eq. (15). The following Table 4 displays the concept for the network traffic
protocols which are categorical data. As a whole, for numerical data, we simply
use the Euclidean distance and for categorical data we consider the similar data
instance has distance zero and dissimilar data has distance one Eq. (16).

Table 4. Nearness calculation for categorical data [21]

Label TCP UDP ICMP

TCP 0 1 1

UDP 1 0 1

ICMP 1 1 0

D(Xk, Yk) =
{

0 if Xk = Yk

1 otherwise
[For Categorical data] (15)

[Mixed Attribute Distance Measure] D(X,Y ) =

√
√
√
√

d∑

k=1

Dk(Xk, Yk)2 (16)

Consequently the distance between two traffic instances
d1=(TCP, 0.11, 0.78), d2=(ICMP, 0.33, 0.74) will be calculated as Eq. (16)√

(TCP − ICMP )2+(0.11 − 0.33)2+(0.78−0.74)2 =
√

1 + 0.0484 + 0.0016 =
1.02. As a result, bregman co-clustering is extended for handling dataset with
both categorical and numerical data and is suitable for applying on network
traffic datasets.

5 Experimental Analysis

As discussed earlier, we use the KDD cup 1999 dataset for the experimental
evaluation. The first part of our experiment contains the attribute selection for
collective anomaly detection and then we show the effectiveness of improved
information theoretic co-clustering for network traffic analysis.
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Table 5. Attribute selection results

Attributes Sim(DoS,Normal) dstdev(DoS,Normal)

1-20,23,24,25,26,28,29,35,37 257 255.50

21,22,30,31 1056 111.05

27,32,33,34,36,38,39 536 115.10

5.1 Attribute Selection from KDD Cup 1999 for Collective
Anomaly Detection

The KDD cup 1999 dataset has 41 attributes which can be classified into four
main groups as the basic, time, host, content features. Since, we are using the
normalized data which is linearly scaled between 0 and 1, it is important to
use the attributes which has the ability to distinguish DoS attack from normal
instances. We calculate the standard deviation of the DoS and normal data
instances from labelled data and measure the difference as dstdev(DoS,Normal).
Also, the number of similar number of data instances in both category of the
data as Sim(DoS,Normal). Then we apply x-means algorithm on the dataset as x-
means(dstdev(DoS,Normal), Sim(DoS,Normal)). The following Table 5 depicts
the results after the clustering and it is clear that, the cluster which has less
similar data instances and higher standard deviation will be suitable group of
attributes for collective anomaly detection. For the space scarcity, we represent
the attributes with the numbers serially.

5.2 Collective Anomaly Detection Using Improved Co-clustering

Once we have the desired attribute set, next we apply the improved information
theoretic co-clustering which can handle both the numeric and categorical data.
Since, we are focusing on detecting DoS attacks and in Sect. 3.1 it was discussed
that in KDD cup has predominant 2 groups of attack according to size. So, the
input row as three for the co-clustering will be appropriate and based on the
attributes the number of column clusters will be four. We consider the smaller
cluster will be the cluster containing normal instances and the larger clusters as
attack clusters or collective anomaly. We measure the accuracy of our approach
using the standard confusion metrics. The metrics are listed as True Positive
(TP = Attack correctly identified as attack.), False Positive (FP = Normal traffic
incorrectly identified as attack.), True Negative (TN = Normal traffic correctly
identified as normal), False Negative (FN = Attack incorrectly identified as
normal.). Table 6 displays the possible test outcomes and the confusion metrics.

The accuracy is computed using Eq. (17).

Accuracy =
TP + TN

TP + TN + FP + FN
(17)

We also consider the Precision, Recall and F-measure for evaluation. In pat-
tern mining, precision is referred as the fraction of retrieved instances that are
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Table 6. Standard confusion metrics

Actual traffic label Normal Attack

Normal TN FP

Attack FN TP

Table 7. Evaluation results

Accuracy Precision Recall F-measure Attack cluster purity Normal cluster purity

92.82% 0.9236 0.9923 0.96 92.36% 95.6%

relevant, while recall is the fraction of relevant instances that are retrieved. F-
measure combines precision and recall as the harmonic mean of precision and
recall Eq. (18). We also consider cluster purity as another evaluation criterion
Eq. (19).

F − measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(18)

Cluster Purity =
Number of Attack/Normal Instances

Size of the cluster
(19)

Table 7 contains the evaluation results of all the metrics discussed above.
The experimental results are quite satisfactory, however, it is not worthy to
compare our results with other clustering based techniques because the concept
of collective anomaly detection is proposed by ourselves for the first time and
not considered by others. The closest approach [1] which used co-clustering for
network anomaly detection considered only cluster purity for evaluation and only
seven numerical attributes for co-clustering. However, our proposed technique
outperforms their approach with the cluster purity as well considering both
normal and attack cluster purity (Table 8).

Table 8. Cluster purity comparison

Purity Our proposed technique Network anomaly detection using
co-clustering [1]

Normal 95.6 % 75.84 %

Attack 92.36% 92.44 %

6 Related Works

In this Section, we provide a brief description on the existing techniques for net-
work anomaly detection. There are various approaches to deal with the network
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Table 9. Network anomaly detection accuracy using clustering algorithm [23]

Algorithm Accuracy False positive

k-means 57.81 % 22.95 %

Improves k-means 65.40 % 21.52 %

k-medoids 76.71 % 21.83 %

EM clustering 78.06 % 20.74 %

Distance based outlier detection 80.15 % 21.14 %

anomaly detection, however we focus on the clustering based network anomaly
detection since our approach is of this category.

To the best of our knowledge, we are the first to propose collective anomaly
detection using co-clustering. Although in [1], co-clustering is used for anom-
aly detection however considered the numerical attributes for co-clustering. So,
the comparison is not logical due to different set of attributes. Also, the cluster
purity, accuracy of our approach is significantly better than their approach. Port-
noy et al. [16] proposed clustering based on width to classify data instances. The
width is a constant and remains same for all the clusters. Once the clustering is
done, based on the assumption that normal instances constitute overwhelmingly
large portion of the entire dataset, N percent of clusters are normal and other
are anomalous. Using the assumption of Portnoy et al. [16], Kingsly et al. [22]
proposed a density-based and grid-based clustering algorithm which is suitable
for unsupervised anomaly detection. Iwan et al. [23] described the advantages
of using the anomaly detection approach over the misuse detection technique in
detecting unknown network intrusions or attacks. It also investigates the per-
formance of various clustering algorithms when applied to anomaly detection
(Shown in Table 9). Four different clustering algorithms: k-means, improved k-
means, k-medoids, Expectation Maximization(EM) clustering and distance-based
outlier detection algorithms are used. The anomaly detection module produced
high false positive rate (more than 20 %) for all four clustering algorithms. None
of these techniques considered collective anomaly detection and avoids the vol-
ume issue of DoS attacks, consequently performing poor than our proposed
approach.

7 Conclusion

In this paper, we have proposed to solve the network intrusion detection prob-
lem using a set of emerging data mining and machine learning techniques. Our
contribution includes detection of the DoS attacks due to its volume and detri-
mental impact on the network. The characteristics of these type of attacks are
analysed and considered as collective anomaly unlike the traditional anomaly
detection techniques. We propose a method for selecting the traffic attributes
responsible for detecting collective anomaly. We also explore the effectiveness
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of information theoretic co-clustering algorithm which is advantageous over reg-
ular clustering for creating more fine-grained representation. Additionally, we
extend the co-clustering algorithm by incorporating the ability to handle cate-
gorical attributes. Experimental results show that our proposed approach have
better results on various evaluation metrics using benchmark KDD cup 1999
network traffic dataset than the existing techniques. In future, we will focus on
creating concise and informative network traffic summaries using co-clustering
techniques.
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Abstract. Malware, which is a malevolent software, mostly pro-
grammed by attackers for either disrupting the normal computer oper-
ation or gaining access to private computer systems. A malware detec-
tor determines the malicious intent of a program and thereafter, stops
executing the program if the program is malicious. While a substan-
tial number of various malware detection techniques based on static and
dynamic analysis has been studied for decades, malware detection based
on mining program graph features has attracted recent attention. It is
commonly believed that graph based representation of a program is a
natural way to understand its semantics and thereby, unveil its exe-
cution intent. This paper presents a state of the art survey on mining
program-graph features for malware detection. We have also outlined the
challenges of malware detection based on mining program graph features
for its successful deployment, and opportunities that can be explored in
the future.

Keywords: Program graph · Graph features · Malware detection

1 Introduction

Malwares are one of the most severe problems witnessed by the modern com-
puter society everyday. Malware is a malevolent software that either tries to
disrupt the normal computer operation or gather sensitive information from pri-
vate computer systems by spying on users’ behavior and compromising their
privacy. The malware writers also apply various code obfuscation techniques on
previous malwares, changing their internal structures while keeping their original
functionalities unchanged known as polymorphic malwares, to evade detection.
The obfuscation techniques also facilitate widespread proliferation of various
instances of the same malware without getting detected. David Perry from Trend
Micro reported that some antivirus (AV) vendors are seeing 5,000 distinct mal-
ware samples per day [32]. A malware detector determines the malicious intent
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 220–236, 2015.
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of a program and thereafter, stops its execution if it is malicious. In malware
detection based on mining graph features, a program graph is constructed by
considering System and/or API calls, sub-programs and targets of jump instruc-
tions as nodes and their calling relationships as connections or links. A program
graph may come in various formats and names, e.g., call graphs, control-flow
graphs, code graphs etc. Once constructed, a program graph can be mined to
extract important graph-based-features which can be intelligently learned into
a classifier to detect malicious intent of the unknown program.

While a substantial number of malware detection techniques based on sta-
tic and dynamic analysis has been studied for decades ([13,22] for survey), mal-
ware detection based on mining program graph features is not established yet.
However, it is commonly believed that graphs can be used to represent complex
program behavior efficiently [36], which may not be possible in traditional static
and dynamic behavior analysis [12,18]. For example, code obfuscations are easily
detectable through mining program graph features. Therefore, graph based rep-
resentation of program behavior and thereby mining important graph features
for malware detection has attracted recent attention [1,7,8,10–12,15,18,23,26,
28,34,41]. Though, a number of research efforts has been made for malware detec-
tion based on mining program graph features, this is still in its premature stage.
In this survey paper, we report only representative and important state of the art
research works that develop malware detection techniques based on mining pro-
gram graph features. We also provide necessary background on malware detection
based on program graph analysis and outline important research directions that
can be explored in the future.

The main contributions of this survey paper are given as follows:

– We provide the background on the program graph, its construction and mining
program graph features for malware detection.

– We present a survey on representative works that develop malware detection
techniques based on mining program graph features.

– We provide a comparative study of the existing works under the variants of
program graph and a summary of them.

– We outline the future challenges that need to be addressed for successful
deployment of malware detectors based on mining program graph features.

The rest of the paper is organized as follows: Sect. 2 presents related surveys;
Sect. 3 provides preliminaries on program graphs and mining program graph
features; Sect. 4 describes the modules of a generalized malware detection system
based on mining program graph features; Sect. 5 presents the surveyed works;
Sect. 6 presents the limitation of the existing works and the future challenges of
malware detection based on mining program graphs; and finally, Sect. 7 concludes
the paper.

2 Related Surveys

Survey on Malware Analysis Techniques: In [37], Siddiqui et al. present
a survey on malware detection based on data mining techniques. The surveyed
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works learn the detection model by mining the file features extracted from the
binary programs. The authors categorize the surveyed works based upon the
analysis type (static and dynamic) and detection type (misuse and anomaly).
In [35], Shabtai et al. present a taxonomy of malware detection methods that
rely on machine learning classifiers (which utilize static features extracted from
executables) to detect malwares. The authors also address various aspects of the
detection challenge such as file representation and feature selection methods,
classification algorithms, weighting ensembles, the imbalance problem, active
learning and chronological evaluation. In [17] Felt et al. survey the current state
of mobile malware in the wild. The authors collect malware samples from iOS,
Android, and Symbian mobile platforms to analyze the incentives and possible
defenses of them. They classify collected malwares by analyzing their behav-
ior and describe the incentives that actually promote each type of malicious
behavior. They also present defenses that disincentivize some of the behaviors
of these malwares. In [13], Egele et al. provide an overview of techniques based
on dynamic analysis that are used to analyze potentially malicious samples.

Survey on Code Obfuscation Techniques: In [3], Balakrishnan and Schulze
analyze the different code obfuscation techniques in connection with the protec-
tion of intellectual property and the hiding of malicious code. In [30], Majumder
et al. provide an overview of obfuscation and highlight that the dispatcher model
and opaque predicates transforms have provable security properties. In [46], You
and Yim present a survey on malware obfuscation techniques by reviewing the
encrypted, oligomorphic, polymorphic and metamorphic malwares.

Survey on Botnet Detection Techniques: A botnet is a collection of com-
promised computers, which are remotely controlled by hackers to perform var-
ious network attacks, such as denial-of-services and information phishing. In
[16], Feily et al. present a literature survey on botnet and four classes of botnet
detection techniques: (a) signature-based (b) anomaly-based (c) DNS-based and
(d) mining-based. In [2], Bailey et al. provide a brief survey on existing botnet
research, the development and trends of botnets as well as different types of net-
works that approach the botnet problem with differing goals and visibility. In
[48], Zhang et al. survey the latest botnet attacks and defenses by introducing the
principles of fast fluxing and domain fluxing, and explain how these techniques
were employed by the botnet owners. In [38], Silva et al. presents a comprehen-
sive survey on the botnet problem by briefly summarizing the previous works
from the literature. Then, the authors supplement these works by covering an
extensive range of discussion of recent works and providing solution proposals.

Survey on Intrusion Detection Techniques: In [19], Garcia-Teodoro
et al. present a survey of the most well-known anomaly-based intrusion detec-
tion techniques. The authors also present the available platforms, systems under
development and research projects in the area. Finally, the authors outline the
main challenges that need to be addressed for the wide scale deployment of
anomaly-based intrusion detectors. In [40], Tavallaee et al. review the experi-
mental practice in the area of anomaly-based intrusion detection by surveying
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276 studies published during the period of 2000–2008. Finally, the authors sum-
marize their observations, e.g., why anomaly-based intrusion-detection methods
are not adopted by the industry and identify the common pitfalls among the
surveyed works.

To the best of our knowledge, there exists no other paper that provides a
complete survey on program graphs and malware analysis based on mining graph
features. The purpose of this paper is to provide a tutorial on program graphs
and mining graph features, as well as survey the existing works that extract
program graph features for malware analysis. We also summarize the limitation
of existing works and give challenges to explore further in this direction.

3 Preliminaries

In this section, we present the generalized definition of program graph, properties
and common features mined on such graphs.

Definition 1 (Program Graph). A program graph, denoted by g, is represented
as g = (V,E, lv, le), where V is the set of nodes and E is the set of links. A directed
link (u, v) will be in E if there is a directed relationship from u to v, where both u
and v is in V . The lv denotes a labeling function that returns the label of the nodes
in V , i.e., lv : V → Σv. The le denotes another labeling function that returns the
label of the links inE, i.e., le : E → Σe. A path p is a sequence of nodes v1, v2, ...., vk
such that there is a link between the successive pair of nodes in this sequence. If the
start and end nodes are the same, we call it a cycle c.

The nodes in V may consist of system or API calls, targets of jump instruc-
tions, procedure calls and jump targets of a program, even a code fragment of a
program including program instructions itself [7,15,24,28]. The links in E may
represent the calling relationships (i.e., who calls whom) and/or information
flows between nodes. The nodes and links are summarized in Table 1.

Table 1. Nodes and links of program graphs

Type Value(s)

Nodes System&API Calls, Procedure Calls, Jump Instructions, Targets of Jump,
Code Fragments, Program Instructions

Links Calling Relationships, Information Flows

Fig. 1. Variants of program graph

The generalized definition
of program graph given in
Definition 1 can be made spe-
cific for call graphs, control-
flow graphs (CFGs), code
graphs etc. as shown in Fig. 1.
The nodes and links in differ-
ent variant of program graphs are shown in Table 2. An example of a program
call graph (who-calls-whom), which is directed, is shown in Fig. 2.
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The root node “start” in the call graph is the node from where execution
begins and is the same for every program call graph. The success of a mal-
ware detector based on mining program graph features depends on the accurate
construction of the corresponding program graph and the information encoded
in it [24,27]. In [27], Kruegel et al. propose an approach for identifying the
program control-flow-graph and program’s instruction information based on its
initial control flow graph and statistical methods. Generally, the construction of
program graph is accomplished as a preprocessing step by the detectors [24].

Definition 2 (Graph Isomorphism). Given two program graphs g1 =
(V1, E1, lv, le) and g2 = (V2, E2, lv, le), g1 is said to be subgraph isomorphic to g2,
if there is an injective function µ : V1 → V2 such that (1) ∀u, v ∈ V1 and u �= v,
we have µ(u) �= µ(v). (2) ∀v ∈ V1, we have µ(v) ∈ V2 and lv(v) = lv(µ(v)). (3)
∀(u, v) ∈ E1, (µ(u), µ(v)) ∈ E2 and le((u, v)) = le((µ(u), µ(v))). We say that
g1 is a subgraph of g2 and g2 is a supergraph of g1. Given two program graphs
g1 and g2, graph g12 is said to be a common subgraph of g1 and g2, if g12 is
subgraph isomorphic to both g1 and g2, respectively.

Proving subgraph isomorphism is NP-complete [20], which urges for approx-
imate matching between program graphs in large datasets. To facilitate this
approximate matching for nodes and links between pair of program graphs, the
node label function lv and link label function le can be enhanced to return
additional information about nodes and links beyond their labels. Approxi-
mate/inexact graph matching also urges an efficient indexing mechanism in the
databases for storing program graphs. The advanced graph indexing techniques
proposed elsewhere [43,50] can be borrowed to serve this purpose.

Definition 3 (Graph Database). The database D is a collection of program
graphs, {g1, g2, ..., gn}, where each gi can have either labels “malware” (m) or
“benign” (b), i.e., lg : D → Σg, where Σg = {m, b} and lg is a labeling function.

Definition 4 (Graph Pattern). A graph feature, fi, is a pattern mined from
program graphs in D that is highly discriminative for characterizing samples in
either class. A pattern space, F , is a collection of highly discriminative patterns.

In general, graph features are extracted by applying special techniques on
nodes, links, paths and cycles of the program graph, and thereby, to generate
signatures that can represent the corresponding program efficiently. The per-
formance of the detector system largely depends on the intelligent selection of
features and/or construction of signatures [15,18].

Definition 5 (Malware Detection Based on Mining Program Graph
Features). Given the database of program graphs (D) and the pattern space
(F ), a malware detector learns a classifier or model, C, that can correctly return
the label of an unknown program graph.

By learning a classifier or model in the above definition we mean gathering
enough information (i.e., graph features) from existing graphs in D so that C can
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classify an unknown program as either malware or benign. This can be modeled
as both lazy and eager learning approach or a combination of both for developing
a multi-step/multi-evidence based malware detectors [47]. For example, we can
adopt lazy learning approach for k-nearest neighbor (kNN) classification where
an unknown program is labeled based on the labels of its k nearest neighbors [49].
Though, we can apply eager learning approach for learning the appropriate value
of k from D. In classifiers like SVM, we need to adopt eager learning approach
to learn an appropriate weight function W from D for classifying an unknown
program graph [45]. The adoption of a specific learning approach depends on
the learned classifier used by the detector system.

4 A Generalized Malware Detection System Based
on Program Graph Analysis

We depict a generalized conceptual framework of a malware detection system
based on mining program graph features in Fig. 3. The framework shows impor-
tant modules and the information flow between them by dividing the whole
system into two main parts: (a) detector system and (b) user interface. The
detector system classify or label an unknown program based on the learned clas-
sifier/model in general. The purpose of user interface is to include user feedback
in the detection system to make it more usable and transparent to end user [39].

Known Program Files

D
BExtract 

Features

Unknown Program

Preprocessing

Program Label

User Interface

Detector System

User Feedback

Fig. 3. Conceptual block diagram of a generalized malware detection system based on
mining program graph features
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The functions of individual modules are described below in detail:

– Preprocessing: This module preprocess and construct program graphs from
program files. To do so, this module first dissemble the input binary (e.g., pro-
gram executables) and then, gather information to construct the correspond-
ing program graph (e.g., call graph, control-flow graph, code graph etc.).

– Extract Features: This module extract features by mining program graphs
and store them into the database (DB). The database may be equipped with
specialized data indexing techniques to facilitate efficient access.

– Learn Classifier/Model: This module learn classifier/model from features
stored in DB. This module may rerun if there is a need to tune performance
of the detector system.

– Feedback Analyzer: This module analyze user feedback to facilitate feed-
back driven detection and performance tuning of the system.

– Detector: This module classify and label an unknown program based on
learned classifier/model and analyzed user feedback.

In this paper, we present a brief survey of the state-of-the-art important
works under the variants of program graph and the generalized program graph-
based malware detection system shown in Fig. 3.

5 Surveyed Works

This section presents the surveyed works under the variants of program graph
and the generalized graph-based malware detection system shown in Fig. 3.

5.1 Control-Flow Graph Based Systems

– In [42] Wagner and Dean propose a technique in which a control flow graph
for a program is constructed from its system call trace. Then at run time,
this graph is compared with the known system call sequences to check for any
violation. The authors apply both static analysis and dynamic monitoring to
combat malwares and claim that this combination yields better results.

– In [5], Bruschi et al. propose a strategy that can detect the metamorphic
malicious code inside a program P . To do so, they compare the control flow
graphs of P against the set of known malwares’ control flow graphs. Firstly,
they unveil the flow connections between the benign and the malicious code
within P after disassembling and performing a set of normalization operations
on P . Then, they build the corresponding labeled inter-procedural control flow
graph for P . This control flow graph of P is then compared against the con-
trol flow graphs of known malwares to see whether P contains a subgraph
isomorphic to the control flow graphs of the known malwares. The authors
also provide an encouraging experimental results to support their approach.

– In [26], Kruegel et al. propose an approach for detecting structural similarities
between variations of a polymorphic worm based on control flow information.
A fingerprinting technique is developed based on a coloring scheme of the
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control flow graph, which characterizes the high-level structure of a worm
executable. The authors claim that their proposed system is more robust to
polymorphic modifications of a malicious executable and is capable of detect-
ing some previously unknown, polymorphic worms.

– Cesare and Xiang [7] propose a system for detecting polymorphic malwares
using control-flow graphs. They apply an existing approximated flow graph
matching algorithm [6] to estimate graph isomorphisms at the procedure level.
The similarity between programs is then quantified by identifying the underly-
ing isomorphic flow graphs. Firstly, the approach applies depth-first ordering
technique to order the nodes in the control flow graph. Then, a signature is
constructed as a list of graph links for the ordered nodes, where the node
ordering is used as node labels. This signature is represented as a string. To
classify an unknown program, Dice coefficient is computed as the similarity
score between the set of the flow graph strings of the unknown program and
each set of flow graphs associated with malware stored in the database.

– In [8] Cesare and Xiang propose a similarity search technique for malwares
using novel distance metrics. A malware signature is described by a set of
control flow graphs contained in the malware. Then, a feature vector is con-
structed by decomposing these control flow graphs into either fixed size k-
subgraphs, or q-gram strings of the decompiled high-level source. A distance
metric between two sets of control-flow graphs is then computed based on the
minimum matching distance between the corresponding feature vectors of the
sets. The minimum matching distance utilizes the string edit distance and the
minimum sum weight matching between two sets of graphs. The authors claim
that the above technique runs in real time and detects more malware variants
in comparison with other existing malware variant detection techniques.

– In [14,15], Eskandari and Hashemi propose a control-flow graph based mal-
ware detection method by converting the sparse matrix of the control-flow
graph into a vector where they save only the situations of nonzero items.
Then, a feature vector for each program graph is constructed by taking the
API number as data-item and edge number as feature. Among different clas-
sifiers, the authors observe that random forest attains best result.

– In [10] Cesare et al. propose “Malwise” for malware classification. A fast
application-level emulator is used to reverse engineering the code packing
transformation. To classify a malware, two flow-graph based matching tech-
niques are proposed. The exact flow-graph matching algorithm adopts string-
based signatures. Firstly, they use depth first ordering technique to order the
nodes in the control flow graph. A signature subsequently consists of a list of
graph links for the ordered nodes, where the node ordering is used as node
labels. Then, the similarity between two flow graphs with signatures x and y
is calculated as 1 iff x = y, otherwise 0. The approximate flow graph match-
ing algorithm uses string edit distance to quantify the similarity between two
flow graphs. To generate string-based signatures, they apply the decompilation
technique of structuring. The intuition is that malware variants share similar
high-level structured control flow. The authors claim that the probability of
detecting the new malware as the variant of existing malware is 88 %.
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5.2 Code Graph Based Systems

– In [24], Jeong and Lee proposed a code graph based malware detection system
by analyzing the instructions related to the system-call sequence in binary exe-
cutables and then demonstrating their outcomes in the form of a topological
graph. These topological graphs are used to preview the effects of programs on
a system. Application programs are then tested with the code graph system
to extract their distinctive characteristics. These distinctive characteristics
are then used to separate malwares (worms and botnets) from normal pro-
grams. The authors claim to detect 67 % of unknown malwares from normal
programs.

– In [1], Anderson et al. present a code graph-based malware detection technique
by dynamically collecting instruction traces of the executables. The instruc-
tions represent nodes in the graph. To transform the graphs into Markov
chains, the links are labeled with transition probabilities, where the transition
probabilities are estimated from the data contained in the trace. A similarity
matrix between the graphs is constructed by using a combination of graph
kernels. To perform the classification, the similarity matrix is then sent to a
support vector machine. The above technique significantly outperforms the
signature-based and many other machine learning-based detection methods.

– Runwal et al. [34] present a method for computing the similarity of executable
files, based on opcode graphs. This opcode graph based technique is similar
but simpler than the one based on instruction trace graphs proposed in [1].
Instead of using graph kernels to generate scores and SVMs for classifications,
the authors directly compare the opcode graphs and compute the similarity
scores. The authors then propose to apply these similarity scores to detect
metamorphic malwares and claim that their approach can outperform a pre-
viously developed technique in [44] based on hidden Markov models.

5.3 Call Graph Based Systems

– In [4], Bergeron et al. propose a malware analysis technique based on pro-
gram graph, which consists of three major steps. Firstly, the binary code
of the program is transformed into an internal intermediate form. Secondly,
the intermediate form is converted to various relevant graphs, e.g., control-
flow graph, data-flow graph, call graph and critical-API graph via flow-based
analysis. Finally, these graphs are checked and verified against the security
policy.

– Lee et al. [28] propose to reduce the call graphs of malwares into code graphs
for extracting semantic signatures. To do so, they consider only API calls in
the call graphs. They produce 128 groups (32 objects 4 behaviors) to reduce
the sizes of the call graphs. During this reduction step, links represented
call relationships are maintained. Finally, a code graph is represented by a
128×128 adjacent matrix and saved. To estimate the similarity between two
code graphs, they divide the number of links of the union graph with the num-
ber of links of the intersection graph. A suspicious program is identified by
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computing its code graph similarity score with the code graphs of the known
malwares. The authors claim that their proposed mechanism achieves 91 %
detection ratio of real-world malwares and detects 300 metamorphic malwares
that can evade anti-virus (AV) scanners.

– In [21] Han et al. propose a metamorphic malware classification method using
the sequential characteristics of API calls used. The authors also present
experimental results using the proposed method with some malware samples.

5.4 Other Graph Based Systems

– Fredrikson et al. [18] present an automatic technique for extracting optimally
discriminative specifications, which can be used by a behavior-based malware
detector based on graph mining and concept analysis. To do so, they first
divide the positive (benign) set of programs into disjoint subsets of behav-
iorally similar programs. Then, a dependence-graph is constructed for each
malware and benign application to represent its behavior. Then, significant
behaviors specific to each positive subset are mined. A significant behavior is
a sequence of operations that distinguishes the programs in a positive subset
from all of the programs in the negative (malware) subset. The author use
structural leap mining to identify multiple distinct graphs that are present
in the dependence graphs of the positive subset and absent from the depen-
dence graphs of the negative set. The significant behaviors mined from each
positive subset are combined via concept analysis to obtain a discriminative
specification for the whole positive set. A specification is said to be discrimi-
native if it matches malicious programs but does not match benign programs
and therefore, can be used in the detection of unknown malware. The authors
claim to achieve an 86 % detection rate on new, unknown malware, with 0
false positives.

– The authors in [23] present a system called JACKSTRAWS, which automati-
cally extracts and generalizes graph templates to capture the core of different
kinds of command and control (C&C) activities. Then, these C&C templates
are matched against the behavioral graphs produced by other bots. Firstly,
the authors record the activities (e.g., system calls) on the host system that
are related to data that is sent over and received via each network connection.
These activities are then used to construct the behavioral graphs. One graph
is constructed for each connection. Then, all behavioral graphs that are con-
structed during the execution of a malware sample are checked against the
templates of different types of C&C communication. When a sufficiently close
match is found, the corresponding connection is reported as C&C channel. The
authors claim that JACKSTRAWS can accurately detect C&C connections,
even for bot families that were not previously used to generate the templates.

– The authors in [11] present Polonium, which is a novel semantic technology for
detecting malicious programs via large-scale graph inference. Polonium applies
scalable belief propagation algorithm to compute the reputation of program
files and program files with low reputations are identified as malwares. They
generate an undirected and unweighted bipartite machine-file graph from the
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raw data. A link exists between a file and a machine that has the file. The links
are unweighted and there exists at most one link between a file and a machine.
The algorithm predicts the label of a node from some prior knowledge about
the node and from its neighbor nodes. The idea is that good files are supposed
to appear on many machines and bad files appear only on few machines.

6 Future Challenges

This section presents the future challenges of mining program graphs under the
generalized malware detection framework depicted in Fig. 3.

6.1 Efficient Construction of (Lossless) Program Graph

A malware can damage the host as soon as it starts its execution. Therefore,
the most effective means of protecting the host system is to detect and block
the malware before it starts executing. Graph based representation of program
is a natural way to understand its semantics [18] and also facilitate unveiling
its execution intent [42]. In connection with this, a program graph must satisfy
the following properties: (a) it should characterize the program accurately and
include all important information needed by the feature extraction module of
the detectors to reduce the false positives/negatives; (b) it should be easily
comprehensible by a human being to facilitate user feedback in the system; (c) it
should be easy to identify the similarity/dissimilarity of multiple program graphs
to increase the accuracy and also for detecting polymorphic malwares; and (d) it
should be easy to distinguish the program graphs of different groups to separate
malwares from benign programs. Most of the existing works propose detection
techniques that apply various noise reduction/node summarization techniques
(e.g., [28]) and are therefore, lossy. It should be noted that properties (c) and
(d) are quite hard to ensure in the program graph (one diminishes the other)
and therefore, a very challenging problem. The study made by Cesare and Xiang
in [9] may help towards addressing the above problem.

6.2 Exact Matching vs. Approximate Matching

In exact graph matching, we test whether a program graph is a subgraph or
supergraph of another program graph and is important for detecting polymor-
phic malwares [7]. However, testing subgraph or supergraph isomorphism is an
NP-hard problem [20]. This problem becomes more hard as polymorphic mal-
wares add noise (e.g., obfuscated codes) into the original version of the mal-
ware program, which urges an efficient noise reduction techniques before feeding
the program graph to the matching algorithm and also, approximate matching
techniques between program graphs in large datasets. To facilitate approximate
matching for nodes and links between pair of program graphs, the node label-
ing function lv and link labeling function le in the program graph g can be
enhanced to return additional information about nodes and links beyond their
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labels. For example, the sub-function nodes in the program graph can itself rep-
resent another sub-program graph which can be used to match sub-function node
of another program graph that has a different node label. Approximate graph
matching also urges an efficient indexing mechanism in the databases for storing
program graphs. The approximate matching techniques proposed in the existing
works are either insufficient or inapplicable in large scale datasets. The advanced
graph indexing techniques proposed elsewhere [43,50] can be borrowed to serve
this. We can also transform the pair-wise similarity problem into a similarity
search problem over the database.

6.3 Behavioral Patterns and Malware Signatures

The success of malware detection based on mining program graphs depends
on discovering discriminative and important behavioral program graph pat-
terns/features that can separate malwares from benign programs [18]. The
system-call calling sequences encoded in the program graph paths and infor-
mation encoded in it can be exploited to serve this. Frequent paths can be
treated as behavioral patterns. However, polymorphic codes may transform the
frequent path to be infrequent. To solve this, a path can be represented by a
string and thereafter, approximate string matching [31] along with noise reduc-
tion [28] techniques can be applied to find frequent paths from the program
graphs. Also, frequent-subgraph idea can be implemented to discover frequent
patterns and thereby, to identify metamorphic code in the program. The authors
in [25] propose to relax the rigid structure constraint of frequent subgraphs by
introducing connectivity to frequent itemsets, which can eases the detection of
metamorphic code in the malware program. The malware detectors must also
conform properties such as soundness and completeness [33] of them. The chal-
lenge is to incorporate these techniques in an integrated manner. None of the
existing techniques works in this direction.

6.4 Non-executable Code

There are worms that do not rely on executable codes, rather these worms are
written in non-compiled scripting languages. These kind of worms urge special-
ized techniques to detect their behavioral patterns through program graph. We
believe that the generalized program graph construction techniques [18,36] and
features of binary programs [9] can be customized to serve this purpose. An
obvious challenge is to analyze malware program in heterogeneous environments
e.g., matching a polymorphic malware in a platform that is different from the
known malware’s platform (i.e., inter-platform comparability).

6.5 Other Graphs

There are works based on graphs, other than the control-flow or code-graphs,
utilizes information not only encoded in the program itself, but also its host
[11] and its command and control activities [23]. A hybrid approach can be
implemented to have the positive aspects of both of these techniques.
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6.6 User Feedback

To the best of our knowledge, user feedback is not studied in graph based mal-
ware detection techniques. Li et al. [29] develop a malware (virus) detection
technique with real-valued negative selection (RVNS) algorithm. The authors
propose to utilize the arguments of process calls to train the detector and inte-
grate user feedback for tuning the threshold between normal files and viruses.
User feedback can be used not only for improving the system performance as
described above but can also be tied to improve the usability and transparency
of the system. Stumpf et al. [39] demonstrate that it is possible to improve the
accuracy of the machine learning system as well as gain the trust of the users by
gathering various forms of user feedback, e.g., collecting user feedback on why
the prediction was wrong after explaining how the reasoning made by the sys-
tem. We propose to utilize such forms of user feedback from graph construction
(e.g., nodes/links selection) to feature and system’s parameters selection. The
challenge is to develop a model that requires minimal user involvement and is
also capable of integrating it to tune the model parameters successfully.

7 Conclusion

This paper presents a brief survey on malware detection techniques based on
mining program graph features. We have outlined the variants of program graph,
their properties and presented the surveyed works under them. We have also
presented the challenges that have not been addressed yet as future research
direction. To the best of our knowledge there are no other surveys on malware
detection based on program graph analysis. We believe that the tutorial and
future research challenges presented in this paper may serve as the collective
knowledge base among the malware research community.
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Abstract. Code injection attacks are considered serious threats to the Internet
users. In this type of attack the attacker injects malicious codes in the user
programs to change or divert the execution flows. In this paper we explore the
contemporary defence strategies against code injection attacks (CIAs) and under‐
line their limitations. To overcome these limitations, we suggest a number of
countermeasure mechanisms for protecting from CIAs. Our key idea relies on the
multiplexing technique to preserve the exact return code to ensure the integrity
of program execution trace of shell code. This technique also maintains a FIFO
(first in first out) queue to defeat the conflict state when multiple caller method
makes a call simultaneously. Finally, our technique can provide better perform‐
ance, in terms of protection and speed, in some point compared to the CFI (control
flow integrity) as well as CPM (code pointer masking) techniques.

Keywords: Security · Code injection attacks · Malicious

1 Introduction

Code injection attack is a malicious activity where a malware code placed by hacker in
the memory of a system either to cause damage on the system, spy on the user, or to
steal user’s information. An attacker tries to take the control of the program flow using
code injection attacks by changing the return address of shell code. An example of code
injection attacks is the stack-based buffer overflow, which overwrites the return address.
In addition, more advanced techniques are exist such as indirect pointer overwrites, and
heap-based buffer overflows, where a code pointer can be overwritten to divert the
execution control to the attacker’s shell code. According to National Institute of Stand‐
ards and Technology (NIST 2013) [1], code injection attack represents a high priority
of all types of vulnerabilities and that must be mitigated. According to (NIST) (9.86 %
of attacks is buffer over flow) came after SQL injection attacks and XSS attacks (16.54 %
of attack, 14.37 % of attack) respectively [1].

There are many countermeasures techniques are available against code injection
attacks but each has limitations. Below, we describe them briefly:

1. StackGuard: In this technique a canary secret value is placed between the buffer and
the return address. Thus when an intruder tries to change the return address in the
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victim program StackGuard detects these changes. As the canary value is random
32-bit wide then it is very hard for an attacker to guess the value of the canary. The
canary value is usually chosen at the time when program starts. There are four types
of canaries that have been used: Random Canary, Random XOR Canary, Null
Canary, Terminator Canary [9, 11, 14].
The limitation of StackGuard is that this technique does not work well when indirect
pointer overwrite attacks occurred. In this type of attack the attacker overwrites an
unprotected pointer and then inserts a value in the stack. Whenever, the application
changes the pointer and overwrites the value with the integer, the attacker writes a
random value in any location in the memory by manipulating the pointer and the
integer. Thus, the attacker can write any value over the return address of the stack.
Moreover, StackGuard technique is incompatible with Linux kernel [4, 8, 11].

2. Address Space Layout Randomization (ASLR): This technique is used to protect the
system from buffer over flow attacks. It works by randomizing the base address of
structures such as the heap, stack, and libraries, making it hard for an attacker to find
injected shell code in memory of the system. Also if an attacker succeeds in over‐
writing a code pointer, the attacker does not know where to point it [10]. Windows
Vista provides Address Space Layout Randomization as a basis on a per image, so
any executable image which have a PE header, such as (.dll or .exe) can be used in
Address Space Layout Randomization (ASLR) [13].
Limitation of the Address Space Layout Randomization countermeasure is that an
attacker may use a new technique called heap-spraying, in this technique an attacker
fills the heaps with many copies of the malicious shell code, and then jumps any
location in the memory, this operation gives a good probability to an attacker that
he will access to his shell code in memory [4]. However Address Space Layout
Randomization is not effective against exploit code for single flaw, and for brute
force attack [12].

3. Memory Management Unit Access Control Lists (MMU ACLs): it allows applica‐
tions to mark memory pages as non-executable memory, and supported by Control
Processing Units (CPUs). In this technique, memory semantic consists of three
components: the first component separates readable and writable pages, the second
component makes stack, heap, anonymous mapping, and mark memory pages as
non-executable memory, the third one is enforcing ACL (Access Control List, which
is a set of data that informs the operating system (OS) about permissions, access
rights, and privileges (read, write, and execute) for users in the computer system
object [15]), which control the operation of converting the non-executable memory
to executable memory and vice versa or denying the conversion [1, 14].
However, the MMU ACLs are not supported by some processors, as the technique
breaks applications which expect the heap or stack to be executable. It is possible that
an attacker injects a crafted fake stack, then an application will unwind the fake stack
instead of the original calling stack, the attacker then directs the processor to arbitrary
function in program code or library, and it is also possible that the attacker marks the
memory where he injected his shell code as executable and jumping to it [1].

4. StackShield: it is developed from StackGuard to protect against stack smashing attacks,
and exploitation of stack based buffer overflows. This technique applies a random
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secret canary value. This technique is comparatively better, however it cannot protect
against indirect pointer overwriting attacks [8, 17].

5. Control Flow Integrity (CFI): This technique provides a good guarantee against code
injection attacks, it determines control flow graph for every program, and to each
control flow destination of a control flow transfer it gives a unique ID. The CFI will
know if there are code injection attacks by comparing the destination ID with
expected ID before transferring the control flow to destination, if they are not equal,
the application will kill. Otherwise the program will proceed as normal.
In comparison with other countermeasures CFI is considered very slow [2, 4].

6. CPM (masking code pointers) is a countermeasure against code injection attacks,
CPM does not detect memory corruption or prevent overwriting code pointer, but it
is hard for an attacker to make a successful code injection attack. It provides a mask
to every return addresses and function pointer of the program and masks the global
offset table, the masking operation relies on logic operation such as OR, AND oper‐
ations to prevent code injection in the memory of the system [1]. The limitation of
CPM (masking code pointers) is that it does not give a good guarantee of protection
against code injection attacks.

Our key idea relies on the multiplexing technique to preserve the exact return code
to ensure the integrity of program execution trace of shell code. This technique also
maintains a FIFO (first in first out) queue to defeat the conflict state when multiple caller
method makes a call simultaneously.

To alleviate the aforementioned problems with the existing countermeasures, we
propose a technique which relies on the multiplexer idea. To preserve the exact return
code to ensure the integrity of program execution trace of shell code. As each method
has a particular ID, using the multiplexer method an attacker will not be able to divert
the return address to the attacker’s shell code. This technique also maintains a FIFO
(first in first out) queue to defeat the conflict state when multiple caller method makes
a call simultaneously. The proposed technique has some similarity with the CFI;
however it improves the main problem of the CFI, which is being slow.

The rest of paper is organized as follows: The next section provides related work.
Section 3 illustrates the idea of our approach. Section 4 provides complexity analysis
between CFI methodology and multiplexer methodology, and between CPM method‐
ology and Counter methodology. Finally, the paper is concluded in Sect. 5.

2 Related Work

According to [3] the authors presented a design of MoCFI (Mobile CFI) and implemented
a framework of Smartphone platforms, the standard platform that they focused is ARM
architecture. The ARM architecture is standard platform of smartphones. It prevents control
flow attacks by using control flow integrity (CFI) method. In the paper authors showed the
enforcement of CFI that applied on the ARM platform, and implemented CFI framework
for Apple iOS. The result showed that the application mitigates Control Flow Attacks. The
limitation of MoCFI is that it can only applicable in mobile phone applications.

In [4] authors presented a CPM countermeasure against code injection attacks which
does not depend on secret value (stack canaries), but relies on masking the return address
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functions, masking function pointer, and masking global offset table. However it gave
a good protection against code injection attacks but there are some scope for an attacker
to success his attack, therefore it does not give a full protection against code injection
attacks.

Lee et al. [5] presented secure return address stack (SRAS) which is hardware-based
to prevent code injection attacks by verifying modification of return address. To apply
this methodology needs low cost modification of the processor and operating system
(OS), the hardware protection can be applied to executable code and new program. The
impact of performance of the applications using this hardware-based is negligible, it
does not impact on performance of return instructions and procedure call. However
SRAS requires a hardware modification that some time hard to apply because of compat‐
ibility with the processor and operating system (OS) of the system.

Zhang et al. [6] presented a new protection method called Compact Control Flow
Integrity and Randomization (CCFIR), to solve the limitation of CFI by collecting all
targets of indirect control transfers instructions in a section called “Springboard” in a
random order. By using “Springboard” section CCFIR will ensure indirect transfers
easier than CFI. Result showed that CCFIR eliminate control flow attacks such as return-
into-libc and ROP, but this technique still use the same approach of CFI.

In [7] Xia et al. presented a system called CFIMon, which is the first system can
detect a control flow attacks without any changes to applications (binary code or source)
and it does not require any special hardware. It works by collecting legal control flow
transfers and uses branch tracing store mechanism to analyse runtime traces, and detects
the code injection attacks. The CFIMon uses two phases: offline phase which builds a
set of target addresses for every branch instruction, and online phase that applied a
number of rules to diagnoses possible attacks. The limitation of CFIMon is that it gives
a false alarm (false positive or false negative) when detecting code injection attacks.

The motivation of our work is to improve CFI speed by applying a multiplexer to
divert every return addresses to its address memory locations, and overcome problem
with CPM which did not give a complete guarantee to protect against code injection
attacks by using a counter of one’s in return addresses. Our approaches addresses these
issues and have a significant countermeasures to protect against code injection attacks.

3 Our Proposed Approaches

In this section, we propose two different approaches to protect the code injection attacks.
The first approach is a multiplexer application approach, which can protect the return
address of each legitimate method, residing in a non-writable memory location. In our
second approach we apply a matrix to keep the number of 1s of the return addresses of
each legitimate method, and later we compare it with the calling method for similarity
testing. The following subsections describe our approaches in details.

Multiplexer approach:
In this approach we apply a software module called MUX_App and every method in

the system must call the MUX_App to get its return address. Each legitimate method is
provided with a unique ID and will have its own return address. Our assumption is to
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keep MUX_App in a memory location which is non-writable. As a result the MUX_App
remains protected from the attackers to divert the program execution (Fig. 1).

Fig. 1. Multiplexer with the return address of the method

We provided a queue (first-in first-out) to the multiplexer application to manage
calling operations to prevent multiple calls for the multiplexer application in the same
time. Therefore it will give a protection from code injection attacks and will improve
speed significantly compare to CFI technique.

Figure 2 shows the assembly code for the CFI method. Note that, the code contains
a comparison operation (cmp [ecx], 12345678h), which make the CFI method slower
compared to the proposed multiplexer approach.

Fig. 2. CFI low-level language code [2]
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The policy of our methodology is that the software execution must follow a path of
Control Flow Graph (CFG) which determined ahead of time as shown in Fig. 3. The
definition of Control Flow Graph (CFG) is a representation using graph notation, of all
paths that might be traversed through a program during its execution. The CFG can be
defined by analysing source code, or execution profile [2, 16]. Our methodology based
on CFG; its enforcement can be implemented in software as shown in Fig. 3. It is very
close to CFI in execution, it works by preventing an attacker divert code execution, by
diverting to a static return addresses using a multiplexer for every return addresses and
every static application program. Therefore attackers cannot divert the code execution
to their shell code as shown in Fig. 4. The figure shows that an attacker tried to divert
the execution method M1 by calling it from an attacker’s method M2, but when method
M1 calling the multiplexer to get its return address then an attacker will fail because the
multiplexer will give the right return address of M1 to method M1.

The difference between our methodology with CFI, is that our methodology is faster
because it diverts the return address methods immediately by using a multiplexer’s
application that contains a static return addresses for every application’s methods, but
the CFI is working by comparing the ID of the destination with expected ID, and if they
are not equal, the program will be killed, but if they are equal the program proceeds as
normal as shown in Fig. 2. The comparing operation takes a longer time than our meth‐
odology [1].

Figure 5 illustrates how the attacker can successfully inject shell code in process.

Fig. 3. CFG control flow graph
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Fig. 4. An attacker tries to divert the execution to his shell code

Fig. 5. Explaining for example 1
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Example 1:
Consider two caller methods M1 and M2 and a call method M. During the compilation

the system knows the return addresses of M say 0 × 0B3F (0000101100111111) for method
M1, and 0 × 0A99 (0000101010011001) for method M2. The mask can be calculated by
performing bitwise logical OR operations of the two return addresses. Therefore, the final
mask is calculated as 0 × 0BBF (0000101110111111). As a result, bitwise logical AND
operation between the final mask and a return address produces the same return address.
On the other hand, an invalid return address does not produce the same return address after
AND operation with the final mask. This is a basic technique to identify incorrect/mali‐
cious return address, as proposed in [1].

However, this technique fails to protect the system all the time. For instance, assume
a malicious method M3 calls the method M. Assume the return address of M3 is
0001101100111111. In this case, the bitwise logical AND operation
0000101110111111 && 0001101100111111 does not produce 0001101100111111.
Therefore, the method M3 will be detected as malicious method. On the other hand,
consider another malicious method M4 for which the return address is
0000100000111111. Performing a logical bitwise AND operation between the final
mask and the return address does produce the correct return address
0000100000111111&&0000101110111111 = 0000100000111111. Therefore, the
method M4 increases the false negative instance.

Counter Matrix:
To improve the possibility to identify a malicious method, our proposed solution

uses the same masking technique [1] after an additional phase, called Counter Matrix,
of counting 1s of the return addresses. In this bit counting “process numbers of one’s
(1’s) are counted and compare with that of the return address as shown in the following
algorithm.

For example, the return addresses of M1, M2 have 6 and 10 one-bits respectively.
Therefore M4, M5 could not call M3 because the number of one’s is 7, 3 respectively
and the operation process will kill.

After counting operation if the code injection attack is not detected, then a mask oper‐
ation will be done by using OR operation with return addresses methods that is M3, then
AND operation will conduct with every return address methods of M3, therefore our
method will improve the time. Because it - kills the operation if the counting operation
detect differences in count of one’s for each method, and it will ensure security. The
security is enhanced because the masking operation (CPM) is conducted after counting
operation. However if still there is a small space for the attacker to pass his attack then it
will fail because we use two techniques together (Counter of One’s technique and CPM
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technique). Therefore, it is not needed more time in execution if the first technique
(Counter of One’s technique) detects an attack operation it will kill the operation of
method without executing second technique (CPM technique). Here we preview example
2 with its Fig. 6.

Fig. 6. Explaining for example 2

Consider a method M which is being called by two other methods M1 and M2. The
mask of M is calculated by performing logical bitwise OR operation of the return
addresses of M1 and M2.

Thus, Masking M = 10101000 OR 10011000 = 10111000.
We consider a method M3, which contains malicious code and this method wants to

call the M.
Therefore when AND operation conducted with the return address of M3 (11011011)

with the making code 10111000, we will not get the same return address value of M3
(11011011), thus the attacker cannot continue his attacks, and he cannot divert the return
address of method M into his shell code in memory and cannot execute it because the
application will kill. In the same Fig. 6 illustrate a preview example of masking failure,
Consider M4 as a malicious code that want to call the method M.

The AND operation of the return address of M4 with the mask of M, the result will
be the same value of the return address of M4, so the application will continue.
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Therefore if we apply our technique in this problem it will count the numbers of 1’s
for every return addresses that has called method M. In this example its 3 (1’s), and the
return address of M4 is 4, and for M3 is 6.

By applying this technique the application will kill, because the number of (1’s) of
M3 and M4 are not equal with 3 (1’s).

Figure 7 shows our propose algorithm of multiplexer methodology with its time
execution.

Fig. 7. Algorithm of multiplexer methodology with its time execution

The total execution time for multiplexer methodology is equal
O(1) + O(1) + O(1) + O(1) + O(1) => O(1) as shown in Fig. 7. Our algorithm of counter
methodology with its time execution is illustrated in Fig. 8.

Fig. 8. Algorithm of counter methodology with its time execution

The execution time for counter methodology according to Fig. 8 is
O(N) + O(N) + O(1) + O(1) + …. + O(1) = O(2 N). Figure 9 shows an assembly code for
counter methodology.
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Fig. 9. An assembly code for counter methodology [19]

Figure 9 also shows the implementation of the countermeasure technique, which
requires 21 assembly instructions. Although the implementation of the proposed tech‐
nique requires few extra instructions, the proposed technique detects more anomalies
than the CPM technique. This is because the proposed technique uses parity checking
in addition to the masking technique.

Figure 10 shows use of C code for quicksort algorithm to illustrate our multiplexer
methodology; we preview the following C function, this function code return the median
value of an array of integers [18].

Fig. 10. Quicksort algorithm [18]

The time complexity of quicksort algorithm is O (N*log N) [20]. In Figs. 11, 12 and
13 show assembly codes of quicksort algorithm, quicksort with CFI, and quicksort with
our multiplexer technique respectively.
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Fig. 11. Quicksort assembly code [18]

The Qsort algorithm code is vulnerable as shown in Fig. 11. Figure 12 shows the
assembly code of Qsort with CFI. If an attacker overwrites the comparison function cmp
before it is passed to Qsort, an attacker can exploits this point to divert the execution to
his shell code when the Qsort method calls the corrupted comparison function cmp. This
has been labelled as X in Figs. 11, 12, and 13.

The Qsort with CFI assembly code in Fig. 12 includes ID checks before call instruc‐
tions, therefore CFI methodology will prevent the exploiting Qsort code from an
attacker, because of the ID checks will happen before call instructions and this prevents
any exploitation in calling instructions in the code.

In Fig. 13 shows Qsort with multiplexer methodology that will protect from an attacker
exploiting because when call function has happened, an attacker has changed the return
address of method. Therefore, next instruction is to get the return address from a multi‐
plexer (prefetchnta [AABCCDEEh]: line 5 in Fig. 13) which means to go to this location
in memory to get the return address of the method. As a result incorporating multiplexer
technique is able to protect from attacking such as CFI methodology, but also improves
execution time [18].
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Fig. 12. Quicksort assembly code with CFI [18]

Fig. 13. Quicksort assembly code with multiplexer methodology [18]
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4 Complexity Analysis Between CFI, Multiplexer Methodologies
and CPM, Countermeasure Methodologies

It also shows in Figs. 12 and 13 that our multiplexer methodology requires only 11 lines
of code instead of 12 lines of code used in CFI for implementation, which is an evidence
of improving execution time. Table 1 shows a complexity analysis between our method,
CFI and CPM. Our method gives better results compare to other methods.

Table 1. Complexity analysis between CFI, Multiplexer methodologies and CPM, Counter‐
measure methodologies

Execution time Security Lines of code

CFI O(n) No vulnerability 15 lines of code* (N time)

Multiplexer O(1) No vulnerability 11 lines of code* (N time)

CPM NA Good protection NA

Counter O(2n), or O(2n) + CPM
execution time

It uses 2 approaches
together (Counter‐
measure + CPM)

21 + CPM’s line of code

5 Conclusion

In this paper we propose two approaches to defence against code injection attacks. One
of the approaches augments ‘1’ bit counting technique to modify the Masking Code
Pointer (CPM) [1]. The augmentation technique improves the probability of identifying
malicious code compared to CPM. The proposed technique provides more protection
without introducing time complexity.

The second methodology relies on the multiplexer technique, which is based on the
Control Flow Integrity (CFI) however performs faster than the CFI technique. The time
complexity of the proposed multiplexer technique is O(n) compared to the time
complexity of the CFI which is O(2n).

In our future work, we will apply our counter technique and multiplexer technique
using a Linux environment and SPEC CPU2006 Integer benchmarks.
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Abstract. Load Tap Changing (LTC) Transformers are widely used in
a Power Distribution System to regulate the voltage level within stan-
dard operational limit. In a SCADA connected network, the performance
of LTC transformers can be improved by utilizing a closed loop moni-
toring and control mechanism. The widely used SCADA communication
protocols, including Modbus and DNP3, have been proven vulnerable
under cyber attack. In this paper, we conduct a vulnerability analysis
of LTC transformers under malicious modification of measurement data.
Here, we define two different attack strategies, (i)attack targeting energy
system efficiency, and (ii) attack targeting energy system stability. With
theoretical background and simulation results, we demonstrate that the
attack strategies can significantly affect the power distribution system
operations in terms of energy efficiency and stability. The experiments
are performed considering IEEE benchmark 123 node test distribution
system.

Keywords: False Data Injection · Smart grid FDI attacks · Cyber
security · OpenDSS · LTC transformer

1 Introduction

Voltage stability has been identified as one of the major concerns of power distri-
bution system planning and operation [1]. Traditionally, the power distribution
system is designed such a way that the voltage continues to drop with the increase
of the feeder length. At peak load or the heavily loaded conditions, the voltage
drop phenomena may affect the distribution system stability significantly which
can further lead to a voltage collapse situation [2]. Due to voltage stability or
collapse problems, a large blackout may occur in a distribution system which
can again lead to a cascading failure in the transmission system resulting huge
customer sufferings and significant financial losses. In order to improve of volt-
age stability of a distribution system, Load Tap Changing (LTC) transformers
are widely used which regulates the voltage profiles by changing the tap loca-
tions [3]. In a traditional setup, LTC transformers rely on the current and voltage
measurement data which are obtained using the local information of that node
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 252–266, 2015.
DOI: 10.1007/978-3-319-23802-9 20
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where LTC transformer is connected. Although this local measurement based
LTC operation can control the voltage profile at a upstream node where LTC
transformers are connected, still downstream nodes of a traditional radial distrib-
ution feeder may suffer from poor voltage magnitudes due to lack of observability
of the total system. Hence, in a smart grid environment, the operation of the LTC
transformers are improved by utilizing an End-of-Line (EoL) voltage feedback
with the aid of remote monitoring devices (voltage sensors) and communication
networks [4]. This closed loop adaptive voltage control method improves the
overall voltage profiles and ensures Conservation Voltage Reduction (CVR) of a
smart distribution grid but may introduce new security vulnerabilities as control
signals are passed through a communication network. In an Advanced Metering
Infrastructures (AMI) based Smart Grid environment, end-user measurement
data from smart sensors may also be used to take the voltage control deci-
sions which is again proven vulnerable to spoofing attacks or man-in-the-middle
attacks, typically known as False Data Injection (FDI) attacks in the Smart Grid
community. These Data Integrity attacks targeting the LTC transformers to dis-
rupt the stable voltage operation will have two major consequences- (i) failure
or decrement of the lifetime of LTC transformers, and (ii) Service interruptions
and system failures resulting poor customer reliability and huge financial loss. In
the following paragraphs, we discuss recent cyber related anomalies in different
components and operational modules of a Smart Grid and then draw the con-
nections of these new yet alarming FDI attacks on the LTC transformers which
can be launched to disrupt the stable voltage operations.

1.1 Cyber Attacks on the Smart Grid

We classify the Smart Grid vulnerabilities into four broad classes, discussed
below:

(i) Cyber Attacks on the Communication Channels: Smart Grid is a
cyber-physical infrastructure where both communication networks and physical
power grid are highly coupled. Under a Supervisory Control And Data Acquisition
(SCADA) controlled Smart Grid environment, traditional communication pro-
tocols (e.g., Modbus, DNP3, etc.) are proven vulnerable to cyber attacks [5–7].
For example, vulnerability of Modbus protocols are discussed in [5], where
authors also propose a bloom filter based Intrusion Detection System (IDS)
to protect the field devices of a SCADA system. Queiroz et al. propose a Smart
Grid simulator where they discuss a scenario considering Modbus attacks to dis-
rupt the operations of a SCADA connected wind farm [6]. Vulnerabilities of
DNP3 protocols are discussed in [7] where authors design firewalls based on the
monitoring and analysis of the system states. A detailed surveys of the cyber
security issues of the Smart Grid is discussed in [8].

(ii) Cyber Attacks on the Smart Grid Operational Modules: A good
number of research works have been conducted on the security issues of the Smart
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Grid operational modules. State estimator, which is an important tool for deter-
mining system states, may produce misleading operational decision under a FDI
attack. Authors in [9] have developed some heuristic approaches that have been
proven to be successful in attacking the DC state estimation in such a way so
that the malicious changes in the data cannot be detected by the state estima-
tion module, hence the attach remains undetected. Further enhancement of the
work can be found in [10]. While the research work [9,10] focuses on how to
develop these types of unidentifiable attack, other research work are related to
the development of a defense model [11,12]. Databases of the Smart Grid oper-
ation centre are also vulnerable to cyber attacks. This database manipulation
attack may be undetected if proper security actions are not taken, as discussed
in [13,14].

(iii) Cyber Attacks on the Sensor Devices: By gaining the access of the sen-
sors (e.g., Smart meters) and Intelligent Electronic Devices (IEDs), an intruder
can inject or manipulate wrong information. Various threats of AMI devices are
discussed in [16,17]. Authors in [16] propose an adaptive tree based method to
identify the malicious meters in a Smart Grid. A hybrid IDS for theft detection
of AMI smart meters is proposed by Lo et al. in [17].

(iv) Cyber Attacks on the Actuators of a Control Device: The Auto-
matic Generation Control (AGC) utilizes the power flow and frequency measure-
ment data obtained from the remote sensors to regulate the system frequency
within a specified bound. Esfahani et al. discuss the cyber attack scenarios of
the AGC devices from the attacker’s point of view [18]. To defend against these
types of attacks targeting AGC, a model-based attack detection and mitigation
strategy is proposed by Sridhar et al. in [19]. A detailed discussion and review
of different Smart Grid cyber attacks can be obtained from [20,21]

1.2 Contribution

Although significant research works have been conducted considering the above
top three types of security issues, there is still enough opportunity to further
investigate the impact of cyber attacks on different actuators in a physical Smart
Grid. Hence, we consider the remote node monitoring capability based adaptive
voltage control of a LTC transformer to analyse the impacts of the FDI attacks.
Specifically, the contributions of this paper are as follows:

(1) First, we discuss the voltage drop phenomena of a typical power distri-
bution system and then show how the LTC operations can improve the voltage
profile of the system. Then, we investigate the impact of the remote monitor-
ing facilities under a Smart Grid consideration and explore how it can further
improve the voltage profile of the whole radial system by ensuring the observ-
ability of the most distant node from the LTC transformer.

(2) Finally, the operation of the LTC transformer is analysed under FDI
attacks. With extensive experiments, we show that the FDI attacks on the mea-
surement data of the LTC controller will decrease the system efficiency and
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stability. To the best of our knowledge, this paper, for the first time considers
the FDI attacks on the operation of a LTC transformer. Here, we define two
different attack strategies where measurement data are maliciously manipulated
such a way it decreases the system efficiency or stability. For example, if the
downstream node voltages are very close to the minimum operational threshold
and they need LTC operations to boost up the voltages, the measurement data
are modified such a way that the LTC controller takes the decision to decrease
the actuator taps further instead of boosting up. As a results, voltage profiles in
the physical downstream nodes will go beyond the minimum threshold of voltage
stability limit.

1.3 Organization

The organization of this paper is as follows- In Sect. 2, the voltage drop phenom-
ena of a distribution system and the corresponding LTC operations for voltage
regulations are discussed. Adaptive LTC control operation with remote node
monitoring mechanism is discussed in Sect. 3. Our proposed attack definitions
and their impacts on the LTC operations towards disrupting energy system
operation is discussed in Sect. 4. The paper concludes with some brief remarks
in Sect. 5.

2 Preliminaries

In this section, we explain the voltage drop phenomena of a typical radial power
distribution system. Then the construction and operational procedures of a LTC
transformer based on local measurement data is discussed.

2.1 Voltage Drop of a Power Distribution System

Voltage stability has been a subject of great interest in recent years in attempts
to ensure secure power system operations [22]. It refers to the ability of a power
system to maintain steady voltages at all its nodes when there is a progressive
or uncontrollable drop in its voltage magnitude after a disturbance, increase
in load demand or change in operating conditions [23]. Voltage instability can
lead to a voltage collapse which can be defined as a point in time at which
the voltage becomes uncontrollable after a voltage instability [2]. Two major
symptoms of voltage collapse are a low voltage profile and inadequate reactive
power support. Generally, a distribution system is a low-voltage network which
is very prone to the voltage collapse phenomena when it experiences increases
in its load demand. Traditionally, distribution networks have been modelled for
power delivery and consumption as a passive network considering the voltage
drop phenomena. Actually, the R/X ratio of a transmission system is very low
but, as the resistance of the conductors in a distribution system is very high, this
leads to voltage drops along the distribution lines from the substation to load
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centre. To exemplify the effect of voltage drop, we consider IEEE benchmark 123
node test distribution system [24]. Under peak load condition, the voltage profiles
of phase-A of the 123 node test system is plotted in the Fig. 1 using the sign ‘o’.
In the current setup we show the voltage drop phenomena without considering
any LTC control. As seen from the figure, a good number of downstream nodes
are below the minimum voltage stability threshold.
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Fig. 1. Voltage profile of 123 node test system with and without LTC control

2.2 LTC Operation

In order to improve the voltage profile of downstream nodes, voltage regulation
mechanism can be used. Traditionally, voltage regulation is performed based on
an autotransformer with LTC mechanism. The desired voltage level is obtained
by changing the taps of the series windings of the autotransformer [25]. The
decision of the position of the desired tap is determined using a control circuit
equipped with Line Drop Compensator (LDC). Generally, there are 32 taps in
an LTC transformer and each tap changes the voltages by 0.00625 pu on a 120 V
base [25]. Throughout the operation of the LTC transformers, ANSI/IEEE
C57.15 standard is maintained to limit the voltage within the voltage stability
ratings. The operations blocks of the LTC transformer is shown in Fig. 2.

We simulate the impact of LTC operation on the voltage profile of IEEE
123 node test system. The parameter settings of the LTC transformer and their
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Fig. 2. LTC transformer block used for voltage regulation [25]

definitions are given in the Appendix. Using four LTC transformers, we obtain
the voltage profile that maintain ANSI/IEEE C57.15 standard and remain within
the stability margin. The phase-A voltage magnitudes are plotted in the Fig. 1
using the sign ‘�’

3 Adaptive LTC Controller with Remote Monitoring
Capabilities

In a traditional setup, the control decision of a LTC transformer is processed
based on the local measurements of currents and voltages. As a result, the opti-
mal control decision is not possible as the Voltage Control Processor (VCP) lacks
full observability of the distribution system. Typically, the distribution systems
are radial in nature where the voltage drops gradually and the EoL node faces
the maximum voltage deviations. Therefore, monitoring the EoL node, the per-
formance of the LTC operations can be further improved. In a Smart Grid, the

Fig. 3. Operational diagram of an adaptive LTC controller
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sensor connected with the EoL node sends the measurement data or control
input through a communication channel to the Intelligent Electronic Devices
(IEDs) connected with the LTC transformers. The VCP within the IED takes
intelligent decisions based on the input data. This is a closed loop process which
takes adaptive control decisions based on the change of the input measurements.
An operational diagram of this adaptive LTC control technique is given in Fig. 3.
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Fig. 4. LTC transformer locations and their corresponding remote monitoring node.
Here, the red circle represents the LTC transformers and the red marked nodes are the
remote nodes being monitored and controlled (Color figure online).

To simulate the impact of the adaptive LTC controller on the voltage profile,
we consider a typical load profile of 24-hr period obtained from [26]. We run the
power flow using Electric Power Research Institutes’s (EPRI) OpenDSS [26] for
the 24-hr period considering local measurement based LTC operations following
the parameter settings described in the Appendix. For the same load profile, we
use adaptive LTC operations using remote monitoring of node voltages. There-
fore, the monitoring buses are set following the Fig. 4, where the target voltage
of remote controlled node is set to 116 V with a 2 V bandwidth. Here, the remote
nodes are being monitored by the LTC controller in the IED and control deci-
sions are taken accordingly to run the system in a lower voltage level, which is
welly known as CVR. Due to this adaptive LTC operations with measurement
data feedback, the system efficiency is increased upto 1.8 % and an average of
1.4 % as shown in Fig. 5.
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Fig. 5. Energy savings in a typical day using adaptive LTC transformers

4 FDI Attacks: Constructions and Impact

Although this remote monitoring based adaptive LTC control increases the effi-
ciency, they introduce new vulnerabilities. In a SCADA connected network, sen-
sors and actuator communicate with each other using Modbus, DNP3 or IEC
61850 standard protocols. The Modbus, DNP3 has already proven vulnerable
under different types of cyber attacks, e.g., spoofing attacks [5–7]. Besides, with
the advancement of Smart Grid, LTC operations can be further improved using
closed loop measurement feedback from AMI smart meters. Widespread use of
smart meters need the use of TCP/IP protocols, which is again vulnerable to
cyber attacks [27,28]. In Fig. 6, the closed loop operation of adaptive LTC control
under the attack uncertainty is shown.

In our analysis, we demonstrate two different types of attack strategies, dis-
cussed below:

(i) Attacking Energy Efficiency: Attacker maliciously modify the voltage
measurement data such a way that the system operates at a higher voltage
level which will need more power supply from the substation. As a result, it
will increase cost and decrease the system efficiency as more energy is needed
under an attack scenario compared with the base case. One simple example is
demonstrated to illustrate the scenario. Suppose, the base voltage of the LTC is
set to 120 V with a bandwidth of 2 V (120±1V ). As the LTC has 32 taps, around
0.75 V change occurs due to per tap change [25]. Now we consider a situation
where monitored node voltage is below the minimum voltage regulation limit of
the LTC (120V − 1V ). Therefore, the desired number of tap operation the LTC
needs to control, can be calculated as follows:
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Number of tap change, ka
t =

V low
reg − Vmeas

ΔVtap
(1)

here, V low
reg = 119 V and ΔVtap = 0.75. For any measurement voltage, Vmeas =

114.6 V , the LTC needs the following tap operations:

ka
t =

119 − 114.6
0.75

= +5.47 ≈ +6 taps (2)

here, ‘+’ sign indicates that the actuator will increase the tap and approxima-
tion to 6 is made as tap number must be an integer value. Now, if the mea-
surement voltage information Vmeas is manipulated such a way that the original
measurement values are decreased (e.g.,VFDI < Vmeas), the required number of
tap operations will be increased following the Eq. (1). For example, if the LTC
controller receive the measurement value VFDI = 112V instead of the true mea-
surement value Vmeas = 114.6V , the required number of tap operations will be
calculated as kt = 14. As the manipulated measurement information VFDI does
not represent the actual quantity of voltage (note, the true value is Vmeas), the
overall system will be operated at a higher voltage level due to the increase of
tap operations. As the aim of the CVR is to lower the voltage level (by maintain-
ing the standard stability limit) to increase the efficiency, operation at a higher
voltage level will violate the CVR principles, hence the system efficiency will be
degraded.

Based on the above discussions, we define the attack model towards energy
inefficiency as follows:

VFDI(t) =
{

Vreg − ΔVtap ∗ ka
t (t), if no attack

Vreg − ΔVtap ∗ km
t (t), if attack exists

(3)

Closed Loop Voltage
Control based on Real-

time Monitoring

Physical Smart Grid

Sensor
(End-of-Line Voltage)

Actuator
(LTC Controller)

Voltage Control
Processor Attacker

Cyber ConnectivityPhysical Connectivity

Fig. 6. Closed loop voltage control based on real-time monitoring
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s.t.,
kmax
t > km

t (t) > ka
t (t)

here, km
t (t) is the intended number of tap operations chosen by the attacker

and kmax
t is the maximum number of tap operations possible by the LTC trans-

former (generally, kmax
t =16 in one direction). Other symbols have their usual

meaning defined above. Any value of km
t (t) that is greater than ka

t will represent
a malicious modification of the measurement data which will initiative an attack
scenario. The maximum value of km

t (t) must not exceed the maximum possible
tap operation value. Any value of km

t (t) that is equal to ka
t will produce the

same corrupted measurement equal to the original measurement (hence, it does
not represent an attack scenario). Note, all the values of kmax

t , km
t (t), and ka

t

are integer as number of taps can’t be a fraction. A larger value of ka
t represents

a greater attack magnitudes in terms of energy inefficiency.
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Based on the load data, first we simulate the LTC operations with remote
node voltage monitoring facilities using OpenDSS. Then, the corrupted measure-
ments are generated following the Eq. (3), considering km

t (t) = +8. The total
power supplied by the substation under normal situation and attacked scenario
is plotted in Fig. 7. After the attack, we see that the total amount of energy sup-
ply is increased significantly, which is around 5.5 % in an average and maximum
7 % increase of the normal case. As the operational cost is a quadratic function
of supply energy, the overall operational cost of the system will increase due to
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the need of the additional energy resulting from the attack vectors. Hence, the
system efficiency will decrease significantly.

(i)Attacking Energy Stability: Now we recall the examples and the proce-
dures of calculating desired tap value from the measurement data discussed in
the previous section. If the measurement voltage is 114.6 V, the LTC controller
takes the decision to increase the tap positions by 6 steps as calculated in Eqs. (1)
and (2). Now, we observe that the measurement value Vmeas is already at the
lower half of the stability region, hence, the corresponding node voltage needs
to be boost up by the LTC operations. However, if the LTC tap positions are
further decreased rather than boosting up, the downstream node voltages of the
LTC will decrease further which may go beyond the minimum voltage stability
limit recommended by ANSI/IEEE. As a result, voltage collapse and system
instability may occur resulting poor reliability of the system. So, the attacker
may wish to target the system stability and reliability by maliciously manipu-
lating the voltage measurement information such a way that it further decrease
the LTC taps. Therefore, the attacker may utilize the relation of voltage mea-
surements and tap numbers described in Eq. (4) to take intelligent decisions to
disrupt the voltage stability of the system. Based on the above discussions, we
define the attack model to unstable the system as follows:

VFDI(t) = Vreg + ΔVtap ∗ λ(t) (4)

where,
λ(t) ∈ [+1,+16] and λ(t) > ka

t (t) (5)

here, λ(t) is an attack factor defined using Eq. (5). For the value of λ = 0, VFDI =
Vmeas = Vreg, therefore, the LTC controller calculates the value of ka

t = 0 using
Eq. (1). For the above example, where the measurement voltage is 114.6 V, the
value of ka

t is +6 obtained from the Eqs. (1) and (2). Now, following the attack
definition in Eq. (4), we consider λ = +8 which is obviously greater than the
calculated ka

t =+6. Therefore, the attacker can modify the original measurement
voltage with the new VFDI which is 127 V. Once the LTC controller receives
the measurement data (which is actually maliciously modified), it calculates the
expected number of tap operations following below:

ka
t (t) =

V up
reg − Vmeas

ΔVtap
=

121 − 127
0.75

= −8 (6)

After the tap number is calculated, the actuator decreases 8 taps (downwards)
to decrease the voltage level. As the original voltage was only 114.6 V, further
decrement will force the node voltage to remain below the stability limit as
shown in Fig. 8.
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5 Conclusion

In this paper, we have discussed the voltage drop phenomena of a traditional
distribution system and the effect of LTC transformers to regulate the voltage
level within stability margin. The advantages of closed loop adaptive LTC con-
trol based on the remote node monitoring is also explained. As the operation
the this closed loop LTC control is highly dependent on the measurement data
from a remote node, we show how the malicious modification (FDI attacks) of
the measurement data can lead to distribution system operational disruptions.
Here, we define two different types of attacks, one aiming to decrease the energy
efficiency by demanding additional power from the substation and the another
one is targeting the system stability by forcefully placing all node voltages under
the lower stability margin. For the first type of attack, we see that a typical attack
scenario can increase the need of power supply by 7 %. For the second attack
type, every node of the distribution system goes below the stability threshold
under a typical attack situation.

The scope of this paper is to define and study these new attack templates that
target the LTC transformers to disrupt distribution system operations from an
attacker’s perspective. An Intrusion Detection System (IDS) to defend against
these types of attacks is under preparation.
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6 Appendix

Regulator ID: 1
Line Segment: 150 - 149

Location: 150
Phases: A-B-C

Connection: 3-Ph, Wye
Monitoring Phase: A

Bandwidth: 2.0 volts
PT Ratio: 20

Primary CT Rating: 700
Compensator: Ph-A
R - Setting: 3
X - Setting: 7.5

Voltage Level: 120

Regulator ID: 2
Line Segment: 9 - 14

Location: 9
Phases: A

Connection: 1-Ph, L-G
Monitoring Phase: A

Bandwidth: 2.0 volts
PT Ratio: 20

Primary CT Rating: 50
Compensator: Ph-A
R - Setting: 0.4
X - Setting: 0.4

Voltage Level: 120

Regulator ID: 3

Line Segment: 25 - 26

Location: 25

Phases: A-C

Connection: 2-Ph, L-G

Monitoring Phase: A-C

Bandwidth: 1 volts

PT Ratio: 20

Primary CT Rating: 50

Compensator: Ph-A Ph-C

R - Setting: 0.4 0.4

X - Setting: 0.4 0.4

Voltage Level: 120 120

Regulator ID: 4

Line Segment: 160 - 67

Location: 160

Phases: A-B-C

Connection: 3-Ph, L-G

Monitoring Phase: A-B-C

Bandwidth: 2 volts

PT Ratio: 20

Primary CT Rating: 300

Compensator: Ph-A Ph-B Ph-C

R - Setting: 0.6 1.4 0.2

X - Setting: 1.3 2.6 1.4

Voltage Level: 124 124 124
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Abstract. Mobile Ad Hoc Networks (MANETs) are an active and challenging
area in computer network research. One emerging research trend is the attempts
in implementing or adapting existing voice protocols over MANETs. Successful
implementation of voice over MANETs would allow an autonomous way to
communicate. Session Initiation Protocol (SIP) is one of the most widely-used
signaling protocols used in VoIP services. In order to implement a voice protocol
over MANETs, SIP is generally required to be adapted for use over the decen‐
tralized environment instead of the overlay infrastructure-based networks. This
paper proposes a Domain-Based Multi-cluster SIP solution for MANET. Our
proposed solution eliminates the shortcomings of centralized approaches such as
single point of failure and provides a scalable and reliable implementation. In
addition, it reduces the overhead in existing fully distributed approaches. We then
simulate and evaluate the proposed solution under different conditions and using
metrics such as Trust Level, Proxy Server (PS) Load, Network Delay, Success
Rate, and Network Management Packet.

Keywords: Mobile ad hoc networks (MANETs) · Session initiation protocol ·
Wireless ad hoc networks · Voice over IP (VoIP) · Voip over manets · Domain-
Based Multi-cluster SIP

1 Introduction

In the past decade, there have been significant advances in the wireless arena and,
consequently, we have witnessed an increase in consumer adoption of wireless tech‐
nologies. An example of a widely used consumer product is Voice over IP (VoIP) that
delivers multimedia over Internet Protocol (IP) networks (rather than using the Public
Switched Telephone Network - PSTN). The two most popular signalling protocols for
an IP-based network are the H.323- defined by the ITU, and the Session Initiation
Protocol (SIP) - defined by the IETF. Increasingly, SIP is becoming more popular than
H.323, mainly due to SIP’s flexibility and relative simplicity [1]. Due to the popularity
of 802.11/Wi-Fi enabled devices with more powerful built-in capabilities such as smart
mobile devices (e.g. iOS and Android devices), Ad hoc networks can be used to support
VoIP and other applications. For example, students physically present on the same
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J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 267–281, 2015.
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campus can communicate with each other using MANET-based VoIP [2]. However,
implementing VoIP services over MANETs remains a challenge due to the inherent
characteristics of MANETs (e.g. self-configuration of IP addresses).

One possible solution is to modify VoIP signalling services in order to support decen‐
tralized infrastructure-less networks. However, we would need to modify existing SIP
services for deployment in a peer-to-peer (P2P) communication environment without
compromising on availability, flexibility and efficiency (e.g. accepted call ratio) [1, 3].

In this paper, we propose a secure domain-based multi-cluster SIP solution for mobile
Ad hoc network (MANET) that achieves scalability, reliability and availability.

In our proposed solution, we build a cluster-based logical overlay network on top of the
network’s nodes using a mechanism to minimize the overhead on the cluster heads by
splitting and merging the cluster into smaller clusters in the same domain (see Sect. 3).
This is designed to allow SIP users to communicate with each other either directly or to
request for contact information from the logical SIP servers distributed among the network;
allowing us to solve the bottleneck issue due to a standalone SIP server serving numerous
client requests. In addition, our proposed solution employs security mechanism on different
levels (i.e. servers and clients). To the best of our knowledge, this is one of very few publi‐
cations to date that supports the secure use of SIP over MANETs. This is, probably, due to
the fact that SIP has its own architecture that is based on several servers, which is more
suitable for networks with a predefined infrastructure.

This paper is organized as follows: Sect. 2 reviews the background and related work.
Section 3 describes our proposed domain-based cluster-based SIP solution for MANET.
Our experiment setup and findings are presented in Sect. 4. Finally, Sect. 5 concludes
this paper.

2 Background and Related Work

2.1 Background

The term VoIP refers to the use of IP to transfer voice. SIP, an application layer open
standard developed by the IETF, is defined in RFC3261 [4]. It is a transport-independent,
text-based, request-response paradigm and flexible signalling protocol, initially
designed to accommodate multimedia sessions. Fundamentally, SIP is used for
initiating, managing and terminating the multimedia sessions for voice and video across
packet switched networks. SIP sessions generally involve one or more participants with
SIP-enabled devices [4, 5].

SIP builds an overlay network on top of regular infrastructure IP-network by using
the set of (following) entities communicated via SIP messages.

• User Agent (UA) is a SIP endpoint that interacts with the user.
• Servers (Proxy, Registrar and Redirect) communicate with each other or with the UA

providing service.
• Gateway translates SIP into other protocols. Usually, gateways are used to connect

SIP networks to the PSTN [4, 5].

An overview of a typical SIP overlay network architecture is illustrated in Fig. 1.
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Fig. 1. SIP overly network architecture.

An Address of Record (AoR) is a SIP User Resource Identifier (URI), which is the
SIP’s addressing schema to call SIP users. AoR points to a domain with a location service
that maps the URI to another where the user might be available [4].

It is important to differentiate between securing SIP-enabled sessions and SIP
security. The former is ensuring the security of media data exchanged between parties.
The latter is concerned with the exchanged SIP signaling. Like other protocols on the
IP stack, SIP may suffer from various vulnerabilities. Despite the diverse security mech‐
anisms that have been proposed for SIP-based applications [4, 6], securing SIP-based
applications remain an active research challenge.

Wireless ad hoc networks are collections of autonomous nodes forming a tempo‐
rary network without any centralized administration. They differ from traditional
wired networks in several characteristics. For example, wireless nodes must track
changes in the network in the absence of an administrator point in the network [2,
3]. Thus, establishing a secure VOIP session in such a distributed environment is a
challenging task. Since SIP is the dominating signaling protocol for VoIP service, it
is more practical to deploy secure SIP (rather than another signaling protocol) in a
real-world implementation.

2.2 Related Work

Rebahi et al. [7] proposed the integration of a fully distributed certification authority
(FDCA) as the underlying protocol for the public key infrastructure mechanism. FDCA
makes use of a threshold scheme to maintain a secure SIP for Ad hoc networks’ entities.
It assumes the existence of a Certification Authority (CA), which issues certificates and
maintains the certificate database. However, Rehabi et al.’s proposed security mecha‐
nism adds a significant overhead and the scalability factor was not considered in the
implementation.
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Leggio et al. [8] proposed a solution that inserts a set of the basic functionalities of
a SIP proxy and registrar server in every mobile node forming a MANET. In this mech‐
anism, the Registrar functions as an access port to manage the SIP location service entity,
whereas Proxy Servers logically access the location service. User terminals can use their
SIP clients in MANETs as well as in infrastructure networks. Although this proposed
solution has a logical distribution of voice service over MANET, scalability and security
were not thoroughly considered.

Bai et al. [9] presented a test-bed infrastructure for distributed wireless VoIP SIP
servers. The architecture consists of centralized servers, and a SIP server and an Authen‐
tication, Authorization, and Accounting (AAA) server. However, the proposal used a
centralized approach based on distributed servers, which may not be suitable for deploy‐
ment in a decentralized environment (e.g. Ad hoc networks).

Bah [10] proposed a business model for service provision in standalone MANETs,
which defines the business roles and the relationship, and interfaces between them. Bah
also proposed (1) a service invocation and execution architecture to implement the
business model based on the overlay network, and (2) a distribution scheme of the SIP
servlets engine. The overlay network enables self-organization and self-recovery to take
into account MANET’s characteristics. The proposed solution is designed for a business
model in a closed environment setting, which is much easier to deal with as long as the
distribution of the voice service and security mechanisms is pre-agreed. It may not,
however, be a viable option for everyday use in an open environment.

Kagoshima et al. [11] proposed an emulator architecture and local multipath routing
suitable for SIP services. Their MANET emulator implementation demonstrated the
feasibility of operating a SIP service from the time a request for session establishment
is received to the establishment of voice packets and to the end of the session. The
implementation also suggested that the local multipath routing provides a high proba‐
bility of retaining the required path using an enhanced adaptive AODV routing protocol
adaptive considering SIP service. However, this is only a simple test bed with limited
nodes to implement voice and video services in Ad hoc networks. In addition, their work
did not consider various important factors such as performance analysis, scalability and
security.

Alshingiti [12] proposed an enhanced security mechanism for SIP over Ad hoc
networks, by introducing an extension to the SIP header. This is done by combining
Cryptographically Generated Addresses with the social network paradigm to provide
authentication and message integrity. The proposed mechanism includes a reasonably
secure mechanism to distribute an adaptive voice service for MANETs, but it adds a
significant overhead and, again, the scalability factor was not considered.

Leggio et al. [13] proposed an architecture for MANET emulator in SIP service
deployment (SIP_MANET emulator), which uses AODV protocol as the underlying
routing protocol. A simulation of a test implementation to deliver voice and video serv‐
ices in Ad hoc networks was conducted using a small number of nodes. However, the
study did not consider factors such as performance analysis, scalability and security.

In our previous work [14], we presented a secure nomination–based solution to
implement SIP functionality in Ad hoc networks by combining Distributed SIP Location
Service with two security techniques, namely; the Digest Authentication Access (DAA)
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and Simple/Multipurpose Internet Mail Extensions(S/MIME). Both DAA and S/MIME
are used to provide secure log in service for users and data exchanged between proxies
respectively. In the proposed solution, a node is elected to be a proxy server (PS) that
handles SIP functionality and another node, Change D’affair (CD), is elected to be a
backup for the server. The proxy is set to be the first node in the network, and then it
will broadcast an election message to select a CD to be the next proxy after the PS
delivers the task to the elected CD.

Abdullah et al. [15] proposed a secure cluster-based SIP service over Ad hoc network
to protect the adapted SIP service from several types of attacks. This research eliminates
the shortcomings of centralized approaches such as single point of failure, as well as
reducing the overhead presented in fully distributed approaches.

It is clear from the literature that improving the scalability and security of SIP serv‐
ices on MANETs is an ongoing research challenge. This is not surprising as SIP relies
on the resources of server functions, and unfortunately in a MANET environment,
servers have limited resources. As the size of the network increases, the load on the
servers increases, and consequently, this decreases their reliability and availability. In
addition, the dynamic, unpredictable and self-configuring nature of MANETs compli‐
cates efforts to maximize the scalability and security of SIP services over MANETs.

The aim and novelty of this paper is the proposed solution to overcome the scalability
shortcoming of MANETs in a secure manner. This is done by implementing a mecha‐
nism on the organizational level of the application layer using a domain-based dynamic
clustering with a built-in reputation function to maintain the best selection of the servers
based on a feedback from the network core and key ranking equation to implement an
adaptive SIP solution over MANETs.

3 Our Proposed Solution

This section describes our proposed Domain-Based Multi-cluster SIP solution for
MANET, which allows calls to be established between peer-nodes ubiquitously using
infrastructure-less environment. It is assumed that the SIP application can perform at
least one-hop message broadcasting (Fig. 2).

In the proposed solution, SIP entities comprise SIP User Agent (UA) and SIP Proxy
(a combination of SIP Registrar and SIP Discovery Server - SIP DS), and are imple‐
mented on the protocol stack. Nodes can also function as Registrar or as DS to register
other SIP UAs or provide address-of-record (AoR) resolution respectively.

We note that a number of researchers have demonstrated that cluster-based solutions
can address various limitations associated with Ad hoc networks such as in routing, traffic
coordination and fault-tolerance [5]. Therefore, our proposed solution builds logical clus‐
ters over the SIP network at the application level. The formation of SIP network’s clusters
is based on nodes’ positions within the network and the neighborhood degree. This
approach eliminates the need for additional message types as it reuses the well-known SIP
messages by adding special headers. The latter is used to indicate the nature of the
exchanged message. The clusters consist of Cluster Head (CH) nodes which act as SIP DS.
The terms CH and SIP DS (or SIP server) are used interchangeably in this paper.
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Naturally, we assume that the network is vulnerable to attacks. For example, external
attackers can launch various attacks targeting the availability of the SIP network (e.g.
poisoning information to SIP users so that the SIP network is unable to establish calls).
We also assume that SIP users will pre-share or establish their security associations with
each other (e.g. they have exchanged their security keys offline or via other secure
means). All SIP users are capable of using basic security algorithms such as Message
Authentication Code algorithm.

The aim of our solution is to support both standard and ad-hoc SIP operations with
the following design goals:

• Enabling Ad hoc node peers to establish calls over the decentralized environment of
Ad hoc network based on SIP;

• Overcoming existing limitations of relying on static, fixed, and centralized entities;
• Preventing unnecessary expensive overheads (e.g. eliminating the need to distribute

all SIP functionalities over the entire network) without affecting scalability or
resulting in higher energy and bandwidth consumption; and

• Compatibility with the standard SIP.

Next, we will outline the modifications required to the standard components in
MANETs to implement our proposed solution.

3.1 MANET Clustering

For MANET networks to utilize SIP for VoIP, we need SIP servers for the initialization
and teardown of the P2P sessions as well as AoR resolution. Since MANET is a flexible
network without any supporting infrastructure, the selected server needs to be one of
the nodes within the MANET. These nodes typically have relatively little CPU power
and battery life, and consequently, limiting the number of users in this service before
latency issue occurs. To address this limitation, we use a clustering mechanism to
dynamically elect or retire servers to load balance based on demand (see Sect. 3.4),
which ensures a uniform service level.

Fig. 2. Logical diagram – cluster splitting and merging. (1) Cluster reaches saturation limit. (2)
Cluster splits into two separate clusters. (3) A cluster reaches minimal count. (4) Merges with an
appropriate cluster.
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3.2 Proposed Server Functionality

Primary Server (PS) is a node elected to act as a SIP Proxy and Registrar server to
transmit and receive P2P connection requests for the nodes in the cluster that it manages.

This server maintains three different tables containing node data (Local Node, Global
Node and Server). The PS has other duties, namely: servicing special invite requests of
new nodes and merging and splitting the cluster based on the node count.

The Backup Server (BS) is a backup node that will take over or be promoted to act
as the PS if the PS goes offline as well as supporting the PS with load balancing func‐
tionality. The BS keeps an identical set of the tables containing node data.

3.3 Reputation-Based Election

Using a reputation-based technique to select a PS or BS ensures that the chosen server
is a trusted entity [12]. However, in such an approach, the preference of a server needs
to be updated each time they are elected, affecting the stable operation of the network.
To avoid this limitation, we propose a priority algorithm (see Eq. (1)) that takes into
account the amount of time that a server has been operational when increasing its
priority. This is to ensure that reliable servers are selected in preference to others.

Our proposed priority algorithm is as follows:

(1)

In the algorithm, RPC denotes the Reputation Point Count and SU denotes the Server
Uptime. The initialization value of RPC for both the Backup server and the primary
server needs to be different. For example, in our experiment, RPC is initialized to 1 when
computing the priority value of the Backup server and RPC is initialized to 3 for the
primary server, and an SU of 10 units will result in a priority value of 11 for the Backup
server or 13 for the primary server.

The priority algorithm computes the reputation of selected functioning servers,
which is used to determine their eligibility to serve as the PS or BS. To achieve a higher
priority score, potential servers will have to either serve longer in the network (SU) or
maintain higher roles (PS, BS). Our priority algorithm gives preference to a longer
serving server than one who has served for a shorter period in different roles.

3.4 Proposed New Clustering Mechanism

The proposed clustering mechanism assigns one server to a specified set of nodes
referred to as a cluster head. Each cluster has a maximum and a minimum saturation
limit of nodes, which is used to trigger the respective cluster split and merge sequences.
In a cluster split sequence, the BS node becomes the PS in the new cluster taking half
of the nodes and then performing an election to select a BS. Once a cluster falls below
the minimum saturation limit, the PS of that cluster will send merge requests to other
clusters to amalgamate into an efficient cluster size.
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3.5 Server’s AoR Entities

The Local Node Table holds records of the local in-cluster nodes installed on every
server and contains the Name, Status, Priority and Offline duration for all nodes in the
cluster. This table is stored on both on PS and BS to keep track of all nodes in the cluster.
The Global Node Table contains a list of all registered nodes in the domain, and each
node can only be updated by their respective PS or BS. The table is distributed and
installed on all in-domain active servers (participating clusters).

The Server Table contains information about the cluster servers such as Type, Public
keys, Cluster ID, Server name and Priority. The priority field of the server cannot,
however, be updated by itself – this field can only be updated by the in-domain active
servers (cluster heads).

4 Experiment Setup and Findings

4.1 How Does the Proposed Solution Work?

Startup: The first node to initiate the service with a domain-name is the PS acting as
a CH. In addition to the role of PS, the CH functions as the Registrar to maintain the
AoR (generally a device-independent long-term identity of a user, such as an email
address). The process is outlined in Fig. 3.

Fig. 3. Startup

On startup, the node initiating the service will advertise to all other nodes that are in
range of the service. The first interested and eligible node to act as the BS will respond
with an ACK command, which will be authenticated (e.g. using S/MIME security
mechanism [12]). Once this node has been accepted as the BS, all subsequent nodes that
send ACK’s will be added as regular nodes to the service.
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Primary Server Leave/Down Procedure: Should the PS exit the service (e.g. due to
insufficient battery power), the BS will be promoted to be the new PS by the departing
PS. The new PS sends an Election message to all registered and currently logged in
nodes in the cluster to select a new BS and this must be done before any new node can
be registered with this cluster.

The new BS is selected based on its priority. If no trusted node can be found to be
elected to act as a BS, then a node will be selected by the new PS to act as the BS.

The handover process should not affect any client node cluster affiliation or the
progress of already initialized SIP P2P communications, although there might be minor
delays for nodes in the process of sending messages to the server. If the server goes
offline unexpectedly or the BS does not hear from the PS for a pre-determined duration,
then the BS is automatically promoted to be the PS temporarily until a server election
is performed to select new servers (see Fig. 4).

Fig. 4. Primary server leave/down procedure

Backup Server Leave/Down Procedure: If the BS exits the service:

• The BS will send a LEAVE message to the PS, and
• The PS will send an Election message to all registered and currently logged in nodes

in the cluster to select a new BS and this must be done before any new node can be
registered with this cluster

The new BS is selected using the procedure described in the previous Section. If no
trusted node can be found to be elected to act as a BS, then a handshake is performed
with an adjacent node to the PS and this node is now the BS.

The handover process should not affect any client node cluster affiliation or the
progress of already initialized SIP P2P communications, although nodes sending
messages to the server may experience minor delays. If the server goes offline unex‐
pectedly and the PS does not hear from the BS for a pre-determined duration, then the
PS triggers another server election to select a new BS.

Clustering Function: If the cluster reaches its saturation limit of nodes, the PS splits
the table giving half the nodes to the BS, and the BS adds these nodes to a new Local
Node table. BS will then create a new cluster and notify all his/her nodes with a new
Cluster ID and Server ID. Both servers will also notify the other servers in the domain
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of the updates to their global node and server tables. An election is done in both clusters
to ensure the best selection of servers.

Merging Function: When the Cluster reaches a minimum count threshold, the PS will
find another cluster to join. Note that PS1 and PS2 denote the Local Primary Server and
the Remote Primary Server respectively.

1. PS1 sends a GETCOUNT message to all other PS in the domain, which will respond
with their node count;

2. PS1 selects the cluster with the smallest count of nodes;
3. PS1 sends a MERGE command to the selected cluster’s PS (PS2);
4. If an ACK message is received from PS2, PS1 will notify his/her nodes providing

PS2’s Cluster ID and Server ID. Otherwise, PS1 will send a merge request to the
next smallest cluster This process will repeat until PS1 successfully join a cluster;

5. PS1 sends its local node table to PS2;
6. PS2 adds the local node table values to its table and cluster;
7. PS2 notifies all other servers in the domain of the updates to their global node and

server tables;
8. PS1 dissolves to a regular node; and
9. PS2 calls election in the merged cluster (see Fig. 5).

Fig. 5. Cluster heads merge/join procedure

When a node goes offline, the PS will remove their entry from the local node table
prior to notifying other servers in the domain. The entry will only exist in the global
node table for the period of 24 h (or a pre-determined duration). The node will then need
to apply again as a new node when rejoining the network. For security reasons, only the
PS and BS are able to update the state of a node and this is cross-checked against the
Server table.

Server authentication is an important consideration to ensure the security and integ‐
rity of the services. For example, a strong server authentication will prevent low priority
nodes masquerading as high priority ones to rig their own election. The use of a CHAP
handshake when a server is being elected could be an effective authentication method,
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as the selected server would come into direct contact with the server that is electing it.
This would prevent man in the middle attacks. Real-time blocking of accounts which
was found to be in violation of policies (e.g. multiple logins from different locations and
on different devices) is another effective way to mitigate risks associated with compro‐
mised accounts in a timely manner.

4.2 Findings

Our simulation of the proposed solution is described in this section, and we evaluate
using the following evaluation metrics and parameters:

– PS Load: The number of messages received by the PS.
– Success Rate: The number of invitations successfully delivered to the intended recip‐

ient over time.
– Scalability: The behavior of the proposed mechanism when the number of nodes is

increased.
– Stability: Shows the consistency with increasing number of nodes and its effect on

the service request time.
– Time: The amount of time in seconds for the running of the network. For each second

of run-time, the power of the nodes is decreased by one unit to take into consideration
that the simulation time is not equivalent to one second in real-time network.

– Power: The measurement of power consumed in each node.
– Mobility: The movement of the node and its effect on the node.

We conducted 100 simulations under different conditions, and computed the average
of the findings (also taking into consideration that all the nodes are changing position
(mobility) with time).

Figure 6 presents the findings of the effect of PS load over the lifetime of the network.
When the cluster was first established, the number of nodes within the cluster will
increase (due to new registration) and eventually reach a point of stability. Once the
threshold values are reached, the clustering process (i.e. merge or split) will commence.
For example, as shown between the values of 115–134 on the X-axis of Fig. 6, the Merge
process is triggered, and between the values of 248–267 on the X-axis, the Split process
is triggered resulting into the forming of another cluster.

As shown in Fig. 7, the success rate is consistent and does not degrade over time.
This is due to the network load being divided by the dynamic multi-clustering mech‐
anism, resulting in a fair distribution of the load carried by each cluster. It is recom‐
mended that the threshold values (that trigger the Merge and Split process) be deter‐
mined only after an in-depth analysis of the network behaviour to provide an optimal
performance.

As shown in Fig. 8, our multi-clustering approach has significantly increased the
number of participating nodes; addressing one of the challenging issues of MANETs
(i.e. the overall management of the voice service was divided into clusters to evenly
share the network load on dynamic clusters in the same domain). It is also worth pointing
out that the cluster may fail to register nodes in the merge process occasionally, which
may cause a visible drop in the number of nodes such as the example between the values

A Domain-Based Multi-cluster SIP Solution for Mobile 277



of 37–49 on the X-axis of Fig. 8. Those nodes can, however, re-register directly under
any other cluster in the same domain and will be connected and added to the global table
record. The noticeable sudden increase in the number of nodes between the values of
133–145 on the X-axis is due to the increase in the number of nodes interested in joining
the network (e.g. peak/rush hour), which results in multiple splits of the clusters to
register more nodes.

Figure 9 shows the reputation (server uptime) which ensures nonlinear growth of
priority over time for this disparity between time, and points rewarded ensures the most
stable servers are preferred (i.e. based on number of times the cluster heads and backup
server were selected).

Fig. 6. Number of nodes per cluster over time

Fig. 7. Stability (success rate)
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Our proposed mechanism has addressed issues previously identified in [14, 15]. As
shown in Table 1, the domain-based dynamic clustering solution significantly enhanced
the scalability factor of MANETs by adapting a SIP solution on the application layer to
virtually organize and administrate the network in a dynamic way based on pre-deter‐
mined thresholds to trigger the point of optimal performance. The security of the solution
is also enhanced by the integration of our proposed priority algorithm as a way of quan‐
tifying the trust level. While the number of nodes in our previous mechanisms [14] was
limited to a maximum of 50 nodes, this proposed solution can accommodate up to 350
nodes. In addition, our proposed solution has reduced the average number of manage‐
ment packets and provides a more flexible way to divide the overhead over the network,
which stabilized the network and maintained an optimal performance.

Fig. 8. Scalability (number of nodes against the simulation time)

Fig. 9. Reputation (server uptime)
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Table 1. Comparative summary

Nomination-based
[17]

Cluster-based [18] Domain-based
multi-cluster

Priority Static Static Dynamic

Scalability Up to 50 nodes Up to 80 nodes Up to 350 nodes

Av. No. manage‐
ment packets

Stable Gradual increase Gradual increase

Stability Limited Limited Flexible

Overhead High Varies Average

5 Conclusion and Future Work

In this paper, we proposed a Domain-Based Multi-cluster SIP Solution for MANET that
results in a stable, secure and scalable MANET service. Our proposed solution includes
an advanced clustering technique designed to overcome the shortcomings of the adapted
nomination-based mechanism in our previous work [14]. We simulated our solution
under different settings and using different metrics and parameters. The findings demon‐
strated the utility of our proposed solution. Future work includes conducting user studies
where we implement and evaluate our solution with student and staff mobile participants
on the University campus.
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Abstract. Software based cryptographic services are subject to various
memory attacks that expose sensitive keys. This poses serious threats
to data confidentiality of the stakeholder. Recent research has made
progress in safekeeping these keys by employing isolation at all levels.
However, all of them depend on the security of the operating system
(OS), which is extremely hard to guarantee in practice. To solve this
problem, this work designs a virtual hardware cryptographic token with
the help of virtualization technology. By pushing cryptographic primi-
tives to ring -1, sensitive key materials are never exposed to the guest
OS, thus confidentiality is retained even if the entire guest OS is com-
promised. The prototype implements the RSA algorithm on KVM and
we have developed the corresponding driver for the Linux OS. Exper-
imental results validate that our implementation leaks no copy of any
sensitive material in the “guest-physical” address space of the guest OS.
Meanwhile, nearly 1,000 2048-bit RSA private requests can be served per
second.

Keywords: Virtual cryptographic token · KVM · Virtio

1 Introduction

In computer and communications systems, data confidentiality is often provided
by encryption. The strength of encryption mechanisms depend on both the secu-
rity of the encryption algorithm and the secrecy of cryptographic keys. Over
the years, there has been several encryption algorithms that withstand contin-
uous cryptographic analyses. However, in a practical deployment, various reasons
may cause the exposure of keys. For instance, key manager’s dereliction of duty,
improper software implementations, permeate attacks, etc. all put the keys at risk.
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In particular, software vulnerabilities that leak memory regions to unautho-
rized subjects are main threats against the confidentiality of the keys. They
extend to every level of the software stack and are often difficult to detect,
due to the complication of computer systems. The sensitive data spread across
the whole memory space (both kernel and user spaces) for longer than tradi-
tionally thought, even if the used memory is freed [1–3]. Applications designed
with security in mind that zeros memory space containing the keys may also be
fooled by the compiler, as such “superfluous” operations may be removed as a
result of optimization [1]. Mobile-devices hoard a mass of sensitive information
in plain-text in both RAM and stable storage. These data are very likely to be
leaked once the device is lost [4]. The recently discovered OpenSSL vulnerability,
namely Heartbleed [5], allows remote attackers without any privileged creden-
tials to steal private keys. The bug is attributed to the loose inspection on the
request packet that triggers a buffer over-read. Moreover, there are numerous
subversions at the OS level that leak arbitrary kernel space memory to user
space [6–8].

To migrate these attacks, threshold cryptosystems [9] and intrusion-resilient
cryptosystems [10] are designed to withstand disclosure of some portion of the
keys. In [11], keys are scrambled and dispersed in memory, but re-assembled in
x86 SSE XMM registers when cryptographic computation is needed. Nikos et al.
proposed implementing a cryptographic framework inside Linux kernel and pro-
viding cryptographic service to user space through a proven secure interface [12].
Unfortunately, all the above solutions only mitigate the problem to some extent.
If the entire memory image is obtained by the attacker somehow, all “hidden”
information is disclosed.

One of the most efficient and effective ways to safekeep keys is to employ
hardware security modules (HSM). For example, Luna G5 is an usb-attached
device that uses a dedicated chip to store user keys and perform cryptographic
computation [13]. The keys are well protected both logically (keys cannot be
legally accessed through the software interface) and physically (illegal physical
invasion cannot obtain the keys). Optionally, whenever a cryptographic key is
used, a LED flickers to alert the user that the key is being accessed. Since such
approaches are secure and efficient, especially in insecure environments, they
are often adopted in the industry, e.g., for authentication in online banking.
However, hardware-based solutions all require additional costs, and are vendor
dependent.

Motivation. We observe that hardware virtualization technology (VT-x for
Intel and SVM for AMD) has been widely supported in commodity computers.
By running a virtual machine, another layer of software isolation is added. The
compromise of the guest OS does not harm the security the virtual machine
monitor (VMM) or hypervisor. Based on this property, it is feasible to emulate
a “HSM” in VMM for the guest OS such that arbitrary malicious code running
in guest OS (including ring 0 malware) does not harm the key security.
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In this paper, we present virtio-ct, a software virtual cryptographic token
that aims to inherit some key advantages of a HSM. In particular, on top of
virtualization technology, a virtio-ct virtual device:

– provides guest OS with RSA cryptographic service using emulated PCI
interface.

– decouples cryptographic keys from the guest OS.
– is OS agnostic.
– audits all the accesses to the keys and emits physical signals in a

mandatory way.

Like a real HSM, by designing an interface only for requests and responses,
the cryptographic keys are never exposed to the guest OS. So even kernel com-
promise cannot retrieve the keys. At the same time, as virtio-ct is a software
solution, users benefit from its flexibility, low costs and easy use.

The prototype is implemented on top of Kernel-based Virtual Machine
(KVM) [14] and uses QEMU [15] as its user space device emulator. The com-
munication channel is based on virtio [16], the de-facto standard for para-
virtualization I/O. Experimental results show that virtio-ct achieves nearly
1,000 2048-bit RSA private key encryptions per second on an Intel core i7-
4770S CPU.

Limitations. virtio-ct resembles a real HSM in many aspects, except that
it is not resilient to physical attacks. A HSM defeats invasive physical attack
by enclosing the key information in a tamper-sensing device. However, when
a machine running virtio-ct services falls into an attacker’s hand, this
attacker could launch physical attacks to the RAM chip, for example, cold-boot
attack [17].

virtio-ct only provides cryptographic key storage and computation ser-
vices. A full Trusted Platform Module (TPM) also offers many other capacities
like remote attestation [18]. Virtual TPM (vTPM) is a superset of virtio-ct.
However, our work makes sense because of the following reasons: (1) vTPM
needs a physical TPM to establish trust while virtio-ct does not rely on it.
(2) A full vTPM is relatively error prone and may encounter many challenges
because of its complexity. (3) System programmer needs expertise to work with
TPM. In contrast, the application programming interface (API) of virtio-ct is
much simpler: we provide services through the OpenSSL API by encapsulating
several ioctl system calls.

Outline. The remainder of our paper is structured as follows: First, Sect. 2
introduces related works in this field. Then we describe the system model and
applications of virtio-ct and clarify the attack model of it in Sect. 3. Next we
give background information about VMM and virtio in Sect. 4. We introduce
the design and implementation of virtio-ct in Sect. 5. Evaluations in terms
of performance and security are presented in Sect. 6. Finally, Sect. 7 draws the
conclusion.
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2 Related Work

Protecting cryptographic keys from unauthorized access is a prerequisite for the
security of the entire cryptographic system. Toward this, there are two generic
ways. The first one keeps keys in the same memory space of the OS, while
depends on software mechanisms to ensure strong isolation. Chow et al. pro-
posed a secure deallocation mechanism to minimize the exposure of the keys [1].
Nikos et al. proposed a cryptographic framework inside Linux kernel to provide
cryptographic service to user space through a proven secure interface [12]. Intel
Software Guard Extension (SGX) solves the problem in hardware [19]. Specif-
ically, it supplies new instructions to seal legitimate software inside an enclave
and protected environment, irrespective of the privilege level of the malware.

virtio-ct falls into the second category, which escrows the key to a trusted
third party. The keys are accessed either through network, PCI-E or usb inter-
face in HSM solution. CleanOS [4] on the other hand, evicts the key that was
used to encrypt sensitive data locally to the cloud when the data is not in active
use. vTMP [18] emulates a TMP device in the cloud environment. It extended
the current TPM V1.2 command set with virtual TPM management commands
that allow users to create and delete instances of TPMs. Each created instance
of a TPM holds an association with a VM throughout its lifetime on the plat-
form. Compared with vTMP, virtio-ct provides a small yet important subset
in the perspective of cryptographic computing. virtio-ct is more flexible (no
dependance on real TPM) and efficient.

3 System Model and Threat Model

System Model. virtio-ct is designed to isolate cryptographic computation
from the OS in commodity platform. For a secure conscious user, he or she would
expect to run untrusted applications in an isolated environment to avoid possible
infection to the host, while access sensitive data through a secure interface. To
this end, the user may create a VM to execute that application while employ
virtio-ct to request cryptographic service. Whenever the guest OS accesses
the cryptographic keys, virtio-ct emits physical signals to notify the user, just
like a real HSM.

Threat Model. We consider an attacker who can execute arbitrary code in the
legacy OS – both in user space and kernel space. The attacker can achieve this
by injecting customized code via buffer overflow attacks or implanting system
level rootkits and Trojans. This implies that the attacker is able to manipulate
page tables to access all desired memory regions.

We assume the attacker has no physical access to the computer. Otherwise,
hardware-based attacks such as cold-boot attacks [17] or even bus-probing could
be used to harm the security of the RAM chips.

We also assume that the underlying VMM is mostly safe. The compromise of
the guest OS cannot escape from the VMM. That is to say, the adversary cannot
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interfere with Virtual Machine Control Structures (VMCSs), Extended Page
Tables (EPTs) and other sensitive structures that require higher privilege. Note
that a trend in designing VMMs is that the code size is reducing. For example,
the Xen hypervisor [20] has approximately 100 kilo lines of code (KLOC) while
BitVisor [21] has only 20 KLOC. The result is that it is easier to verify the
security of VMM itself.

4 Background

This section first gives an overview of several popular virtualization solutions,
with detailed description of Kernel-based Virtual Machine (KVM). Then virtio,
a de-facto standard for para-virtualization I/O devices is explained. virtio-ct
is implemented on top of both solutions.

4.1 VMMs and KVM

VMM is a software layer that abstracts isolated virtual hardware platforms on
which several independent guest OSes run in parallel. These virtual machines
(VMs) share the same set of physical resources with VMM acting as resource
manager and device emulator. VMM guarantees that VMs cannot access each
other’s resources, including memory regions.

With the prevalence of hardware virtualization extensions, most instructions
of the guest OS can be executed directly in the CPU. Unlike those in the host OS,
they are executed in a separated non-root mode. In this mode, certain predefined
events that are considered risky can be intercepted by the VMM, for example,
privileged instructions, interrupts and I/O instructions. In this way, VMM runs
in a more privileged level because it can decide whether or not these guest-issued
sensitive operations can be executed. In both modes, the executable can run in
either of the four privilege levels defined in the x86 platform. So traditional
OSes that employ separated privilege levels do not have to modify its code to
accommodate the virtualized environment.

There are two types of VMM architectures. Type I VMMs run natively on the
bare-metal hardware and implement all the VMM functions itself. This include
Xen, VMware ESX/ESXi, Hyper-V, etc. On the contrary, Type II VMMs run in
the context of the host OS. This simplifies the design of the VMM because many
of the host OS’s functionalities can be used readily. Most notable implantations
among these are VMware Workstation, Oracle VirtualBox and KVM.

KVM. KVM is implemented as a loadable kernel module originally for Linux on
the x86 platform, but later ported to PowerPC, System z (i.e., S/390) and ARM
platforms. The KVM module is the core of the KVM solution. It initializes the
CPU hardware and provides a serial of VMM management interfaces through the
ioctl system call, for instance, creating a VM, mapping the physical address of
the VM, and assigning virtual CPUs (vCPUs). A dedicated user space program,
namely QEMU, provides for PC platform emulation and calls the KVM interface
to execute guest OS code.
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Fig. 1. Three vCPU modes in which the guest OS runs

In KVM, a guest OS is presented as a normal QEMU process and each vCPU
is a thread. A QEMU process has three execution modes, namely, guest mode,
kernel mode and user mode, as shown in Fig. 1. In guest mode, guest OS executes
most of its instructions, either in user space or kernel space. Certain event causes
a VM-EXIT and is intercepted by the KVM module. Then the QEMU process is in
kernel mode. Based on the event that causes the trap, the exit handler deals with
it inside the kernel or transfers it to user space. The former is called a lightweight
exit while the latter is called a heavyweight exit, because the transfer leads to
inter-ring switches. In user mode, QEMU accomplishes the exit handler and then
calls the ioctl system call to resume the guest.

4.2 Virtio

In a full virtualization environment, the guest OS is unaware of being virtual-
ized and requires no change of code. However, when encountering I/O opera-
tions, emulating hardware at the lowest level is inefficient. Conversely, in a para-
virtualization environment, the guest and the VMM can work cooperatively to
boost the I/O performance. Correspondingly, device drivers of guest OS should
be modified (Fig. 2).

virtio-pci virtio-net virtio-blk …...
virtio

Virtio Back-end Drivers

Virtio Front-end Drivers

KVM

Guest Kernel

virtio-ring

Host
User
App

Guest Userspace
QEMU-KVM

...

Host Kernel

Fig. 2. Virtio architecture
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Many virtualization solutions have their own para-virtualization I/O drivers
with varying features and optimizations. virtio, developed by Rusty, aims to
provide a standardized virtual I/O mechanism that works on multiple VMMs.
To this end, virtio abstracts a common set of emulated devices and the VMM
exports them through a common application binary interface (ABI). In this way,
a particular device driver in guest OS can work with multiple VMMs as long as
these VMMs implement the required behaviors in their back-ends.

Current virtio implements a virtio-over-PCI model to discovery virtio devices.
Each virtio device is driven by two-layered guest-to-VMM communication.

Device Discovery. Because of the universal use of PCI devices, most VMMs
support some forms of PCI emulation and most OSes have easy-to-use PCI
driver model. A virtio-over-PCI model simplifies the coding of both sides in the
virtualization environment.

Any PCI device with vendor ID of 0x1AF4 and Device ID 0x1000 through
0x10FF is recognized as a virtio device. The probe function of the PCI driver first
allocates necessary resource (port I/O, MMIO regions and interrupt number)
for the PCI device, and then calls register virtio device(), which puts the
device on a virtual bus, namely virtio-bus. Virtio drivers pick up the devices on
virtio-bus and recognize the particular virtio device based on the subsystem
vendor and device ids of its underlying PCI device.

Virtio. The struct virtio device passed in to the virtio driver contains a
virtio config ops struct, which is an array of function pointers. These func-
tions can be used to configure/reset the device by reading/writing a configuration
space in the first I/O region of the PCI device. In addition, a dedicated function
find vq() can be used to instantiate several virtqueues which conceptually
attach front-end drivers to back-end drivers.

Transport Abstraction and Virtio ring. Virtqueue is the second abstrac-
tion layer for transport. There are functions on it to (1) write new buffers (2) get
used buffers (3) notify VMM that new buffers have been added, etc. In addition,
when VMM consumes the data and feeds back results to the guest, a callback
function is called as an interrupt handler. This callback function is assigned by
function find vq() when the virtqueue is instantiated.

Theoretically, this layer can be implemented in any way, provided that
the guest and the VMM abide by the same rule. Current virtio implements
virtio ring, a simple ring-based scheme. The buffers are represented as scatter-
gather list, which are chained by the vring desc data structure. Newly added
buffers and used buffers are indicated by available ring and used ring respec-
tively. The addresses of the buffers are allocated dynamically inside the guest.
To inform the VMM of these addresses, guest writes “guest-physical” addresses
to the configure space. The actual “host-virtual” addresses can be calculated by
simply adding an offset.
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5 Design and Implementation

As shown above, virtio exhibits an extreme slim architecture and a flexible
interface that greatly reduce the effort to port it to other platforms. Although
its original purpose is to standardize virtual I/O devices, we find that it has the
building block to implement a virtual cryptographic device. Indeed, virtqueue
is an ideal place to exchange requests and responses.

In this section, we first explain the design goals of virtio-ct. Then we show
the way we export keys to the VM. Next, we describe the implementation of
actual cryptography service. Finally, the user API and usage are demonstrated.

5.1 Design Goals

The most primary design goal of virtio-ct is that cryptographic keys and sensitive
intermediate state during computation should never be accessible by the VM. To
this end, the shared buffers that are accessible by both sides should be restricted
to those only contain the input/output of the computation. The actual RSA
keys and its context should never be exposed to the memory space of the VM.

Meanwhile, every access to the key should be strictly audited and notified.
Otherwise, malicious processes could stealthily sign any data it wants to sign
once the OS kernel is compromised.

5.2 Key Initialization

virtio-ct instantiates two pairs of virtqueues during initialization. A pair of
virtqueues is a channel between VMM and VM: one for transmission and one
for receiving. One pair of them serves for the cryptographic computation. The
left one is reserved for the purpose of key management, which communicates
between VMM and VM about the key information as shown in Fig. 3.

Management Channel. By default, a virtio-ct device only contains a man-
agement channel and a pair of virtqueues. The actual RSA token is specified
as a separate device, namely virtio-ct-token. A virtio-ct-token device is
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Fig. 3. virtio-ct architecture
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back-ended by a RSA private key file in PEM format, which is decrypted by
a pass phrase when the VM is launched. During initialization of virtio-ct,
it sends management messages through the reserved management channel to
add the token to virtio-ct dynamically. In particular, we define the following
commands:

– VIRTIO CT READY: VM notifies VMM that virtio-ct is ready for use.
– VIRTIO CT TOKEN ADD: VMM sends information about virtio-ct-token to

the VM.
– VIRTIO CT TOKEN READY: VM acknowledges VMM of the added token.
– VIRTIO CT TOKEN NAME: VMM sends VM a user friendly string that describes

a given token.
– VIRTIO CT TOKEN PUBKEY: VMM sends VM the plain-text public key of a given

token.

The management message has the following structure (len is variable, so this
code will not compile):

struct virtio_ct_management {
__u16 cmd; /* command */
__u8 buffer[len]; /* command data */

};

We do not support hot-plugging and changing RSA keys when VM is running.
These features may be useful for VM migration but is not of particular impor-
tance in our scenario.

5.3 Cryptographic Service

VM and VMM exchange cryptographic requests/responses though a virtqueue
pair. VMM calls the OpenSSL cryptographic library to do the actual computa-
tion. The request message is sent in the following layout (in len is variable, so
this code will not compile):

struct virtio_ct_request {
__u16 cmd;
__u16 padding;
__u16 in_len;
__u8 buffer[in_len];

};

cmd decides which of the 4 following operations should be performed: (1) encryp-
tion with public key (2) decryption with public key (3) encryption with private
key (4) decryption with private key. padding denotes the padding modes. They
are PKCS1, OAEP, SSLV23 or NO-PADDING. All of them are supported by OpenSSL.
We note that public key calculations are completely unnecessary to be pushed
in VMM, because public keys are safe to be store in VM. User should consider
perform public calculation directly in VM instead of in VMM for efficiency. We



294 L. Guan et al.

enable CRT, sliding windows and Montgomery multiplication to boost perfor-
mance, and also RSA-blinding to defeat against timing side channel attack on
RSA keys [22].

The response message is much simpler:

struct virtio_ct_response {
__u16 out_len;
__u8 buffer[out_len];

};

If an error occurs (different padding methods have different restrictions on input
length), out len is 0 and buffer is omitted.

Audit. Although the primary goal of virtio-ct is not on access control of
the cryptographic service, we do not want unauthorized RSA operations to be
performed stealthily without the RSA key owner knowing about it. We write a
log whenever VM requests for cryptographic service. Meanwhile, just like a real
HSM, virtio-ct makes a sound by driving the pc-speaker that is a standard
component of the PC platform to notify the user. Note that audit is accomplished
in the VMM, so the VM cannot suppress this when it issues cryptographic
request.

5.4 Use Case

This section first demonstrates the user interface to launch a VM with virtio-ct
support. Then we show the application programming interface (API) for Linux
developers. The implementation of windows driver is in progress.

User Interface. virtio-ct consists of a virtual PCI device (virtio-ct) and
a cryptographic token (virtio-ct-token) that is logically attached to it. To
add cryptographic token support to a VM, users append a virtio-ct-pci
and a virtio-ct-token option to the QEMU command line. virtio-ct-pci
is interpreted into a virtio-ct virtual device as shown in Fig. 3 while
virtio-ct-token is the actual token, which requires a PEM formatted pri-
vate key file as back-end. In Fig. 4, the VM is assigned a cryptographic token
that is associated with a distinct printable identifier “key0” thought the name
argument and an encrypted private key file “/data/prikey0.pem” through the
privatekeypath argument.

Fig. 4. virtio-ct command line options
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API Structure. virtio-ct supports two categories of APIs. The sysfs
attributes are used to export token’s name and public key. These are useful
for device identification. For example, udev rules can be configured to create
symlink to the token device by its name (Fig. 5).

sysfs

ioctl

/sys/class/virtio-ct/virtio-ct-token/publickey
/sys/class/virtio-ct/virtio-ct-token/name

/dev/virtio-ct-token

Guest KernelGuest Userspace

O
pe

nS
Sl

AP
I

APP

APP

APP

APP

Fig. 5. virtio-ct API

The other category of API is used for the actual cryptographic services
described in Sect. 5.3. Accordingly, there are 4 kinds of ioctl commands to per-
form a public/private encryption/decryption. The used padding mode is included
in the ioctl messages. Furthermore, we encapsulate this device specific API
to a universal applicable module – an OpenSSL engine. When the RSA key
is loaded through the function ENGINE load private key(), the corresponding
virtual token can be used to do cryptographic computation by calling widely used
OpenSSL routines. This would be useful for the easy integration of virtio-ct
into other cryptographic programs.

6 Evaluation

6.1 Performance

We show the throughput of the virtio-ct prototype, and compare it with the
native OpenSSL implementation inside the VM. In addition, we measured the
system load of both the VMM and VM when calling virtio-ct service. All
the experiments were conducted using 2048-bit RSA keys to do a private key
encryption, and the padding mode is PKCS1. The target machine is a Lenovo
PC with an Intel core i7-4770S CPU and 8 GB memory. The used CPU has 4
physical cores with hyper-threading support.

Throughput was measured in multi-core mode. Specifically, we enabled
hyper-threading on the host and assigned 6 vCPUs and 4 GB memory to the
VM. Each thread requests for private key encryption in an infinite loop. In Fig. 6,
we can see that the throughput of virtio-ct does not grow as the concurrency
level increases, instead, it decreases slightly. This is because only one I/O thread
can execute in the VMM and the increased threads only adds the burden of
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task scheduling. We will expand this in the next section. One interesting obser-
vation is that the standard deviations of both solution are extraordinarily high
when there are more threads. We attribute it to hyper-threading. In fact, when
2 threads are running in the same physical core, the speed is degraded as these
two logical threads share the same set of execution unit.

We next measured the latency for each cryptographic request. To minimize
the effect of hyper-threading and task scheduling, we assigned a single thread
to the VM and disabled hyper-threading on host. The average latencies are
1041.3 ms and 964.9 ms for virtio-ct and OpensSSL respectively. These values
are very close to the average processing time drawn in Fig. 6. This is somehow
expected: virtio-ct works in blocking mode and the RSA computation time is
much more than the time spent on context switching.

We then used the top utility to record the CPU load of both the host
and guest machine when there is one virtio-ct thread. Obviously, one thread
achieves the maximum throughput. System loads were recorded per second for
1000 s, and the statistics on average were calculated as shown in Table 1. Apart
from idle state, VM spent most of time in kernel mode and on handling hardware
interrupts. Note that VMM notifies VM of the returned data by virtual-interrupt
injection. In contrast, VMM spent most of time in user space. Indeed, RSA com-
putation runs inside the QEMU process which is in user mode.

Table 1. CPU state percentages for VM and VMM. The host machine has 4 physical
cores with hyper-threading enabled. VM is attributed 6 vCPUs and launches a single
thread to call virtio-ct service in an infinite loop.

User* Kernel Idle Wait for I/O Hardware interrupts Software interrupts

VM 0.043 13.830 74.334 2.372 8.819 0.602

VMM 24.987 1.142 73.735 0.098 0.032 0.006
∗User state presents time running both niced and un-niced user processes.
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Efficiency Issues. As shown above, the maximum throughput of virtio-ct
is close to that of native OpenSSL library with one vCPU, regardless of the
attributed number of vCPUs. This indicts that the current QEMU implementa-
tion can only execute one I/O thread simultaneously. Figures 7 and 8 list some
code snaps that handle I/O events. I/O could be served either in a dedicated
QEMU I/O thread or in vCPUs threads. However, there is a global mutex that
synchronizes core QEMU code across them. That is, only one thread can execute
code that handles I/O that may operate on global structures of QEMU. Note
that when there is not much I/O events, vCPU is in the guest mode for most
of the time, so several vCPUs can runs in parallel for computation-intensive
programs.

The current QEMU thread structure is sufficient for real I/O tasks when most
of CPU time are waste waiting for I/O completion. For virtual I/O that does
not involve real peripheral, like virtio-ct, the constraint that all the I/O must
be serialized is a big hit for performance. One of our future work is to allocate
more threads that are isolated from the QEMU context, so that cryptographic
service can be executed in parallel in these extra threads. In fact, VNC [23] and
SPICE [24] display protocols which involve intensive computation (video codecs,
display encryption, etc.) have adopted similar solutions.

6.2 Security

We performed extensive tests that observe the memory space of the VM to ensure
that there is no occurrence of private RSA keys. Inside the QEMU console,
we used the dump-guest-memory command to dump the memory image of the
VM and the info registers command to obtain register contents, and then
used various ways to find RSA keys. We first invoked an automatic tool called
RSAKeyFinder [25]. It searches for the patterns of DER-encoded RSA keys to
find suspicious memory contents. We successfully find out some occurrences of
RSA keys, but none of them is that used in virtio-ct. On the contrary, when
we ran the tool on the memory dump of the QEMU process, all the used keys
were recovered.

int main_loop_wait(...)

{

......

qemu_mutex_unlock_iothread();

g_poll_ret = qemu_poll_ns(

poll_fds, ...);

qemu_mutex_lock_iothread();

if(g_poll_ret > 0)

/* process I/O */

}

Fig. 7. Dedicated I/O thread

int kvm_cpu_exec(CPUState *cpu)

{

......

qemu_mutex_unlock_iothread();

run_ret = kvm_vcpu_ioctl(cpu,

KVM_RUN, 0);

qemu_mutex_lock_iothread();

kvm_arch_post_run(cpu, run);

/* process I/O */

}

Fig. 8. vCPU thread
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The second method is using a simple binary matching program bgrep. As
we know the plain-text of the keys, we used bgrep to match the key string
(including p, q, d and other CRT elements). It turned out that we never found a
binary sequence that overlaps for more than 3 bytes with any key. These experi-
ments proves that there will be no occurrence of escrowed RSA key copies when
employing virtio-ct. The compromise of guest OS will not effect the secure
storage of keys, provided that the VMM is implemented correctly.

7 Conclusions and Future Work

We present virtio-ct, a virtual cryptographic token in the KVM virtualization
environment. virtio-ct assembles a real HSM in that it never exposes the real
keys to the guest OS, so that the compromise of the guest OS will not threaten
the secrecy of the keys. Moreover, audit is enforced in a mandatory way when the
virtio-ct service is called. Because virtio-ct is a software solution and most
personal computers have support for hardware virtualization, it is more flexible
and economical to achieve cryptographic key isolation, compared with HSM
solutions. Our prototype achieves nearly 1,000 times RSA private operations
per second on a mainstream Intel desktop processor.

Future Work. We intend to extend the prototype with the following features.

1. Dedicated cryptographic threads to boost performance.
2. Physical memory attack resistance: We are resorting to solutions such as

PRIME [26] and Copker [27] to add cold-boot resistent in the VMM. As
a result, virtio-ct achieves comparable security strength with HSM in all
aspects.

3. Conformation to the PKCS#11 standard [28]. We plan to support more cryp-
tographic algorithms through this widely used standard API.
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Abstract. Although Format String Attacks (FSAs) are known for many
years there is still a number of applications that have been found to be
vulnerable to such attacks in the recent years. According to the CVE
database, the number of FSA vulnerabilities is stable over the last 5
years, even as FSA vulnerabilities are assumingly easy to detect. Thus
we can assume, that this type of bugs will still be present in future. Cur-
rent compiler-based or system-based protection mechanisms are helping
to restrict the exploitation this kind of vulnerabilities, but are insufficient
to circumvent an attack in all cases.

Currently FSAs are mainly used to leak information such as pointer
addresses to circumvent protection mechanisms like Address Space Lay-
out Randomization (ASLR). So current attacks are also interested in the
output of the format string. In this paper we present a novel method for
attacking format string vulnerabilities in a blind manner. Our method
does not require any memory leakage or output to the attacker. In addi-
tion, we show a way to exploit format string vulnerabilities on the heap,
where we can not benefit from direct destination control, i.e. we can not
place arbitrary addresses onto the stack, as is possible in stack-based
format string.

Keywords: Security · Format string attacks

1 Introduction

Format string vulnerabilities are known for many years and are assumed to be
easy to detect. But unfortunately there still exist applications, that are vulner-
able to this kind of attack. According to the CVE database [17], the number of
vulnerabilities that can be classified as format string vulnerability has decreased
in the last 10 years. Over the course of the last 5 years, however, it appears to
stay on a constant level.

These was, for example, a severe format string flaw in sudo versions 1.8.0
through 1.8.3p1 which was found in the sudo debug() function (CVE-2012-
0809). In Linux kernel through 3.9.4 existed a bug which allowed an attacker to
gain privilege rights, which could be exploited by using format strings in device
names (CVE-2013-2851). There also existed an exploitable format string bug in
the Linux kernel before 3.8.4 in the function ext3 msg() which could be used to
get higher privileges or crash the system (CVE-2013-1848). Therefore, we can
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 301–314, 2015.
DOI: 10.1007/978-3-319-23802-9 23



302 F. Kilic et al.

Table 1. Number of format string attacks in the last five years

Year 2009 2010 2011 2012 2013

Number 26 14 9 18 14

assume, that format string bugs will still be present in the future. Table 1 lists
the number of registered format strings vulnerabilities over the last 5 years.

Since the first methods for a FSA were released, system wide protection
mechanisms like Non Executable Bit (NX) and ASLR are implemented in many
operating systems. Also compiler-based protections like stack-cookies and FOR-
TIFY SOURCE should protect from binary exploitation. All these protection
mechanisms make exploitation more difficult nowadays. Nevertheless, Planet [13]
has shown that FORTIFY SOURCE can be circumvented and Payer et al. [12]
have shown, that NX can also be bypassed.

All generic exploiting techniques shown in the past are relying on two mature
constraints. First, the input buffer that is used by the attacker has to be placed
on the stack, and secondly, the attacker requires knowledge about the output of
the format string. In this paper, we instead assume, that the attacker is blind
regarding to the output of the application. He will not receive any memory
leakage by the exploited application. In addition, we also show that with our
technique, the attackers payload may also be located on heap, instead of the
stack.

In this paper we make the following contributions:

– We introduce a novel mechanism that enables an attacker to write to arbitrary
memory locations using an FSA without the requirement to place the format
string onto the stack.

– We describe a technique to redirect the control flow of an FSA vulnerable
function in a blind fashion.

– We describe a Proof Of Concept (POC) implementation of our attack con-
ducted with enabled protection mechanisms.

The rest of this work is structured as follows: First we introduce related work
and various protection mechanisms in Sect. 2 and thereby motivate that format
strings are still an issue in modern systems. Secondly, we describe the classical
version of format string attacks in Sect. 3. We continue by showing our novel
method to exploit format string attacks even without receiving any output in
Sect. 4. In Sect. 5 we then present a POC that is able to use our method to
execute arbitrary code on the victims machine. Finally we conclude our work in
Sect. 6.

2 Related Work

The topic of FSAs is already known in the academic world for over a decade.
The basic concept was first introduced by Newsham back in the year 2000 [11].
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The concept was then extended and described in more detail in 2001 by Teso [14].
The attack has been enhanced by Haas [9] and Planet [13] in 2010. Haas is
showing, that the memory leak of a format string can be used to calculate all
relevant memory address to build the exploit string without any bruteforce,
whereas Planet is showing a way to bypass the FORTIFY SOURCE protection using
format string attacks. We will describe the basic concepts of these attacks in
the next section. In the recent years, however, this topic gained less interest.
Payer et al. [12], recently describes a method for applying both Return Oriented
Programming (ROP) [15] and Jump Oriented Programming (JOP) [5] to for-
mat string attacks described by Haas and Planet and also discusses different
protection mechanisms.

We now describe protection mechanisms that have been established to miti-
gate memory write attacks. We hereby differ between two classes of protections
mechanisms: Compiler-based and system-based protections. A commonly used
compiler-based defense mechanism against control flow violations are stack cook-
ies. The basic idea behind stack cookies is, that, in order to overwrite the return
address of a function, a user has to overflow a buffer on the stack and thus
overwrite everything between this buffer and the return address. If the compiler
places a stack cookie between the buffer and the return address, the attacker also
has to overwrite this cookie. As an attacker is unable to know the content of this
cookie in advance, it is possible to detect the modification of the return address,
if the cookie was overwritten by an attacker. This cookie can be circumvented
by FSAs easily, because the place to be written can be directly controlled by
the attacker. Another compiler-based protection mechanism is the compiler flag
RELocation Read-Only (RELRO). This mechanism is resolving all addresses at
the beginning and mapping the Global Offset Table (GOT) read-only, so an
attacker cannot overwrite the function pointer and redirect the control flow.

A further mechanism that specifically protects against a FSA is using the
FORTIFY SOURCE option at compile time. The idea behind FORTIFY SOURCE is
to check the source code for the usage of certain insecure functions. These
are common functions (e.g. strcpy) that use a given buffer and expect it to
be delimited by a null terminator, which is not always the case. If the com-
piler detects the usage of such an insecure function (like strcpy), it tries to
identify the size of the destination buffer and replaces the vulnerable function
with a more secure function. A call to the printf function is replaced with
a more secure function, so that the compiled program can handle a possible
attack at runtime. If an attacker, for example, tries to use the %n parame-
ter in a format string, the program will crash. Although this is a good idea,
Planet has shown that this protection can be circumvented by overwriting the
IO FLAGS2 FORTIFY bit in the file stream by controlling the nargs value in
the format string [13]. Another compiler-based protection is pointer encryption.
This technique is used to encrypt instruction pointers with a simple encryption
function which is not known by the attacker and thus prevents a pointer manip-
ulation by the attacker [7]. This approach is thereby somehow similar to the
stack-cookie approach. Although even if the algorithm uses XOR the attacker
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can easily find the key if he knows a pair of plain and encrypted text. Further-
more, instruction set randomization uses the same idea in which the attacker
does not know the instruction set [8].

After we now described some compiler-based approaches, we now look at
common system-based mitigation approaches. One approach is ALSR. ALSR
randomizes the memory addresses of both the executed code as well as the stack.
Unfortunately, it only randomizes the prefix of entire pages, thus in case of 4K
pages (which is common on the intel architecture), the last 12 bits of an address
are not randomized. On modern systems we also see more randomization added
to some mappings. They extend it to 20 bits and therefore only the last 4 bits
are not randomized. This does not ensure security in 32 bit systems because the
address can still be bruteforced. The reason for this is the limited number of
randomized bits [1,3,4,10,16]. Another system-based protection mechanism is
NX or Data Execution Prevention (DEP). Its goal is to hinder the execution of
code that is located on a page that is supposed to contain data. Thus it hinders
an attacker to prepare, for example his shellcode on the stack or heap.

Libsafe is a library which which can be used to protect against overwriting
the stack at run-time. Equal to FORTIFY SOURCE it replaces vulnerable functions
like *printf() with secure versions. If there is an possible attack the library
will kill the process and log the event. The disadvantage of this approach is that
it works only for limited amount of functions [2].

FormatGuard is a patch for glibc which counts the arguments which are given
to the printf function at run-time and compares it to the number of format spec-
ifiers (%). If the format string uses for more arguments then the actual number
of printf arguments then a attack is assumed and the program will be termi-
nated. To use this protection the programmer has to re-compile the program
with FormatGuard. A problem with this approach is that it can only detect if
the number of specifiers is changing but not if the variables are reordered. This
kind of attack can not be recognized by FormatGuard [6].

3 Classical Attack

To give the reader a background in the topic of this work, we now describe the
classical FSA attack that has evolved throughout the recent years. The classical
FSA exploits the behavior of *printf functions, which are a class of functions
that use formatting information to specify the format of the output. Since the
printf function family are variadic c-functions, the number of format specifiers
within the format strings is controlling the number of parameter which are used
by the function and are thus popped from the stack1. The most important format
specifiers for exploiting format string vulnerabilities are listed below:

%x - pop address from stack
%s - pop address and dereference
%n - write printed char count to address on stack

1 e.g. printf(“id: %d, size:%d, name: %s”,id,size,name) consumes three arguments.
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%hn - write to lower 16 bits (short)
%hhn - write to lower 8 bits (byte)

A basic format string vulnerability just passes a single argument to the printf
function. This is illustrated in Line 5 of Fig. 1 were a user controlled buffer is
given to the printf function as a single argument. In the classical exploit the
buffer is defined as a character array on the stack. If the buffer contains user
controlled input, an attacker can fill this buffer with arbitrary format specifiers,
as listed above, and the function will access the next immediate value on the
stack for each format identifier within the buffer. Depending on the used specifier,
different actions will be executed on the stack. The attacker can, for example,
shift the stack by using a %x operator or can dereference a memory address to
access the content that is referenced by that address by using the %s operator.
But the most important format specifier for having a generic way for exploiting
this vulnerability is the %n operator. This specifier takes an address from the top
of the stack, dereferences it and writes the total number of printed characters
into the specified location. This allows an attacker to write arbitrary values
to an arbitrary memory location, assuming that the vulnerable input buffer is
located on the stack2. The chosen address could be the address of the saved
return value, the address to an address in the GOT or an entry in the list of the
destructors (.dtors). Thereby the attacker is able to change the control flow of
the application, if she redirects such a pointer to some shellcode that she also
prepared in advance.

4 New Attack Methods

After we discussed the classical FSA in the last section, we now describe a novel
technique to apply an FSA even in an environment where the exploit string
is placed on the heap and in addition, the user has no direct control over the
stack content. Afterwards we will also describe, how it is possible to exploit this
blindly, even without any feedback by the vulnerable program.

As this paper is about describing a blind FSA, we now want to define the
term “Blind Attack”: A blind attack is a network-based attack that is executed
remotely without any local access to the attacked system. In addition, the attack
does not require the attacking entity to receive any data from the attacked
system. In the case of FSA this especially means that the output of the attacked
printf function is not available to the attacker. Nevertheless, we assume, that
the attacker is in possession of the executed binary beforehand. This is a legit
restriction because most software is custom of the shelf software, that is not self
developed and is available for the public.

2 An input to a buffer like “\x78\x4f\x9e\xbf”,“%5u”,“%10$hhn” will, for example,
write the value 0x9 to the least significant byte at the address 0xbf9e4f78, because
in this example the tenth value on the stack is containing our user input.
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Fig. 1. Format string vulnerability on the heap

4.1 Exploitstring on Heap

To exploit a FSA vulnerability, an attacker traditionally needs to store her attack
payload in a buffer inside the vulnerable program. In Sect. 3 we have shown how
a FSA is applied if the user input is saved on the stack. Within related work
it is assumed, that it is required, that this buffer is located on the stack of the
attacked system. This is an optimistic assumption, as is not always the case in
practice. The problem with a heap based FSA is, that the attacker can only
write to addresses which are already saved on the stack using the %n specifier.
In this case the attacker can not place the destination address of the write on
the stack to dereference it directly.

Stack-based FSAs, however, rely on user controlled input on the stack. The
attacker places the exploit string, which contains the address of the write desti-
nation, directly inside the user input buffer. This address can then be directly
accessed by the $ operator or using the %x operator many times to pop all values
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from top of stack until the attacker controlled data is at the top of stack. In our
case we do not require attacker controlled input on the stack. This means only
application controlled data is referenced on the stack. We therefore assume that
there is no other input channel to place data on the stack, which would make
the exploitation easier.

4.2 Arbitrary Write

Above, we described how to write to application controlled locations by deref-
erencing the memory addresses on the stack and writing to it using the %n
specifier. Now we focus on a generic exploitation concept to achieve arbitrary
writes into application memory. The basic idea of our novel approach is to use the
saved frame pointer, which is stored on the stack once a new function is called.
If the application is not compiled with specific flags like -fomit-frame-pointer
every function will save/push the last frame pointer on the stack in the prologue
and restore it in the epilogue. We benefit from this fact because this address is
always pointing to another location in the stack, which is also writeable. There-
fore, no protection mechanisms like NX, stack cookies or ASLR will protect the
system from an attacker writing to that location. Whenever an application is
using the saved frame pointer feature, one frame pointer is pointing to the next
frame pointer like a linked list. The next frame is therefore also located on the
stack on higher addresses which can also be written to.

The goal of our mechanism is to use this list of saved frame pointers to achieve
an arbitrary write to an arbitrary location within the system. With current FSA
mechanisms we are only able to write to locations, which are already referenced
on the stack of the current application. But by leveraging the linked list property
of the saved frame pointers, we are able to modify the saved frame pointers on
the stack according to our needs and thus achieve a situation in which we are
able to write to an arbitrary location in memory. First we are using the saved
base pointer (BP) on a lower address to overwrite the value of the next saved
BP to point it to an arbitrary address like the GOT. In the second step we this
location can be written to with an arbitrary value.

4.3 Changing the Control Flow

As we now are able to write to arbitrary memory locations, we describe how
it is possible to hijack the applications control flow using an FSA. This still
requires exact knowledge about the addresses, that have to be modified in order
to control the execution flow. In the case of a blind attack, with no feedback
from the attacked application and with ASLR activated at the same time, it is
impossible to guess the exact address of our destination in advance. Entries like
GOT are mainly at constant addresses but as mentioned in Sect. 2 the compiler
flag RELRO will protect this locations from write access. In our approach we will
only write to the stack, which is always writeable, to change the execution flow
of the application. A generic way of controlling the execution flow is to overwrite
the saved instruction pointer on the stack, so that an address is getting executed
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on a ret command that was chosen by an attacker. As we already described
above, the stack frames are connected with a linked list with directed pointers.
Our goal is control the pointers in a way, that we can write to arbitrary locations
on the stack.

(a) Initial Stack configuration with three

functions.

(b) In the first step, the EBP of handle()

is redirected to the EBP of parse().

(c) In the second step, the EBP of

parse() is redirected to the EIP of han-

dle().

(d) In the third step, the EIP of handle()

is redirected to the attackers code.

Fig. 2. Sequence of overwrites to modify the return address

We will now describe our mechanism in more detail. To illustrate our mech-
anism first imagine a chain of three function calls like shown in Fig. 1. In this
example a function handle calls a vulnerable function parse which in turn for-
wards the attackers buffer to an internal log function wrapper logfunc. This
is a common scenario in both the Linux kernel and userspace applications. The
initial stack layout of this scenario is depicted in Fig. 2(a). If we consider a for-
mat string like %6$hhn, we will write to the destination of the 6th value on
the stack. The number six would be the offset in our explanation. The size is
given as multiples of the architecture size, in our case 32 bit. EBP is the saved
extended base pointer of the calling function. We do not have to care about the
stack cookie protection, but if there is a cookie it will be at the bottom of the
box, which we assume in our case as part of the frame content like the used stack
variables. As the stack is growing to lower addresses, it is possible to overwrite
the contents of the stack frames of the function handle and parse from within
the log function. The attack consists of three format string overwrites, that use
the pointers in EBP.
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Note that the linked list of saved frame pointers is corrupted by this attack.
An attacker may, nevertheless, reconstruct it after he is able to execute his
own code, if it is required. This is only the case if the function is using local
variables after the overwrite and before the return. Otherwise the application
flow is changed and the attacker succeeded.

Table 2. Overview of required overwrites.

Offset in format string Dereferenced offset Value written (address of)

1 X X+Y X

2 X + Y X X + Y + 1

3 X X + Y + 1 Address of ROP gadget

In the first overwrite, the saved EBP of the function handle (1) will be
modified to point to the saved EBP of the function parse. This is achieved by
using the offset X in the format specifier and change the content at offset X +Y
with the address of offset X. Now we can directly address the saved EBP of
parse as shown in Fig. 2(b). The next overwrite then replaces the contents of
the saved EBP of parse, located at offset X (2) to the EIP of the function
handle, located at offset X + Y + 1 by using the offset X + Y , as shown in
Fig. 2(b). As a result of these first two steps an attacker generated a pointer
on the stack, that points to the return address. In the third step the attacker
overwrites this return address using offset X (3) to point to either the shellcode
or some ROP chain, that the attacker prepared in advance. This final step is
depicted in Fig. 2(c). After the vulnerable function finishes, the control flow will
switch to a sequence of instructions that was chosen by an attacker. An overview
over the conducted overwrites is given in Table 2.

4.4 Pointer Modification with ASLR Enabled

In our approach we leverage the saved frame pointer feature as it contains point-
ers that can be used during an FSA. In case the attacked system has stack ASLR
enabled, an attacker is unable to guess the address he has to write to the stack.
Unfortunately in its simple version, ASLR is not randomizing the whole address.
For example all addresses inside a page will be constant, as ASLR only random-
izes the beginning of the stack on page granularity. This means that effectively
the least significant 12 bits, we assume a page size of 4K as described in Sect. 2,
of the address will be constant and not randomized. In the case of an FSA an
attacker can benefit from this behavior as he only needs to overwrite the least
significant bytes of the frame pointer and redirect it to another frame pointer.
Thus she modifies the least significant bytes of an address that is already pointing
to the right location. Depending on the frame size the attacker has to overwrite
one or two bytes. In the case of a good alignment and a distance less than 256
Bytes, an attacker does not need to care about ASLR, because only one byte
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write is required. We can only write a multiple of eight bits using the %n opera-
tor. This means that in case of a two byte overwrite, four bits of randomization
are overwritten by the FSA. In a practical exploit this is not a problem and an
attacker is able to brute force these four bytes because of two reasons. First, if
we have a network related application, each connection is transfered into its own
process. This feature can be leveraged in a way that the attacker is able to crash
the process without crashing the whole application. In case the exploit is not
successful, the attacker can simply reconnect and try again. The second reason
is, that only four bits of ASLR randomization is not a barrier for an attacker in
this case, because the value only has to be found once. Every other write will also
be at the same randomized four bytes and can thus be calculated beforehand.
Note that as the connection handler is forked for every connection the stack will
also be at the same address until the main application is restarted. In contrast
to the 12 bit ASLR randomization, some systems use 20 bits of randomization
for the stack. In this case an attacker has to bruteforce more bits, but as we
will show this case in our POC, even with 20 bits of randomization the attack
is practicable in a short time.

5 Proof of Concept

After we have introduced a novel technique to change the control flow of an
application in a blind way using an FSA, we now introduce our POC imple-
mentation. In the following we assume the attack to be conducted on a 32 bit
Linux system on the x86 architecture. In our tests we used an Ubuntu 14.10
system with the latest security patches applied. Therefore we assume that our
binary is compiled with gcc in version 4.8. As already described, our vulnerable
application consists of a networking daemon that forks a new process once it
receives a new network connection. Each connection is than handled inside the
newly created process. Our test system has the following protections activated:
ASLR for stack, heap and libraries, NX on stack and heap, and RELRO. The
stack addresses, where the BP are stored is randomized with 20 bit. After a
local analysis of the attacked binary we will get the following values for the
stack frame sizes: X = 48 Bytes and Y = 48 Bytes. This means that we will
only require a one byte write if the least significant byte (LSByte) of the saved
BP of handle() is between 0x60(= X + Y ) and 0xfc(= 0x100− 4). Otherwise it
has to be a two byte write. As it is the more complex case, we will only consider
the case of two byte writes and show, that this technique is feasible even with
bigger frame sizes.

First of all we will start with a simple bruteforce using three phases: In
Phase 1, we will iterate over all possible values for the LSByte and restore the
saved BP of handle(). Since the addresses on the stack are 32bit aligned, there
are only 64 possible values for the LSByte. If the value that is currently checked
does not match, we assume that the application crashes and the server socket is
closed. We can recognize this behavior once we do not get any feedback. On the
other hand we also have to take into account that not all successful tries imply a
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correct guess of the correct LSByte. value. Thus after this step there can still be
a number of false positives that we have to filter in the next step. Therefore, we
will collect all checked LSByte. values that do not crash the server immediately
in the first phase and verify them in the second phase.

In the second phase we reduce the number of possible values that we received
in the first phase by verifying the integrity of those values. In our POC we
designed four different verification tests that can be divided into two category.
In the first category we try to rewrite pointers on the stack by building a chained
list of pointers. For example, as we know the stack layout we can calculate
the relative addresses of the saved frame pointers of other frames or any other
variables within the frames and to overwrite their contents. In this case we do
not expect the application to crash. In the second category we also use those
addresses where we assume pointers on the stack and redirect the pointer chain to
point to a non mapped memory location at the end, so printf() will crash during
the memory write. After this verification process we have the exact address of
the LSByte.

The third phase is then required to obtain the value of the second byte. Thus
this phase is only needed if we have a two byte write. In this phase we are writing
to the second byte, which has 256 possible values in total. Since we now modify
the saved BP by a multiple of 4K, the probability of having false positives is
small. In our POC we did not get any false positives during our experiments.
Our attack thus requires 256+64+ δ3 connections in the worst case, which only
takes few seconds in total. As the exploit strings used in this phase are small
and can thus be executed very fast after printf() is called and the connections
can also be multi-threaded, this step can be conducted in a short time.

After having the exact LSBytes of our address, we can now calculate all
other stack addresses and build our exploit string to achieve an arbitrary write
as describe in Sect. 4.3. The stack layout of our POC is illustrated in Fig. 3, where
every column represents the stack layout in one of the described three stages of
our attack. In Stage 3, we are overwriting the saved instruction pointer of han-
dle() to return to a previously chosen destination. This destination could be the
first ROP chain. Putting the whole ROP chain into the stack would assume, that
we have enough space on the stack for all gadgets. It would also require more
space in the input buffer or many calls to printf() for many writes using the
format string vulnerability. Therefore the ROP chain should be located within
the buffer itself and the number of the written gadgets by printf() should be
small. It should only be used to switch the stack to the heap and to execute
another ROP chain. But this technique has a big constraint. Since the libc is
randomized, the non randomized gadgets are only available in the text section.
We cannot guarantee, that we can find enough gadgets in the text section, espe-
cially if the binary is small. It has been proven that the libc gadgets are turing
complete by Schacham [15], so we set our focus to use the libc gadgets here.
As our technique is based on a remote connection, the Procedure Linkage Table
(PLT) contains network related functions like send() and recv(). We are going to

3 δ = false positive count * 4 (# of verification tests).
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use this feature for constructing a memory leak and to extract the address of the
libc back to the attacker. The addresses of the used library functions like send()
are stored in the GOT at a constant and readable address. The call to a library
function is done inside the text segment, which is not randomized. We can either
call it by returning to the text segment or we can call it directly using the PLT
entry, which is also on constant addresses. Overwriting the return value with
send@PLT and leveraging the send function also requires that we now the value
of clientsocket, to return the information to the right client. This value could
be bruteforced, but in many cases it is stored on the stack. In our POC, for
example, the clientsocket is a parameter of the handle() function. We are using
a gadget to lift the stack to the position of clientsocket and return to send@PLT
with the arguments (clientsocket, send@GOT, 4, 0). This sends the address of
send@libc to the attacker, who in the next step is able calculate all addresses
inside the libc and build an exploit for a successful attack.

Fig. 3. Stacklayout for the proof of concept

6 Conclusion

In this paper we have shown, that format string attacks are still a security
issue in recent history. We proposed a new approach, which does not require a
memory leakage to exploit a format string vulnerability. Using our approach, we
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can exploit an FSA blindly without having any output channel to the attacker
or access to the local system. Our concept extends the classical FSAs to write to
arbitrary memory locations even in cases where the format string is not stored
on the stack but instead resides on the heap. We especially show that is is
possible to redirect the control flow of an application using and modifying only
pointers that are already present on the stack. We have also considered the most
known protection mechanisms like ASLR, NX, RELRO and have shown that
blind format string attacks are feasible even with activated protections.
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Abstract. We investigate the problem of creating complex software
obfuscation for mobile applications. We construct complex software obfus-
cation from sequentially applying simple software obfuscation methods.
We define several desirable and undesirable properties of such transforma-
tions, including idempotency and monotonicity. We empirically evaluate a
set of 7 obfuscation methods on 240 Android Packages (APKs). We show
that many obfuscation methods are idempotent or monotonous.

Keywords: Software obfuscation · Mobile security · Android · Software
protection · Reverse engineering · Software metrics

1 Introduction

Software obfuscation is a common tool to protect software from reverse engineer-
ing, and it is particularly relevant for architectures that execute bytecode because
bytecode is much easier to decompile (and therefore to reverse engineer) than
native machine code. The Android platform is a prominent and practically rele-
vant example of such an environment. In Android, applications (or “apps”) are
shipped in the Android Package format. An Android Package (APK) contains
dex bytecode for which it is rather easy to reconstruct the original Java source
code using decompilers. There are multiple software obfuscation frameworks for
Java in general (such as Sandmark [9]) and Android in particular (such as Pro-
Guard [15]). In this paper, we focus on Pandora [19], an obfuscation framework
that contains a representative selection of obfuscating transformations specifi-
cally for Android. Pandora is based on the Soot framework [20] which is a Java
optimization tool working on source code. Therefore, Pandora has to trans-
form the dex file into a Java archive (jar) file, then applies obfuscation and
finally tansforms the resulting program back into a dex file again.

Intuitively, software obfuscation transforms a program in such a way such that

– the original program semantics are preserved (maybe with a negligible delay
in performance) and

– the resulting program is harder to understand as the original one.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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The problem of theoretical and practical definitions is to capture what it means
for a program to be “harder to understand”. While there exist some obfuscation
methods that are provably hard to reverse [3,21], the general understanding
is that strong obfuscation for general programs is impossible (for reasonable
definitions of “strong”) [1]. Despite theoretical advances of the field [13,14], we
must therefore continue to approximate the strength of practical obfuscation
methods empirically.

Most practical methods are designed with an “idea” in mind of why the
resulting program is harder to understand, but for most techniques there is no
empirical evaluation, especially in comparison to other obfuscation methods.
Emirically, the hardness to understand a piece of code can only be checked
by human experiment [4] or (as an approximation) by using specific software
complexity/quality metrics. In this paper, we focus on software obfuscation for
the Android platform and empirically evaluate the obfuscation techniques of
Pandora [19].

The research question we investigate in this paper is the following: Consid-
ering the basic obfuscation techniques of Pandora, does obfuscation improve
if we apply the same obfuscation technique multiple times? Since obfuscation
methods are usually applied only once to a piece of code this might appear as a
strange and unusual question. However, our aim is not primarily to build better
obfuscation techniques but rather to understand the behavior of existing tech-
niques better. Rephrasing the question, we ask: What are the characteristics of
software if obfuscation methods are reused?

To answer our questions empirically, we have built an Android software obfus-
cation framework that allows us to automate the task of obfuscation and software
complexity measurement. In designing this framework, we formalized the prob-
lem of building complex obfuscation methods from simpler ones. This allowed
us to identify a set of desirable properties which practical program transforma-
tions should satisfy and to classify the investigated obfuscation techniques in
this respect.

In this paper we make the following contributions:

1. We formally define what it means to apply a sequence of obfuscation methods
to a program and identify desirable and undesirable structural properties. For
example, we identify idempotency and monotony as desirable properties of
obfuscation functions.

2. We empirically evaluate 7 obfuscation methods with respect to 8 software
complexity metrics on a set of 240 Android Packages (APKs). Following our
research question, we restrict our investigation to properties inherent to a
single obfuscation function, i.e., we only investigate iterative applications of
the same obfuscation methods to a given program.

3. We show that most obfuscation methods exhibit “stable” properties when
used iteratively, i.e., they are idempotent or monotonous. However, a single
obfuscation method usually exhibits different stable properties with respect to
different complexity metric, i.e., it might be idempotent regarding one metric
and monotonous regarding a second metric.
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Related Work. According to Collberg and Nagra [7], to measure the strength of
practical obfuscation techniques, a definition is required that allows to compare
the potency of two transformations. Preda and Giacobazzi [10], for example,
give a definition that classifies a transformation as potent when there exists a
property that is not preserved by the transformation. Of course, some prop-
erties of a program must be preserved since the obfuscated program should
compute the same functionality. In practice, however, the definition of Preda
and Giacobazzi [10] only allows to compare simple transformations in isolated
environments. To compare the strength of two obfuscated real-world programs,
their framework cannot be applied.

Seminal work of Collberg et al. [8] surveyed different obfuscation techniques
and classified them mainly into three categories: data obfuscations, control obfus-
cations, and layout obfuscations. They also investigated the effect of single obfus-
cation steps on different software metrics and even proposed a Java obfuscation
framework (named Kava [8, Sect. 3]) designed to systematically obfuscate a pro-
gram such that certain quality criteria are satisfied. We are, however, not aware
of any empirical evaluation of the framework.

Outline. This paper is structured as follows: We first give some background in
Sect. 2. We then define desirable properties of obfuscation functions in Sect. 3.
After giving an overview of our obfuscation framework in Sect. 4 we provide the
results and a discussion in Sect. 5. Section 6 concludes the paper.

2 A Brief Tour of the Obfuscation and Metric Zoo

This section provides a brief overview of the obfuscation techniques and the
software complexity metrics we used in our evaluation. Where appropriate, we
give an akronym as a shorthand in the later discussion.

Obfuscation Methods. In total, we considered 10 obfuscation techniques that
were available in the Pandora obfuscation tool [19] for Android. These tech-
niques represent a broad selection of specialized and general obfuscation meth-
ods. They can be classified into 4 transformations at the method level and 6
transformation at the class level.

At the method level, we considered the following techniques:

– Array index shift obfuscates the use of the arrays by shifting the indices with
a constant shift value.

– Compose locals groups the method’s local variables of the same type and
composes them to a single container variable, such as array or map. For the
latter one random keys of the types string, character or integer are used.

At the class level, we considered the following obfuscation methods:

– Drop modifiers is one of the most simple transformations: It discards the
access-restricting modifiers like private, protected, or final for classes,
methods, and fields.
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– Extract methods “outlines” the bodies of the methods, the signatures of which
cannot be changed due to restrictions laid down by the application design, e.g.,
methods called in response to the system and user events, like the onCreate
of the Android Activity class.

– Move fields changes the hosting class of the field and replaces all accesses cor-
respondingly. Note that for non-static fields a reference object to the new host
class is required. Such objects are created and initialized in each constructor
of the class.

– In analogy to move field, move methods moves a method from one class to
another. If the method makes use of the implicit this parameter, it must be
added to the explicit parameter list of the method.

– Merge methods replaces two methods of the same class and the same return
type with a single method. It interleaves both parameter lists and the bodies
of the methods. Furthermore, an additional key parameter is added in order
to differentiate which of the bodies is to be executed at runtime.

Software Complexity Metrics. The set of software complexity metrics used in our
evaluation contains measurements of the control flow complexity and data flow
complexity of the methods, as well as the usual object-oriented design (OOD)
metrics suite. We now give a very brief description of these metrics.

At the method level, we used two metrics to measure the complexity of the
control flow and data flow: McCabe’s Cyclomatic Complexity and Dependency
Degree, respectively. Cyclomatic Complexity [16] of the method corresponds to
the number of the linearly independent circuits in the control flow graph (CFG).
It can be computed as v = e−n+p, with e, n, and p being the number of edges,
nodes, and connected components of the CFG respectively.

The Dependency Degree metric (abbreviated as DepDegree), proposed by
Bayer and Fararooy [2], is defined with help of the dependency graph, which is
constructed for the given CFG as follows. The nodes correspond to the instruc-
tions of the method, and the edges reflect the dependencies between them. One
instruction is said to depend on the another if it uses some values defined by
that instruction. Then, the Dependency Degree of the method is defined as the
number of edges in the corresponding dependency graph.

The measurement of OOD complexity is performed with a suite containing
6 metrics by Chidamber and Kemerer [5]. These metrics measure complexity on
the class level:

– Weighted Methods pro Class (WMC): the number of the methods defined in
a class.

– Depth of Inheritance Tree (DIT): the number of classes along the path from
the given class to the root in the inheritance tree.

– Number of Children (NOC): the number of direct subclasses.
– Coupling Between the Object classes (CBO): the number of coupled classes.

Here, two classes are considered coupled, if one of them uses methods or
instance variables of the other one.

– Response Set for a Class (RFC): the number of declared methods plus the
number of methods the declared ones call.
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– Lack of Cohesion in Methods (LCOM): Given a class C declaring methods
M1,M2, ...,Mn and a set of instance variables used by the method Mj denoted
as Ij , define P = {(Ii, Ij)|Ii

⋂
Ij = ∅} and Q = {(Ii, Ij)|Ii

⋂
Ij �= ∅}. Then

LCOM = max{|P | − |Q|, 0}.

3 Obfuscation as a Function

In this section, we formally define what it means to apply a sequence of obfus-
cation methods to a program and identify desirable and undesirable structural
properties.

(Complex) Obfuscation Methods. We consider a finite set of obfuscation methods
Ω = {ω1, ω2, . . .}. Each such method is defined as a program transformation for
a particular domain. Let P denote the set of all programs from that domain
(e.g., all programs written in C). Then formally, every ωi is defined as a function

ωi : P �→ P

such that ωi(p) computes the same functionality as p without being exponentially
slower or larger than p.

A complex obfuscation method can be defined by applying first a specific
simple obfuscation method ωi and then another simple obfuscation method ωj .
From the perspective of obfuscation as a function this is the composition of
functions, i.e., ωj(ωi(p)).

We now define what it means to apply a sequence of obfuscation methods
from Ω to a program. We denote by Ω+ the set of all finite sequences of elements
of Ω (including the empty sequence). An example sequence is 〈ω1, ω2, ω1〉. For
two sequences α, β ∈ Ω+ we denote by α · β the concatenation of α and β and
by α � β that α is a strict (i.e., shorter) prefix of β.

We now define a general notion of obfuscator composition O that uses individ-
ual methods from Ω to create new (and possibly better) variants of obfuscation
methods.

Definition 1. Complex obfuscator composition is a function O : P × Ω+ �→ P
that satisfies the following conditions for all p ∈ P:

1. O(p, 〈〉) = p
2. For all α ∈ Ω+: O(p, α · ω) = O(ω(p), α)

As an example, let α = 〈ω1, ω2, ω1, ω3〉. Then we have:

O(p, α) = ω1(ω2(ω1(ω3(p))))

Properties. We now define a set of properties that complex obfuscation meth-
ods can satisfy. These properties sometimes refer to software metrics such
as those defined in Sect. 2. We formalize them as a finite set of functions
M = {m1,m2, . . .}. Each metric is a function that takes a program and maps
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to into a totally ordered metrical space like the natural numbers. A simple com-
plexity metric is lines of code for which the metrical space is the set of natural
numbers and the ordering relation is ≤.

The first property of idempotency refers to the effect of an individual obfus-
cation function and intuitively states that applying the function more than once
does not improve the obfuscation result regarding a particular metric.

Definition 2. An obfuscation function ω is idempotent with respect to metric
m ∈ M iff for all p ∈ P holds that m(ω(ω(p))) = m(ω(p)).

Note that some obfuscation methods such as drop modifiers are idempotent
for all metrics since they satisfy the stronger property of ω(ω(p)) = ω(p). We
call such methods simply idempotent. An obviously non-idempotent method is
extract methods, since it creates a new methods with every invocation.

We now define an additional property of obfuscation functions: monotony.
Intuitively, monotonous obfuscation functions continuously increase (or
decrease) the value of the considered metrics. Obviously, all idempotent obfusca-
tors are monotonous. For non-monotonous obfuscators, there are metrics which
are unstable, i.e., which rise and later decrease or vice versa.

Definition 3. An obfuscation function ω is monotonous with respect to metric
m ∈ M iff the following holds: Let α and β be sequences of ω: If α � β then
m(O(p, α)) ≤ m(O(p, β)), where ≤ is the order on the metrical space of m.

While idempotency is rather easy to understand, monotony is more complex
since the effect of an obfuscation method on a particular metric is not always
clear. In general, we believe that “good” obfuscation methods should be either
idempotent or at least monotonous for most metrics considered. Idempotency is
a good property because it makes an obfuscation method easy to apply and it
facilitates control of its effects. Monotony is positive, because it corresponds to
the expectation that obfuscation methods make analysis (increasingly) “harder”.

We will evaluate the obfuscation methods presented in Sect. 2 and show that
most of them satisfy these desirable properties.

4 An Android Obfuscation Framework

We have designed and implemented a framework with which we can automatically
apply and evaluate complex obfuscation methods composition to Android APKs.
The structure of the framework is depicted in Fig. 1. The framework is based on
three modules which we use to apply and evaluate obfuscation methods:1

1. Pandora [19] is an Android obfuscation tool that implements the obfuscation
techniques introduced in Sect. 2. It operates on jar files that are the main
ingredient of APKs.

1 Although we rely heavily on Pandora, please note that our framework does not
implement any obfuscation methods or metrics itself and can be extended with other
obfuscation tools (such as Sandmark) later. It therefore is rather a “meta framework”.
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2. SSM, a supplementary function to Pandora [19], is a measurement tool for
computing the different software complexity metrics mentioned in Sect. 2.
SSM computes these metrics on every class and method in a jar file.

3. Androsim [18] is a tool written in Python for measuring the similarity between
APKs. It is part of the Androguard APK analysis toolset [11]. The basis for
similarity measurement is the compression distance between different APKs.
To compute this distance, APKs are compiled into an intermediate repre-
sentation focusing much on the control flow and abstracting from identifier
names. The resulting strings of the two APKs are then compared by com-
puting the normalized compression distance (NCD) [6]. We use the resulting
value as a reference value for the SSM metrics.

We now explain how APKs are processed in our framework. The starting
point is a set of APKs stored in the file system of our analysis machine (top of
Fig. 1). The APK is transformed into a jar file that is subsequently processed
by Pandora. The resulting jar file, which is a obfuscated version of the original
jar file, goes through the post-processing section (e.g., it is checked whether it
contains valid JVM code using the jasmin tool [17]). To distinguish both files in
the file system, we append the name of the applied obfuscation method to the
original filename of the jar file (∗ ω.jar, where ω is an identifier of the obfuscation
method record in our database). After that, the jar file is turned into a dex file
and compressed into an Android package which is again stored in the file system.
In the meantime, we use Androsim and SSM to compare and compute different
metrics on the original and transformed jar files and APKs (see Fig. 1). All the
generated data is inserted into a database.

The above processing refers to one step of the complex obfuscation compo-
sition of Definition 1. To apply multiple obfuscation techniques in sequence, the
framework will perform the same iteration with another obfuscation techniques
to the same APK. The selection of the input files as well as the iteration and

*.apk

*.jar

Pandora

Post-
Process

* ω.jar

* ω.apk

AndrosimSSM
File

System

Fig. 1. Structure of the Android Obfuscation Framework.
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type of obfuscation techniques applied on the APKs are totally automated using
Python.

5 Results

We applied the obfuscation transformations described in Sect. 2 to 240 APKs
which we randomly selected from a set of more than 1000 APKs which we
downloaded from the open source Android application market F-Droid [12].
With more time we would have chosen more APKs for the computation of our
results but we consider 240 a large enough set such that our results have some
significance.

Idempotent Transformations. As introductory example for a clearly idempotent
transformation, we show two metrics (CBO and LCOM) of drop modifiers in

Fig. 2. CBO and LCOM measurements of drop modifiers (Color figure online).
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Fig. 2. In these (and the following) graphs, the horizontal axis denotes the num-
ber of transformation iterations and the vertical axis denotes the percentage of
the original APK’s complexity or similarity. The red and green lines correspond
to the given complexity metric and the similarity measured with Androsim,

Fig. 3. Selection of OOD metrics for compose locals (left) and array index shift (right).
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Fig. 4. Cyclomatic complexity, DepDegree and LOC metrics for compose locals (left)
and array index shift (right).

respectively. The values of similarity serve the reference purposes and indicate
the overall change of the program structure caused by obfuscation.2

Transformations applied on the intraprocedural level, namely compose locals
and array index shift, are as expected idempotent with respect to all OOD
metrics. Move fields is idempotent for all metrics. Move methods exhibits idem-
potency for cyclomatic complexity and WMC, since it neither changes the code
of the methods nor their overall number.

Transformations applied on the intraprocedural level, namely compose locals
and array index shift, are as expected idempotent with respect to all OOD
metrics. This can be seen in Fig. 3.
2 In the following figures, we have scaled down the graphs to improve the visual

“overview” impression with multiple graphs on one page. The caption repeats the
method and metric for readability.
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Fig. 5. RFC, CBO, DepDegree and LOC metrics for move methods.

Monotonous Transformations. Many of the evaluated obfuscation transforma-
tions were found to be monotonous, i.e., their continuous application keeps
increasing some of the complexity metrics. In particular, the method-level obfus-
cations compose locals and array index shift are monotonous for the method-level
metrics Cyclomatic complexity, DepDegree and LOC (shown in Fig. 4). For com-
pose locals the complexity growth was superlinear for all three metrics, whereas
array index shift shows very slow linear increase reaching less than 101 % of the
original complexity after 8 transformations.

Move methods is monotonous for the OOD metrics RFC and CBO as well
as DepDegree and LOC (in Fig. 5). As mentioned earlier, with respect to the
cyclomatic complexity this transformation is idempotent. This is because moving
non-static methods requires a reference object to the target class, which is stored
in the class field and copied to the local variable before the method invocation.
Since this does not add any branches, cyclomatic complexity stays unchanged,
however, new instructions and variables are added, which increases the other
two method-level metrics.

Merge methods is monotonous with respect to DepDegree and LOC: It adds
new instructions and operations on variables. However, allthough it adds an
additional branch per merge operation, the cyclomatic complexity (shown in
Fig. 6) remains constant, since the number of circuits in the merged code equals
the sum of the circuits of the merged methods.

Unstable Transformations. Some of the obfuscation transformations did not
fit the definitions of monotonicity or idempotency for certain metrics. These
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Fig. 6. Merge methods: measurements for metrics LOC (left) and Cyclomatic complex-
ity (right).

Fig. 7. A comparison of LCOM for move methods (left) and merge methods (right).

unstable transformations are particularly interesting. One example is merge
methods which exhibits monotonicity and idempotency for CBO and DepDe-
gree, respectively, but is unstable in WMC, RFC, and LCOM (see Fig. 7, right).
Move methods showed interesting unstable behavior with respect to the LCOM
too: After decreasing within the first 3 obfuscation runs, LCOM increases again
(see Fig. 7, left). The key to understanding of this phenomenon lies in the ran-
dom application of the transfomation and the nature of the metric: Recall that
LCOM increases with the number of class methods operating on different sets of
instance variables and decreases with the number of those operating on the inter-
secting sets of instance variables. Since the movement process of move methods
is randomized, a repeated application of the transfomation can result in both
more and less cohesive method layouts, therefore decreasing or increasing the
metric.

6 Conclusions and Future Work

In this paper, we experimentally evaluated obfuscation methods when they are
applied iteratively and we defined and revealed some structural properties of
these methods regarding different software complexity metrics. While the results
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are interesting and show that most obfuscation methods we have used exhibit
rather “stable” properties, the general picture is rather complex since a single
obfuscation method usually exhibits different properties (i.e., monotonicity or
idempotency) regarding different complexity metrics. Interestingly, a few obfus-
cation methods have unstable properties regarding some of the metrics.

More experiments are needed to understand this behavior better. A more
thorough understanding of the behavior of obfuscation methods is the basis for a
more intelligent application of these methods in practice. For example, following
an idea of Collberg et al. [8], a detailed understanding of the effects of certain
obfuscation methods on complexity metrics would allow to transform programs
in such a way that specific “target” complexity requirements are reached with
a minimum number of obfuscation steps. Our obfuscation framework is a good
basis for such investigations.
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Abstract. Privacy is a major issue today as more and more users are
connecting and participating in the Internet. This paper discusses privacy
issues associated with web metering schemes and explores the dilemma of
convincing interested parties of the merits of web metering results with
sufficient detail, and still preserving users’ privacy. We propose a web
metering scheme utilising user-centric hardware to provide web metering
evidence in an enhanced privacy-preserving manner.

Keywords: Web metering · Privacy · Secure embedded hardware

1 Introduction

Consider a service provider, which in the context of this paper will simply be a
webserver, and a user, who is a person using a platform to access the webserver
through an open network. The web metering problem is the problem of counting
the number of visits done by such user to the webserver, additionally capturing
data about these visits. A web metering scheme produces the number of visits
and supporting evidence to interested enquirers, mainly for Online Advertising
applications. The web metering scheme can be run by an Audit Agency or a
less trusted third party Metering Provider. There are three different classes of
web metering schemes, each with its own problems. Web metering schemes are
classified as user-centric, webserver-centric or third-party-centric, depending on
the entity controlling the scheme or having a major role in setting up the scheme.
We consider a hostile environment where the adversary is motivated to fake users’
visits or can invade users’ privacy. The adversary can be a corrupt webserver or
an outside attacker.

Privacy is the right of individuals to control or influence what information
related to them may be collected and stored and by whom; and to whom that
information may be disclosed [17]. There are trade-offs between designing secure
web metering schemes and preserving users’ privacy. The schemes become more
difficult to design when the main interacting party is not interested to participate
and operations need to be carried out transparently. To satisfy such transparency
property, the scheme needs to execute inside or behind another existing action
or property so it does not require a new explicit action from the user.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 329–340, 2015.
DOI: 10.1007/978-3-319-23802-9 25
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Contributions. We propose a new web metering scheme that uses a hardware
device at the user side to provide web metering evidence in a privacy-preserving
manner. To the best of our knowledge, the proposed scheme is the first generic
hardware-based user-centric web metering scheme. We show that the proposed
scheme has the required security properties and enhances the privacy of users.
In addition, we show that, aside the presence of the hardware component, the
scheme can be implemented in a way that makes web metering transparent to
the user. We also use privacy measurements to analyse and compare different
categories of web metering schemes, showing the benefits of the proposed scheme.

2 Web Metering via User-Centric Hardware

2.1 High Level Description of Proposed Scheme

Inspired by the webserver-centric hardware-based web metering scheme in [4]
and the use of secure user-centric hardware-based broadcasting technique (e.g.
pay television) in [10], we propose here a new web metering scheme that relies
on a hardware device at the user side.

Definition 1. A secure device is an abstraction for an integrated circuit that
can securely store a secret value. To access that secret value, a processor is needed
which can be inside that device or inside an attached computing platform. The
device has to be equipped with a technique (e.g. zeroization) so that the secret
key cannot be extracted. In addition to the secured secret key, we assume that
another signature secret key will be stored inside or outside the device.

Examples of such hardware devices are a smart card or an enhanced version
e.g. a Trusted Platform Module (TPM) [16]. The adversary could still purchase
devices for “fake” users’ identities. The cost should typically be higher than the
gained benefits, as in [14].

Our generic web metering scheme operates in an environment which consists
of a webserver, a user, who owns a device, and an Audit Agency. The three parties
follow the protocol specified below. First, we define hardware authentication
which will be used as a step in the generic scheme.

Definition 2. Hardware authentication is a unilateral authentication [12] in
which the Audit Agency is assured of the communicating user’s identity.

The following is a generic protocol for the proposed web metering scheme.

1. User → Webserver : Access request

2. Webserver → User : Certificate request

3. User → Audit Agency : Hardware certificate

4. User ↔ Audit Agency : Hardware authentication

5. User → Audit Agency : New key

6. Audit Agency → User : Certificate for new key

7. User ↔ Webserver : Certificate & signature

8. Webserver ↔ Audit Agency : Verification key & evidence
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In step 1, the user sends an access request to the webserver. In step 2, the
webserver checks whether the user has submitted a valid (attestation) certificate.
If not, the webserver requests a certificate (to be issued from the Audit Agency).
In step 3, the user checks if she holds a valid certificate. If so, step 7 is instead
executed. Otherwise, the user sends to the Audit Agency, the certificate for
the secret key embedded in the device. In step 4, the Audit Agency checks the
validity of the received certificate (e.g. not revoked) and whether the user holds
the corresponding secret key in relation to the certificate. For this step, the user
is asked to encrypt fresh nonces using the embedded secret key. In step 5, the user
generates a new signature key pair and sends the public part of it (verification
key) to the Audit Agency. This step can be executed for x number of key pairs. In
step 6, the Audit Agency signs the received verification key (“blindly” if privacy
is required) using its signature key and sends the produced signature (requested
certificate) to the user. In step 7, the user forwards the received certificate in
step 6 to the visited webserver or convinces the webserver that she has obtained
a certificate. The user also sends her verification key to the webserver if it is not
included in the submitted certificate. The user also signs a webserver identifier
(e.g. URL) and possibly other information (e.g. time) and sends the evidential
signature to the webserver. In step 8, the webserver checks that the certificate
was somehow signed using Audit Agency verification key. The webserver also
checks (possibly using a privacy-preserving protocol) that the received signature
was signed by the user’s new signature key. If both checks succeed, the webserver
stores the certificate and signature as web metering evidence.

2.2 Security and Privacy Assumptions and Attacks

We assume that number of corrupt users is small as done in [3]. In particular,
the webserver cannot convince significant number of users to collude with it, to
create fake web metering evidence. The rationale behind this assumption here
is that the number of users captured by web metering evidence should typically
be large and unlikely for the webserver to be able to cost-effectively motivate a
considerable number of users into colluding.

User-centric hardware-based web metering schemes have a potential to over-
come user impersonation attacks and can be designed to preserve users’ privacy.
This can be achieved by involving the Audit Agency in the user setup or increas-
ing the cost of webserver faking visits, as followed in the lightweight security
approach in [14]. The use of hardware increases the cost for a corrupt webserver
to fake visits by requiring it to own a device for each fake user. At the same
time, the scheme has to ensure that it is impossible for a corrupt webserver with
one authentic device to be able to generate an unlimited number of evidences
e.g. using a periodic hardware authentication with a limit of issued certificates.
Therefore, we need a device at the user side containing a secret key. Also, the
secret keys certificates and public cryptographic values have to be available to
the Audit Agency as they are required in step 3. In steps 3 and 7, the user
is assumed to be securely redirected and may not necessarily be aware of this
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ongoing web metering operation, if a privacy-preserving scheme is being used in
a transparent mode.

A summary of the assumptions we followed in this paper are as follows.

1. Number of corrupt users is far less than the total number of metered users.
2. User owns a secure device (as in Definition 1).
3. The Audit Agency can obtain a list of valid devices certificates (e.g. from

Intel) and recognise revoked or expired ones. Alternatively, users could
be incentivised to register their authentic hardware devices for privacy-
preserving browsing.

4. The web metering environment is where the user’s privacy is a concern.
5. There is limited value of the online content (affecting the cost for webserver

owning devices).

In the rest of this section we further describe attacks that can happen during
a hostile web metering operation and then highlight the required security goals to
counter such attacks. We derive the following security attacks from the adversary
capabilities described in Dolev-Yao threat model [13]: replay, impersonation and
man in the middle attacks.

Attack 1. A replay attack occurs when an adversary captures data sent from
the user to the Metering Provider, the Audit Agency or the webserver and sends
the data again. Similarly, an adversary captures data sent from the webserver to
the Metering Provider or the Audit Agency and sends the data again.

If a replay attack is not detected, the visits number may be increased.

Attack 2. An adversary in an impersonation attack (which is more powerful
than the replay attack scenario where attack effect is limited to captured data),
creates fake data and sends it to the Metering Provider or the Audit Agency
impersonating a valid webserver or user. Or an adversary creates a fake request
to a webserver impersonating a valid user.

If an impersonation attack is not detected, the visits number may be increased
or the evidence data may have invalid properties.

Attack 3. Man in the middle attack occurs when an adversary receives data
from the user or the webserver not intended to him and modifies it before for-
warding it to the intended party.

If such attacks are not detected, the visits number may be increased or the data
have invalid properties.

Besides the three communication attacks, there is also a threat that a corrupt
webserver may not follow the required web metering operations. A corrupt
webserver is inherently motivated to change the number of visits. Also, a corrupt
webserver can be motivated to change some metering operations without chang-
ing number of visits. For example, a corrupt webserver intentionally changes a
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webpage identifier, which is going to be recorded in web metering evidence, to
a different webpage that charges higher fees for advertisements.

To preserve user’s privacy, in step 6, the Audit Agency has to blindly sign
the new user’s key and send the blind signature (i.e. certificate) to the user.
Owing to the blind signature production, the Audit Agency does not know the
user’s key. In step 7, the user submits a form of the received signature or proves
to the webserver that she possesses an Audit Agency signature on the new web
metering signature key. The webserver would store the signatures as evidence
for number of visits that are done by users carrying authentic devices. In Sects. 4
and 5, we provide a more detailed analysis of security and privacy properties of
the scheme and show that the attacks are not possible.

2.3 Practical Aspects

The use of hardware devices is common today. Commercial hardware tokens
can be used in the proposed scheme as long as they hold a zeroizable secret
for authentication. A relevant application that uses hardware decoders but not
for web metering purposes, is pay television. Here, the user has to have hard-
ware decoders to get multimedia content sent by a broadcasting server. Only
authorised users’ decoders can decrypt the broadcast content, using the embed-
ded decryption keys. The server encrypts the broadcast content, which will be
decrypted using the corresponding decryption key, inside the hardware decoder.
The technique can also have other security properties like a tracing capability
to detect rogue decoders that share the decryption keys [10].

In case the user is not motivated to explicitly participate in the web metering
scheme but still have an applicable hardware device, the scheme can still be run
transparently to the user, where a program (or a script) anonymously attests
the user. For example, the BitLocker program uses the TPM public key for disk
encryption, allowing the decryption (by TPM private key) if baseline platform
measurements are met again. Another current application requiring TPMs are
digital wallets. Potential motivations for such a wallet over credit cards could
be finding better deals or further authenticating communicating users with cus-
tomised information set in the wallet. On the other hand, an organisation might
want to restrict accesses to their local network once users have certain devices in
a fashion similar to Virtual Private Network (VPN) connections. For example,
distributed devices can provide the required connectivity and privacy-preserving
web metering results. On a larger scale another non-transparent scenario could
be to distribute free zeroizable devices to users (e.g. USB storage sticks) which
they could use for privacy-preserving web browsing. There is also a trend of devel-
oping hardware devices (rather than traditional Personal Computers or mobile
phones) for various desirable functions e.g. Google Glass. Along the main func-
tions like cameras or games, accessing certain webservers can be an additional
function using a privacy-preserving web metering scheme.
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3 Techniques to Implement the Proposed Scheme

In this section, we start by describing mechanisms to implement each step in the
proposed generic scheme.

Steps 1 and 2 can be implemented using standard mechanisms for issuing
requests e.g. HTTP requests. Steps 3 and 4 address the identification and
authentication of the device. As mentioned in Sect. 2.1, a TPM can be used
as a web metering hardware device for the required hardware authentication
step. A trusted computing platform is a device which has an embedded TPM,
which has Endorsement Key (EK) and a certificate on the public part of it to
prove the platform is genuine. We can follow with such device the lightweight
security approach, where it is still possible for an adversary to construct fake
web metering evidence but its cost does not offset the earned benefit.

Steps 5, 6 and 7 are included in the proposed scheme to take into account
the privacy requirements. In Sects. 3.1 and 3.2, we describe existing protocols
and schemes that can be used to implement steps 5, 6 and 7 in the web metering
scheme defined in Sect. 2.1. Using them, we obtain a technique to implement the
scheme, satisfying both the security and users’ privacy requirements. Step 8 is
optional depending on whether the webserver needs to contact the Audit Agency
for certificates or evidence redemption.

3.1 Security and Privacy Techniques for Steps 5, 6 and 7

To provide a privacy-preserving web metering scheme, the user has to commit
to a new key for step 5 in the generic scheme e.g. using Pedersen commitment
scheme [21]. For the next step, an Audit Agency has to blindly sign the com-
mitted value (once the user is authenticated) and allow the user to prove its
possession, without revealing it. For step 7, the user uses the new signature
value, without linking it to the former authenticated credential.

A general view of the privacy-preserving technique required in step 5 can be
two interacting entities in which one can prove to the other that it holds a secret
without revealing it. New secrets can be generated with the help of a trusted
third party while the former secret is “buried away” in another value. For exam-
ple, using Schnorr zero-knowledge protocol [23], a secret s can be embedded in
a smart card and used for signing such that y = gsmod p where g is a group
generator and p and q are two large prime numbers such that q is a divisor of
p−1 (y, g, p and q are public values). A commitment scheme can be used in con-
structing a zero-knowledge protocol. In the web metering context, the user can
convince the Audit Agency that the interacted messages are correctly formed
using zero-knowledge proof of knowledge of a discrete logarithm. We discuss in
Sect. 3.2 a technique to implement step 6 in the generic scheme where the Audit
Agency has to document the result as a “redeemable” privacy-preserving cer-
tificate. Then, for step 7, the zero-knowledge protocol has to run again between
the user and the webserver.
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3.2 Direct Anonymous Attestation Protocol for Steps 5, 6 and 7

Direct Anonymous Attestation (DAA) protocol [7] can fortunately provide the
needed public commitment, signature scheme and zero-knowledge proofs tech-
niques. DAA protocol uses Camenisch-Lysyanskaya signature scheme [8] to pro-
vide a blind signature on the committed value and allow the user to prove its
possession, through a zero-knowledge proof of knowledge of the committed value.
According to DAA protocol described in [7], communication between user and
Audit Agency can be done using Join Protocol and communication between user
and webserver can be done using Sign/Verify Protocol.

The user gets authenticated to Audit Agency using EK (steps 3 and 4 in the
generic scheme) and then receives a certificate as follows. In step 5, during Join
Protocol, the user generates a secret key f and computes U = zfxv1mod n where
v1 is used to blind f and (n, x, y, z) is public key of Audit Agency. (z can be
set-up as xr2mod n where r2 is random number so that the Audit Agency chosen
random number will be multiplied by the secret f and added to the blind v1).
Also, the user computes N = Zfmod p where Z is derived from Audit Agency
identifier and p is a large prime. Then, the user sends (U,N) to the Audit Agency
and convinces the Audit Agency that they are correctly formed using a proof
knowledge of a discrete logarithm. We assume that the challenges and messages
are securely chosen and constructed as specified in [7]. Then, in step 6 in the
generic scheme, the Audit Agency computes S = (y/(Uxv2))1/emod n where
v2 is random number and e is a random prime. Then, the Audit Agency sends
(S, e, v2) to the user to have (S, e, v) as a TPM certificate where v = v1 + v2.
More than one secret can be generated here to guarantee unlinkability in case
the Audit Agency is offline. The join phase is the heavy work phase of the scheme
and can be periodically done for different requirements.

In step 7 in the generic scheme, during Sign/Verify Protocol, the user signs
messages using the secret key f and Audit Agency certificate (S, e, v) received
in Join Protocol. The user also computes N2 = Zf

2mod p where Z2 is a group
generator that can be configured for a required anonymity level. Z2 can be fixed
for a limited period of time in synchronisation with Audit Agency certificate
issuance to determine unique number of users. For example, to determine unique
users for a period of one hour, the Audit Agency has to keep a record of hardware
authentications so the user cannot generate another key f , and Z2 has to be fixed,
for that period of time. Also, Z2 can be chosen by the webserver, reflecting its
true identity. The b bit can be specified in DAA protocol to indicate that the
signed message was chosen by the user.

The user can provide a proof that she has a certificate for the secret values
(f and v) by providing a zero-knowledge proof of the secret values, such that
the following equation holds: Sezfxv ≡ y mod n. Then, the user sends the
signature to the webserver and convinces the webserver that she knows f , S, e
and v. The webserver checks the signature and if valid, the webserver stores N2
along the result of the zero-knowledge proof as web metering evidence, proving
interactively the communicated user’s TPM was genuine.
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4 Security Analysis of Proposed Scheme

We assume that the user owns a secure device and number of corrupt users is
small (as in Sect. 2.2). Thus, hardware authentication (as in Definition 2) can
only succeed by interactively proving the ownership of the physical device con-
taining the built-in secret key. Valid evidence cannot be created in the absence
of the subsequent committed signature key in step 5 (i.e. f). Consequently, the
adversary has to own a device in order to create valid web metering evidence.
Moreover, we assume that the challenges and messages in steps 5, 6, and 7 are
securely chosen and constructed as specified in Sects. 3.1 and 3.2. Therefore,
evidential integrity goal is achieved.

Depending on the Audit Agency setup, x certificates can be issued to the
user after the successful hardware authentication, and valid for a limited period
and cannot be reused. We assume that user’s secret keys are used to encrypt
nonces or time stamps, as specified in Sects. 3.1 and 3.2, to ensure freshness
as a countermeasure against impersonation and replay attacks for an observed
user. Any captured messages that are resent again during Join Protocol will be
rejected by Audit Agency as they will not fit in the current window of acceptable
responses. Similarly, captured and resent messages during Sign/Verify Protocol
will not enable webserver to construct new valid evidence N2 as they will not fit in
the required window. Therefore, security goal is achieved. Using zero-knowledge
proof of a discrete logarithm [23], the adversary will not be able to learn the
built-in secret key to pass the required authentication in Join Protocol nor be
able to learn the corresponding secret signature key in Sign/Verify Protocol.
Therefore, observing messages sent by a user will not enable the adversary to get
the secret values to impersonate a valid user or hijack the session. Consequently,
the following proposition holds.

Proposition 1. An adversary capturing all communicated messages, but not
owning the device, cannot:

1. create fake web metering evidence (i.e., N2, see Sect. 3.2);
2. impersonate an existing user.

5 Privacy Analysis of Proposed Scheme

By Definition 1, after hardware authentication, the Audit Agency is assured that
the communicating user can securely access the secret key inside the device and
consequently can confirm the user’s identity. Then, the zero-knowledge protocol
[23] is used to convince the Audit Agency that constructed commitment messages
were formed correctly without disclosing the secret value f . We assume that
during Sign/Verify phase, the user keeps the Audit Agency certificate (S, e, v)
secret and only uses it to convince the webserver of the knowledge of the chosen
secret key f . Similarly, there has to be a non-predictable difference in time
or no pattern between user committing to a new signature key and using it.
This is initially achieved by the two roles of Audit Agency and webserver when
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their involvement is separated by time. (Any introduced random delay should be
minimal as not to affect the user browsing experience). Therefore, the proposed
scheme protects any captured identifying information. With our assumptions,
the following proposition holds.

Proposition 2. The proposed DAA-based web metering scheme protects any
identifying information captured from the authentic certificate of the user’s hard-
ware secret key.

6 Related Work

User-centric Web Metering Schemes. User-centric schemes can use digital sig-
natures and hash chaining to construct non-repudiation evidences of visits as
proposed by Harn and Lin [15]. To exempt the user from producing a costly
signature for each visit, a hash chain is proposed. That is, the webserver uses
the received signature and the hash values as evidence for the number of visits.
However, the received signature can be linked to the user’s identity, which is a
privacy problem.

To avoid the apparent privacy problem with digital signatures, Secret Sharing
schemes were proposed by Naor and Pinkas [20] and used in many works e.g. by
Masucci [5,6] and others [19,25]. As evidence of the visits, the webserver here
needs to receive a specific number of shares from users to be able to compute a
required result using a Secret Sharing scheme e.g. Shamir Secret Sharing [24].
However, the user has to be authenticated (which is another privacy problem)
so that the webserver cannot impersonate him and have the required shares.
Also, if the Metering Provider is generating and sending the shares, it has to
be trusted not to collude with the webserver to link user identity with visits.
Similarly, an adversary can observe and correlate user authentication data with
the visits. The users’ identities have also to be revealed to the Audit Agency to
resolve disputes about collected shares by the webserver which can potentially
be linked to the visits.

Webserver-centric Web Metering Schemes. A webserver-centric voucher scheme
uses e-coupons [18] as an attempt to map traditional advertisements models
into the electronic ones. The user has to be authenticated when forwarding the e-
coupon to the issuing party to stop the webserver from forwarding the e-coupons
itself. Also, a questionable Metering Provider can potentially use received e-
coupons and authentication data and collude with the webserver to link the
information to visits. Or an adversary can observe and correlate authentication
data and e-coupons with the visits. Another webserver-centric processing-based
scheme was proposed by Chen and Mao [9] which uses computational complexity
problems like prime factorisation. These computational problems attempt to
force the webserver to use users resources in order to solve them and consequently
provide web metering evidence via the produced result. However, besides using
users’ resources, an adversary can still fake users’ visits.



338 F. Alarifi and M. Fernández

The use of a physical web metering hardware box attached to the webserver
was proposed in [4]. The webserver connects to an audited hardware box which
intercepts users requests and stores a log. Randomly, the box also produces a
Message Authentication Code (MAC) on a user request which is then redirected
to the Audit Agency as an additional verification step. The Audit Agency verifies
the MAC code and the request and if valid, the received request is redirected
back to the webserver. User impersonation is still a successful attack here in
which the webserver can inflate the number of visits.

Third-party-centric Web Metering Schemes. A third-party-centric scheme was
proposed in [2] which tracks the user using an HTTP proxy. The intercepting
HTTP proxy adds a JavaScript code to returned HTML pages to track users
actions e.g. mouse movements. Consequently, all visits have to go through the
proxy, which does not preserve users privacy. Another scheme is Google Ana-
lytics (GA) [1] which can provide more granular information than the number
of visits. However, during the user-webserver interaction, GA captures private
information about the user e.g. Internet Protocol (IP) address to provide geo-
graphic results. During users’ visits, referenced web metering code is loaded into
the webserver script domain. The code is executed under the webserver control,
setting a webserver-owned cookie [22] to track returning users to the webserver
and not Google-Analytics.com. Despite the privacy improvement of webserver-
owned cookie of not figuring out users visiting different webservers incorporating
GA script, returning users will still be identified to the webserver and Google-
Analytics.com. Also, the referenced code captures private data about the user
e.g. user’s Internet Protocol (IP) address to provide geographic results.

Privacy Comparison. The World Wide Web Consortium (W3C) Platform for
Privacy Preferences Project (P3P) [11] provides a framework regarding privacy
issues in accessing webservers by allowing them to express their privacy practices
in a standard format. We have analysed representative web metering schemes
according to relevant metrics described in P3P. A summary of the P3P analysis
is shown in Table 1. From two extremes, a particular private information can be
either required by the scheme or protected. We use the symbol to denote the

Table 1. Privacy comparison



Towards Privacy-Preserving Web Metering via User-Centric Hardware 339

scheme cannot operate without the corresponding required private information
in order to provide web metering result or evidence. On the other hand, we use
the symbol to denote that the private information can be protected and not
accessed by the adversary under secure user setup. Such setup can be achieved
with countermeasures that can prevent the adversary from getting the private
information. The countermeasures can be provided by the scheme itself or can
be potentially provided by other techniques. We use the symbol � to denote that
the private information is not always or necessarily required by the web metering
scheme; however, it is available and can still be captured by the adversary due
to an implementation (or a variation) of the scheme.

7 Conclusion

We proposed a new user-centric web metering scheme using hardware to enhance
users’ privacy. We built a proof of concept implementation1 on a traditional
computer to evaluate efficiency and transparency of running operations. The
tests showed feasible results. It took around 1650 nanoseconds to execute U
and around 515 nanoseconds to execute N. Besides operational cost from Audit
Agency and webserver sides, main barrier for a wide deployment is that users
should accept the device. However, in many contexts, gain in privacy will offset
the costs. We discussed how user hardware assumption can be realistic in today’s
and future computing devices and showed different options.

Future work includes exploring techniques for discovering rogue devices, and
implementing the scheme with different settings to provide the evidential sig-
nature e.g. hash chaining. Various options for counting the number of unique
users can be further explored for different advertising applications. Future work
also includes analysing the performance of the proposed scheme using handheld
devices. Formal validation of the proposed scheme is left for future work as well.
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Abstract. To protect sensitive data from unauthorized access, encrypt-
ing data at the user end before outsourcing them to the cloud storage,
has become a common practice. In this case, the access control policy is
enforced through assigning proper cryptographic keys among collabora-
tors. However, when the access control policy needs to be updated (e.g.
new collaborators join or some collaborators leave), it is very costly for
the data owner or other parties to re-encrypt the data with a new key in
order to satisfy the new policy. To address this problem, we propose a
dual-header structure and batch revocation, which makes the overhead
for privileges grant independent of data size and significantly improves
the efficiency of privilege revocation by applying lazy revocation to cer-
tain groups of revocation requests, respectively. We also analyze the over-
head for authorization showing that our approach is able to efficiently
manage frequent policy updates.

Keywords: Access control policy · Over-encryption · Batch revocation

1 Introduction

Cloud storage has certain advantages, such as paying for only what is used,
being quick to deploy, offering easy adjustment of capacity and built-in disas-
ter recovery. Therefore, individuals and companies are resorting more to cloud
providers for storing their data and sharing them with collaborators. However,
cloud providers are generally considered as “Honest-but-Curious”, which means
that the cloud will execute some functions honestly, but might pry into the sen-
sitive data led by business interest or curiosity. To secure sensitive data and
prevent illegal visitors (including cloud providers) from unauthorized access, a
straightforward solution is to apply cryptographic techniques, so that data are
encrypted at the user end before being outsourced to the cloud. In this case, only
the data owner and authorized collaborators with knowledge of the key will be
able to access the data. Therefore, access control policies are enforced through
assigning proper cryptographic keys among collaborators.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 341–356, 2015.
DOI: 10.1007/978-3-319-23802-9 26



342 W. Jiang et al.

However, when the access control policy needs to be updated (e.g. new col-
laborators join or some collaborators leave), it can be very costly for data owners
to re-encrypt the data with a new key in order to satisfy the new policy. As the
computation overhead for re-encryption(encryption/decryption) and transmis-
sion overhead for downloading are proportional to the size of data [1], policy
updates may not propagate in real time, especially for large amounts of data.
Therefore, it is not advisable for data owners with limited ability to take the
heavy burden. An alternative solution is applying proxy re-encryption [2,3] which
migrates the burden for re-encryption from data owners to the proxy. However,
the adoption of public key cryptography impedes the wide usage of proxy re-
encryption algorithms, because of the computation overhead. Over-encryption
proposed in [1,4] is a practical symmetric encryption solution for delegating keys’
update and re-encryption to cloud servers. Nevertheless, in the “pay-as-you-go”
model of cloud computing, it is still costly for data owners to pay the cloud
for the cipher operations. Furthermore, the delay for re-encryption cannot be
ignored, especially in presence of multiple access control policy updates of large
data with replicas across multiple cloud servers.

Our approach is based on over-encryption [1,4], which implements the update
of access control policy by enforcing two layer encryption. In over-encryption,
data resources are doubly encrypted at base encryption layer (BEL) by data
owners and at the surface encryption layer (SEL) by the cloud. When access
control updates, the data just needs to invoke the cloud to update the encryp-
tion policy at SEL. However, both granting and revoking authorizations need the
cloud to encrypt over the pre-encrypted data, which brings much overhead for
re-encryption computation and has an influence on the performance when large
amounts of updating operations of access control policy concurrently happen.
In order to implement an efficient update of access control policy in crypto-
graphic cloud storage, this paper presents a dual-header structure for eliminat-
ing the need of re-encrypting related data resources when new authorizations
are granted, and proposes batch revocation for reducing the overhead for re-
encryption when revocations happen.

In our dual-header structure, data are encrypted by data owners at the base
encryption layer and then over-encrypted by cloud servers at the surface encryp-
tion layer. Each data resource is divided into the data content in the body and
the cryptographic keys of data content in the header. Before being outsourced
to the cloud, both the body and the header of data resources are pre-encrypted
by data owners. After data are uploaded to the cloud, the cloud server will first
encapsulate the header by encryption. Therefore, the header of all the resources is
initialized by a two layer encryption and always has a relatively small size. When
granting new privileges, cloud servers only need to update the small header,
instead of the body. Our dual-header structure has the following characteristics:

– High security. The dual-header structure prevents unauthorized visitors from
accessing the sensitive data. Even if the cloud server suffers attacks, the sen-
sitive data will not be divulged to unauthorized visitors.
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– Low overhead. The dual-header structure makes the overhead for granting
privileges independent of data size. With the dual-header structure, there
is no re-encryption of any data content (possibly of large size), so it offers
significant benefits in reducing the overhead when new privileges are granted.

In order to prevent the revoked user from accessing future versions of the data
with the key they possess, the overhead for re-encryption brought by revocation
operations cannot be avoided. Our batch revocation mechanism, combining lazy
revocation to a certain group of revocation requests, provides a considerable
improvement of over-encryption systems, by reducing the number of operations
on large amounts of data.

The rest of the paper is organized as follows. Section 2 introduces a basic
scheme and discusses its weaknesses. Section 3 presents our main scheme, and
Sect. 4 describes an efficient access control policy update with low overhead.
Section 5 illustrates performance analysis and security analysis. Then related
work is given in Sect. 6, and finally we conclude this paper and give our future
work in Sect. 7.

2 Preliminaries

Cryptographic cloud storage [5] is proposed to securely outsource sensitive data
resource to the “Honest-but-Curious” cloud. It can protect sensitive data against
both the cloud provider and illegal visitors, by encrypting data at the client side
before outsourcing. The security lies in appropriate key distribution to users (col-
laborators) based on the access control policy for sharing data among collabora-
tors. Keeping cryptographic keys secret from the cloud provider is essential for
those data owners with high security requirement. However, it makes it difficult
for data owners to resort to the cloud provider for updating the access con-
trol policy when the cooperative relationship changes. Additionally, data with
different access control policies should be encrypted with different keys when
fine-grained data access control is desired. This could upset the users, as they
would be required to maintain multiple keys for different data resources.

Our work is based on the over-encryption approach [1,4], which was proposed
to avoid the need for shipping resources back to the owner for re-encryption
after a change in the access control policy. On the premise of implementing fine-
grained access control, over-encryption also forces a user to keep one or two
private keys to access all the authorized resources, by subtly constructing a key
derivation structure. In over-encryption, data resources are doubly encrypted at
the base encryption layer (BEL) and the surface encryption layer (SEL). At BEL,
data are encrypted by data owners at client side and data owners are responsible
for distributing the decryption keys to users. After data are outsourced to the
cloud, the encrypted data are over-encrypted by the cloud at SEL, for updating
access control policies. Only those with keys of the two encryption layers can
decrypt the data, so the cloud provider offers additional protection to prevent
those who can obtain the keys of the base encryption layer from accessing the
data.
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When the cooperative relationship or the access control requirements of data
owners change, the access control policy should be updated as well. In over-
encryption, the data owner only needs to call the cloud servers to re-encrypt
the data at the surface encryption layer. However, re-encrypting large amounts
of data and transmitting requests across multiple servers with replicas are also
costly for the cloud when multiple access control policy updates happen. One
potential limitation of over-encryption is that the cloud might need to re-encrypt
the content of related data resources when new privileges are granted. Another
improvable point is that immediate revocation could increase the overhead for
repetitive cipher operations, when revoking privileges towards the same resources
frequently happens.

2.1 Over-Encryption

In over-encryption, if a set of data resources can be accessed by the same access
user set, they will be encrypted with the same key at the base encryption layer, or
else they will be encrypted with different keys. A user just needs to maintain one
or two private keys to access all the resources that are authorized to him. Over-
encryption is implemented by constructing a key derivation structure, where one
key can be derived from another key through public tokens.

The key derivation structure of over-encryption is based on the access control
list (ACL) of data resources. In which over-encryption divides all the users into
different access user sets and each access user set is associated with a key. Data
resources with the same access user set are encrypted with the same key. The
associated key of the access user set, can be derived by the associated key of any
subset of the access user set. It is implemented by publishing public tokens and
labels on each derivation path. For example, there are three data resources r1,
r2 and r3: the access user set of r1 is {A,B} with associated key KAB ; r2 and
r3 with the same access user set {A,B,C} are encrypted with the key KABC ;
by publishing token tAB,ABC = KABC ⊕ha(KAB , lABC), the user who possesses
KAB can derive KABC by computing KABC = tAB,ABC⊕ha(KAB , lABC), where
lABC is a publicly available label associated with KABC , ⊕ is the bita-bit xor
operator and ha is a secure hash function.

We express the key derivation structure through a graph, having the vertex
vU associated with a group of resources and keys to encrypt the resources. If
Ui is a subset of Uj and a token ti,j is published, then there exists an edge
connecting two vertices (vUi

, vUj
). For instance, Table 1 represents an example

of access control policy, where hd and ha is a secure hash function, then a key
derivation structure shown in Fig. 1 is constructed.

2.2 Limitations

In the key derivation structure, data resources with the same access user set are
encrypted with the same key in a vertex. It reduces the number of keys and
significantly simplifies key management for users. However, it might result in
re-encrypting the other data resources in the same vertex of the granted data
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Table 1. An example of the implementation of access control policy

(a) Secret Keys
Resources Access User Sets Encryption Keys
r1, r9, r10 A,B hd(KAB)
r3, r4, r5 A,B,C hd(KABC )

r2, r6 C hd(KC )
r7, r8 D hd(KD)

(b) Public Tokens
Labels Tokens
lAB tA,AB = KAB ⊕ ha(KA, lAB)
lAB tB,AB = KAB ⊕ ha(KB, lAB)

lABC tAB,ABC = KABC ⊕ ha(KAB, lABC )
lABC tC,ABC = KABC ⊕ ha(KC, lABC )

Fig. 1. Key derivation structure

resource when new privileges are granted. In the example showed by Fig. 1, if
the data owner grants user D the privilege of accessing the data resource r1, the
data owner needs to provide D with the decryption key hd(KAB) instead of the
derivation key KAB , which might be used to derive the key of resources (e.g.
r3, r4, r5) in other vertices. However, it cannot prevent unauthorized D from
decrypting r9 and r10. Therefore, the cloud provider should over-encrypt r9 and
r10 at the surface encryption layer instead of shipping them back to the data
owner. In fact, re-encrypting data resources in the same vertex when granting
privileges should be avoided.

Another improvable point of over-encryption lies in revocation. In order to
prevent the revoked users from accessing future versions of the data resource with
the key they possess, the cloud should re-encrypt it at the surface layer encryp-
tion. However, the costly re-encryption operations might affect the performance
of the cloud storage service when multiple revocations happen. Moreover, as
a data resource might be accessed by a set of users, immediately revoking the
access to a certain resource will produce repetitive re-encryption operations, and
may result in a long delay when revoking the privileges on large data.

3 Main Scheme

We construct a dual-header structure based on over-encryption and propose
batch revocation to implement an efficient update of the access control policy
in cryptographic cloud storage. In order to implement fast encryption, we adopt
symmetric ciphers in our proposed scheme. Data are firstly encrypted at base
encryption layer by data owners. When the access control policy changes, data
owners will not re-encrypt the encrypted data any more. All of the cipher opera-
tions for matching the new access control policy are executed by the cloud. The
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dual-header structure makes the overhead for granting privileges independent
of data size. Therefore, the cloud just needs to update a small header of the
granted resource, instead of the large content of other resources encrypted with
the same key of the granted resource.

3.1 Dual-Header Structure

We divide each data resource into two parts: keys in the header and the data
content in the body. At the initialization phase (before uploading), the data con-
tent in the body is encrypted with the key in the header by the data owner at
the base encryption layer. In our scheme, each resource uses a different key to
encrypt its content. In order to prevent the cloud provider and unauthorized vis-
itors from obtaining the secret key, the key in the header at the base encryption
layer is encrypted by the data owner. When data resources in header/body form
are uploaded to the cloud servers, the cloud needs to over-encrypt the header at
the surface encryption layer. Therefore, the two layer encryption is imposed on
the header of all the resources and we call it dual-header structure.

There are four types of keys in our dual-header structure.

– Data Content Key: dek. This is a symmetric key used in the base encryption
layer to encrypt the data content in the body. It is generated and encrypted
by the data owner and stays invariant in the header in the cloud. Each data
resource has a different data content key. This key is stored in the header in
encrypted form and requires no distribution.

– Surface Content Key: sek. This is a symmetric key used in the surface encryp-
tion layer to encrypt the already encrypted data content in the body. At
the initialization phase, it is null. When the revocation of the data resource
happens, the cloud will set a new surface content key and encrypt the pre-
encrypted data content with it in the body. The keys of separate data resources
are also different and will be changed when revocations happen. This key is
stored in the header in encrypted form and requires no distribution.

– Base Head Key: BKU . This symmetric key is used to encrypt the data content
key in the header. The data owner also generates it before uploading the
header to the cloud and it will also stay invariant in the cloud. It might be
used to encrypt a set of resources with the same access control policy. This key
is distributed to all the authorized users of set U , by constructing derivation
paths from their private keys to BKU .

– Surface Head Key: SKU . This symmetric key is used in the surface encryption
layer to encrypt the pre-encrypted data content key and surface content key in
the header. The cloud generates it and it will change when the access control
policy updates. Data resources with the same access control policy share the
same surface head key. This key is also distributed to the authorized users of
set U , by constructing derivation paths from their private keys to SKU .

We use the four types of symmetric keys at the two encryption layer to
protect the outsourced data. As the access control policy might update, the
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status of the data stored in the cloud is not immutable. After the data resource
is uploaded to the cloud at the initialization phase, the data resource is in the
initial status expressed in Table 2. When the access control policy of the data
resource updates, the status of the data will change into the common status
showed in Table 3.

Table 2. Initial status of data resource

Id Header Body

Id(r) ESKUi
(EBKUi

(dek), null) Edek(data)

Table 3. Common status of data resource

Id Header Body

Id(r) ESKUj
(EBKUi

(dek), sek) Esek(Edek(data))

At the initialization phase, the data owner first encrypts the data resource
with data content key dek and generates the body Edek(data), then encrypts
dek with the base head key BKUi

and achieves the header EBKUi
(dek), and

finally uploads Id(r) (the identifier of the data resource r), Edek(data) and
EBKUi

(dek) to the cloud. After the cloud receives the data, the cloud first
encrypts EBKUi

(dek) in the header with the surface head key SKUi
, and gets

ESKUi
(EBKUi

(dek), null) (null means that the cloud has not over-encrypted
Edek(data)). Then the data resource is stored in the initial status.

When the access control policy changes, the data owner should prevent the
users who own dek from accessing the data. If data owners are unwilling to
download the data resource and re-encrypt it by themselves, they can invoke
the cloud to over-encrypt it. If the data resource is still in the initial status, the
cloud needs to generate a surface content key sek and a new surface head key
SKUj

, then over-encrypt Edek(data) with sek and re-encrypt (EBKUi
(dek), null)

with the new SKUj
. Then the status of the data will change into the common

status. If the data resource is in the common status, the cloud will decrypt
Esek(Edek(data)) with the old sek and re-encrypt it with a new sek.

Our work assumes that each data resource has an access control list ACL. In
order to enforce fine-grained access control through reasonably assigning keys,
we define the key derivation function KeyDerivation(U) to generate encryp-
tion keys, distribute keys to shared users and publish tokens to derive keys for
authorized users. For the detailed algorithm code of KeyDerivation(U) refers
to [4].

Definition KeyDerivation(U) −→ (K,T,L):

– Access User Sets U : U is the family of subsets of all the users which derives
from the access control lists of all the data resources. For instance, if the access
control list of data resource ri regulates that users {A,B,C} can read it, then
Ui = {A,B,C}(Ui ∈ U) is the access user set of ri.
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– Keys K: K can be the set of all the keys used to derive the keys of the header
(base head key BKUi

or surface head key SKUi
). At the base encryption layer

at the initialization phase, ∀Ui ∈ U,∃KUi
associated with the access user set

Ui, where BKUi
= hd(KUi

). At the surface encryption layer, ∀Ui ∈ U,∃SKUi

associated with the access user set Ui.
– Public tokens T and labels L: T is the set of all the public tokens which are

used to derive keys for the users. L is the set of all the labels which are used
to mark access user sets. If ∃Uj ∈ U and Ui is the largest subset of Uj among
U, then it must exist a token tUi,Uj

= KUj
⊕ ha(KUi

, lUj
) (lUj

) is the label of
access user set Uj .

3.2 Batch Revocation

There are two revocation approaches in cryptographic cloud storage, depending
on when the re-encryption operations are executed. In an active revocation app-
roach, the revoked data resource is immediately re-encrypted with a new key
after a revocation takes place. This is costly and might cause disruptions in the
normal operation of cloud storage. In the alternative approach of lazy revoca-
tion [6], re-encryption happens only when the data resource is modified for the
first time after a revocation.

We propose batch revocation combining lazy revocation to achieve better
user experience and reduce the overhead for revocation. In the general scheme,
when data owners need to prevent revoked users from accessing their resources,
they can invoke the cloud provider to re-encrypt data after a revocation. In this
case, revocation operations must involve reading data from the disk, decrypting
them and re-encrypting them, so the overhead for revocation cannot be ignored,
especially for the data of large size. In our scheme, the cloud can delay the revo-
cations to the time when the predefined conditions are satisfied. The predefined
conditions and the final time of revocation can be set by data owners according
to their requirements. For example, the cloud can select to delay the revoca-
tions on the data of large size to the next read access, which are not frequently
accessed. As the base head key is not updated when the data resource is modi-
fied, the data owner will use a new data content key to encrypt the content when
the data owner modifies it, and the cloud just needs to re-encrypt the header
without encrypting the content in the body (the data resource is stored in the
initial status). In this case, the cloud can delay the revocations to the next write
access in the scenario where multiple revocation operations frequently happen.

4 Access Control Policy Updates

There are two types of access control policy update operations in most storage
systems: (1) Grant new privileges to users and (2) Revoke privileges. The priv-
ileges can be referred to as read privilege or write privilege. Our target is to
protect the sensitive data from being disclosed to unauthorized visitors, and we
restrict ourselves to the consideration of read privileges in this paper.
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Policy update operations are often executed in most network applications
or systems. For instance, according to the data given in [7], there are 29,203
individual revocations of users from 2,916 different access control lists extracted
from seven months of AFS protection server logs. If the updating of access con-
trol policies requires heavy overhead, it will have a negative influence on the
performance. In over-encryption, both granting and revoking involve reading
data from the disk, encrypting data resource and decrypting data resource, so
it results in large transmission overhead and computation overhead. Our dual-
header structure can efficiently reduce the overhead when new privileges are
granted, by operating on the small header of the granted resource, instead of
the data content with large size. As for revocation, our scheme applies batch
revocation to reduce the overhead for repetitive re-encryption operations.

4.1 Granting Privileges

We define the function Grant(u, r) to authorize a user u to access the data
resource r in cryptographic cloud storage systems. Privileges grant in our scheme
is implemented by assigning the related keys to the authorized users. In the pre-
vious work of over-encryption, grant in both Full Sel and Delta Sel [4] methods
involves encryption and decryption operations on the data resource content and
other related resources encrypted with the same keys of r. However, we require
no re-encryption of the content and just require the cloud to re-encrypt the
header of r.

When executing Grant(u, r), the data owner firstly updates the access user
set r.USet of r, then gets the derivation key K according to r.USet and computes
the base head key r.BK of r by hashing K. As resources with the same privileges
at the initialization phase are encrypted with the same base head key, which is
not changed with the access control policy, r.BK may be derived from the private
key Ku of u . If the base head key of r is not included in the set of keys KSet
which can be derived by u, the data owner has to add token from Ku to r.BK,
in order to ensure that u can derive r.BK. Then the data owner invokes the
cloud to over encrypt the header of r to make sure that only the new access user
set r.USet can decrypt the header of r. When the cloud receives the request,
the cloud needs to decrypt the header of r with the old surface head key, re-
encrypt the header and add tokens to ensure that all the authorized users in
the access user set of U can decrypt the header at the surface encryption layer,
which is implemented by calling the function ReEncryptHeader(header, U).
The detailed steps can be seen in Fig. 2.

For the sake of simplicity, we assume that the function Grant(u, r) is referred
to a single user u and a single resource r. The extension to sets of users and
resources is easy to implement. The main overhead of Grant(u, r) lies in decrypt-
ing and re-encrypting the small header of r: DecryptHeader(r, r.SK) and
ReEncryptHeader(r.Header, Unew) in Fig. 2.
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Granting new privileges Revoking privileges
Data Owner:Grant(u, r) Data Owner:Revoke(U, r)
1.r.USet ← r.USet {u} 1.r.USet ← r.USet − U
2. KUi

← GetKey(r) 2. OverEncryptResource(r, r.USet)
3. r.BK ← Hd(KUi

) Cloud:BatchRevoke(r, Unew)
4. KSet ← FindAllKey(Ku) 1. r.USet ← Unew

5. If r.BK KSet 2. If Tcurr RevocationTime(r)
Then AddToken(Ku, r.BK) or the predefined conditions are satisfied

6. OverEncryptHeader(r, r.USet) Then r.SK ← GetKey(r)
Cloud:OverEncryptHeader(r, Unew) r.Header ← DecryptHeader(r.Header, r.SK)
1. If r.USet = Unew If r.Header.sek = null

Then Then sekold ← r.Header.sek
r.SK ← GetKey(r) r.Body ← DecryptBody(r.Body, sekold)
r.Header ← DecryptHeader(r, r.SK) r.Header.sek ← GenNewKey()
ReEncryptHeader(r.Header, Unew) EncryptBody(r.Body, r.Header.sek)

ReEncryptHeader(r.Header, Unew)
3.Else Wait...

Cloud:ReEncryptHeader(header, U)
1. If ∃Ui is an access user set and Ui = U

Then SK ← GetSurfaceHeadKey(Ui)
2. Else SK ← GenNewKey()
3. EncryptHeader(header, SK)
4. While U = null % Ensure all the users in U can decrypt the header

Umax ← MaxSubUset(U) % Find the maximal access user set Umax, Umax U
SKUmax ← GetSurfaceHeadKey(Umax)
AddToken(SKUmax , SK)
U ← U − Umax

Fig. 2. Algorithms for granting and revoking authorizations

4.2 Revoking Privileges

Revocation in our scheme is implemented by updating the keys and re-encrypting
the resource at the surface encryption layer. Users whose privileges will be
revoked, might preserve the keys of the related resources locally, therefore the
revoked resource should be re-encrypted with new keys. As the cloud could not
change the base layer encryption data, we need the cloud to re-encrypt the
resource at the surface encryption layer.

We define the function Revoke(r, U) at the client side to revoke a set of
users U(|U | >= 1) the access to a resource r. At the cloud side, we define the
function BatchRevoke(r, Unew) to revoke a set of users not in Unew on r. When
executing Revoke(r, U), the data owner updates the access user set r.USet of r
by deleting the revoked users U from r.USet, invokes the cloud to over-encrypt
r and requires the cloud to ensure that only users in r.USet can access the new
decryption keys by executing OverEncryptResource(r, r.USet). When receives
the request, the cloud will record the freshest access user set of r and wait for
the revocation time to execute the function BatchRevoke(r, U). The data owner
can define a time period for resources to execute revocations, then the cloud
must execute revocations when the final time arrives. The data owner can also
predefine conditions to require the cloud execute re-encryption. When the cloud
needs to execute re-encryption for revoked resource r, it has to decrypt the
header of r and extract the surface content key sekold of r. If sekold is null, it
means that the body of r has not been over-encrypted by the cloud. Or the cloud
should decrypt the body of r with sekold. Finally, the cloud should encrypt the
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body of r with a new surface content key and re-encrypt the header to ensure
only the authorized users in the access user set Unew can decrypt the header of
r. The details are given in Fig. 2.

The main overhead for revocations lies in the two functions DecryptBody
and EncryptBody. For the data resources of large size, the overhead cannot be
ignored. However, batch revocation can reduce the number of cipher operations
on the resource, which will be illustrated in Sect. 5.1.

5 Analysis

5.1 Performance Analysis

In cryptographic cloud storage systems, the keys to encrypt data resources need
to be updated and re-encryption might be required in order to match the new
access control policy. However, the overhead for re-encryption could not be
ignored, especially for large amounts of data resources in the cloud. For example,
encrypting data with the size of 1 GB will consume 7.15 s by applying OpenSSL
0.9.8 k with a block size of 8 KB (AES-256, encoding rate: 143.30 MB/s) [8].
Therefore, our scheme targets at reducing the overhead for re-encryption after
the access control policy changes.

The overhead for privileges grant. The overhead for privileges grant in
our dual-header structure, always involves token retrieval and key derivation,
reading data from the disk and encryption/decryption. At the client side, the
dominant computation overhead is the retrieval of tokens and key derivation to
distribute keys to the new authorized users when new privileges are granted.
At the cloud side, the cloud servers have to find the key of related resources by
retrieving tokens and deriving keys, read the related resources from the disk and
re-encrypt them.

According to the performance evaluations of over-encryption in the extension
work [1], the time for retrieving tokens, independent of resource size, is much
lower than that for downloading and decrypting large data resources. However,
the time required to transfer and decrypt the resource in [1], dominates in the
overhead for authorization on resources of size larger than 1 MB in its local
network configuration. The time also grows linearly with the increase in the
resource size. Although the cloud does not transfer data resources back to the
client, the cloud is required to read the resource from the disk, re-encrypt it and
sometimes might transfer re-encryption request among different cloud servers
with replicas. Therefore, reading data from the disk, decrypting and encrypting
data dominate in the overhead for access control policy updates. As the time for
reading data from the disk, decrypting and encrypting data is proportional to
the size of data resources, our approach that operating on small (about KB level)
header rather than operating on data content (perhaps MB/GB/TB level), has
significant benefits in reducing the overhead.

The overhead for revocation. We find that the number of operations of
cloud servers on data resources is different between revoking a group of users
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Table 4. Comparison of the number of operations on data resource content

Example–Access policy updates :{A,B,C,D,E,F} can read r −→ {A,E, F} can read r

Re-encrypt the header or the body of r with a new surface key: KU , U is the access user
set of r

Function Main operations

Revoking one by one Revoke(B, r) Read(r)

Decrypt(r,KABCDEF )

Encrypt(r,KACDEF )

Revoke(C, r) Read(r)

Decrypt(r,KACDEF )

Encrypt(r,KADEF )

Revoke(D, r) Read(r)

Decrypt(r,KADEF )

Encrypt(r,KAEF )

Batch revocation Revoke({B,C,D}, r) Read(r)

Decrypt(r,KABCDEF )

Encrypt(r,KAEF )

on a resource one by one and batching the revocations of the group of users
on the resource. This is due to data resources with the same ACL encrypted
with the same keys. We assume the header or the body of a data resource r is
encrypted with a key KABCDEF at the surface encryption layer by the cloud,
which means it can be read by a set of users {A,B,C,D,E,F} and now r just
can be accessed by {A,E,F} after a series of revocations. We give a comparison
between revoking {B,C,D} one by one and batching these revocations in Table 4.
We can see that a reduction in the number of repetitive operations on the data
resource by applying batch revocations. It can significantly lower much overhead
for transmission and cipher operations, especially for the data resource of large
size when re-encrypting the content in the body.

5.2 Security Analysis

Access control of sensitive data in our scheme is implemented by reasonably
distributing keys of the two encryption layer (BEL and SEL). In the “Honest-
but-Curious” model, protecting sensitive data against both unauthorized visitors
and the cloud is difficult to implement when re-encryption for the update of
access control policy relies on the cloud. Therefore, the security of our scheme
lies in the distribution of the cryptographic keys over the two levels, which is
executed by the data owner and the cloud provider by appropriately publishing
public tokens to construct derivation paths.

In order to prevent sensitive data from unauthorized access, data resources
are firstly encrypted with the data content key at the base encryption layer
enforced by data owners. Adversaries must obtain the keys (data content key
and base head key) of the base encryption layer in order to obtain the plaintext
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of the data resource. As the data content key in the header is encrypted with the
base head key, only with the base head key can the adversary decrypt the data
content in the base encryption layer. In fact, the base head key in our approach
is equal to the key at the BEL of over-encryption.

We adopt the cloud to protect the base head key of the header at the surface
encryption layer. In fact, unauthorized users might obtain the base head key in
our scheme. For example, a revoked user might locally maintain the base head
key of the revoked resource; a newly granted user might acquire the base head
key of the resource ri unintendedly, when the user is authorized to access the
resource rj , which is encrypted with the same base head key of ri. However,
unauthorized users who have got the base head key cannot decrypt the data
content because the cloud consolidates the defensive barrier. For those with just
the base head key, the cloud encrypts the pre-encrypted data content key in the
header with the surface head key. Adversaries cannot get the data content key
without the surface head key generated by the cloud. For those who have got
both the base head key and the data content key generated by the data owner
(revoked users), the cloud encapsulates the data content by encrypting it with
surface content key, and the surface content key is also protected by the surface
head key. Adversaries cannot decrypt the data content without the surface head
key. The surface head key is equal to the key to over-encrypt the pre-encrypted
data content in the SEL of over-encryption.

Therefore, the security of our scheme lies in protecting the surface head key
and the base head key, which equals to protecting keys at both the BEL and the
SEL of over-encryption. The analysis of the related collusion attack by the cloud
and the unauthorized users who have obtained the keys of the base encryption
layer can be referred to over-encryption [4].

6 Related Work

In order to protect shared sensitive data from unauthorized access in incom-
pletely trusted servers, shared cryptographic file systems which implement access
control have obtained considerable development. SiRiUS [9] and Plutus [7] are
earlier file systems, which adopt cryptographic techniques to implement access
control. SiRiUS encrypts each data file and divides each file into a meta data file
and an encrypted data content file, but the size of meta data file is proportional
to the number of authorized users. Plutus groups different files and divides each
file into multiple file blocks. Each file group uses a file lock box key and each
file block is encrypted with a unique key. However, as different file groups attach
different file lock box keys, maintaining multiple keys for a user is inadvisable.

Attribute-based encryption (ABE) which was first proposed in [10], is another
branch to share sensitive data in the cloud environment without maintaining
keys for each file or each file group. ABE is now widely researched in cloud
computing to protect sensitive data [11–13]. Shucheng Yu presents a fine-grained
data access control scheme in cloud computing [11], which combines ABE, proxy
re-encryption [14,15] and lazy encryption. It supports policy update. However,
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it cannot update a user’ s privilege on a certain specific file, and revoking of
users requires updating all the associated attributes and notifying the users who
also maintain keys of the related attributes. Our approach just updates the key
of the revoked resource.

Over-encryption [1,4] protects the shared sensitive data in “Honest-but-
Curious” cloud and implements access control policy updates. Its architecture
of access control is based on a key-derivation structure in [16], which is also
adopted by [17–19]. In the key-derivation structure, a user just needs to main-
tain private keys to derive all the keys of the authorized resources. In the previous
work of over-encryption, both granting and revoking need encrypt the related
resources. This consumes a lot of resources and time, especially for those data
of GB/TB/PB size.

To reduce the overhead of revocations, lazy revocation proposed inCepheus [20]
is widely adopted by existing cryptographic file systems [21]. Lazy re-encryption
at the price of slightly lowered security [22] delays required re-encryptions until
the next write access. Because it brings in much overhead for revocations (reading
disc, decrypting data and encrypting data), we apply batch revocation combining
lazy revocation, which reduces the overhead and improves the performance of the
cloud storage service.

7 Conclusions

With the explosive growth of data, the outsourced data scale in the cloud will
increase and be enlarged. However, security is the main obstacle in the way
of outsourcing data to “Honest-but-Curious” cloud. Encrypting the outsourced
data before uploading them to the cloud is a widely researched solution, but
it brings new challenges to update the access control policy in order to share
data. On the premise of implementing fine-grained access control, our scheme
can achieve efficient updating of the access control policy in cryptographic cloud
storage. The performance analysis shows that the proposed dual-header structure
and batch revocation can significantly minimize the overhead for authorization.
However, the collusion attack, launched by the cloud and the unauthorized users
who have obtained keys of the base encryption layer, still cannot be solved in this
paper. In order to alleviate the possibility of this collusion attack, dispersing data
resources among multiple clouds and applying secret sharing techniques might
be a selectable solution, which might be our next work. As the re-encryption on
revoked resources is inevitable in almost all the cryptographic storage systems,
efficient re-encryption on large data resource is also our next research direction.
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Abstract. With the rapid increase in Android device popularity, a
new evolving arms-race is happening between the malware writers and
AntiVirus Detectors (AVDs) on the popular mobile system. In its lat-
est comparison of AVDs, independent test lab AV-TEST reported that
AVDs have around 95% malware recognition rate. However, as mobile
systems are specially designed, we consider that the power of AVDs’
should also be evaluated based on their runtime malware detection capa-
bilities. In this work, we performed a comprehensive study on ten popular
Android AVDs to evaluate the effectiveness of their scanning operations.
During our analysis, we identified the design dilemmas related to two
types of malware scanning operations, namely local malware scan and
cloud-based malware scan. Our work opens a new research direction in
designing more effective and efficient malware scan mechanisms for cur-
rent antivirus software on mobile devices.

Keywords: Android · Antivirus · Malware · Mobile attacks

1 Introduction

The increasingly popularity of mobile computing devices (e.g., smartphones and
tablets) attracts both normal users and malware writers. Among the popular
mobile platforms, Android has not only conquered a lion’s share of the market,
but also gained the 98.1 % share of detected mobile malware in 2013 [3]. There-
fore, being aware of the notorious fact of mobile malware shares, many reputable
companies on PC security as well as new startups have turned their attention
to mobile-platform security and released their antivirus detectors (AVDs) par-
ticularly for Android [1]. Here, an AVD generically refers to the signature-based
antivirus detector that is deployed on mobile devices.

For AVDs on desktop and server systems, earlier work has studied the impact
of polymorphic attacks [16] or file format confusion based attacks [15] on the
malware scanning operation. Recently, the real world polymorphic attacks have
also been reported [4] and further studied [22] for Android AVD evasion. In
the era of mobile computing, a new evolving arms-race is going on between
the malware writers and the AVDs. The AVD based on dynamic behavior or
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 359–366, 2015.
DOI: 10.1007/978-3-319-23802-9 27
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other dynamic heuristics are comparatively hard to be deployed on the battery
constrained mobile devices. Also, because of the centralized software distribution
on Google Play, static signature based malware fingerprinting scheme gains great
values, since the potential malware spreading sources are very limited (users are
not suggested to install apps from untrusted sources).

Every three months, the independent AVD test lab AV-TEST generates a
report [2], comparing the detection rate and usability of Android AVDs. The
latest report indicates that the popular AVDs under test achieve an average
detection rate of around 95 % for known malicious app samples. However, since
apps are allowed to dynamically load code from external sources at runtime [21],
when combined with repackaging techniques [7,14,29], malware writers demon-
strates [31,32] that more advanced malware can be easily created to perform
targeted attacks. Therefore, the success of the AVD’s malware scan should also
be measured based on its real-time detection of advanced malware.

Hence, we conduct an empirical study of ten Android AVDs on two types
of malware scan operations, namely the Local-malScan and the Cloud-malScan.
Our analysis result indicates that both malScan operations have fundamental
design deficiencies. Therefore, AVD vendors should consider the design of mal-
ware scanner on Android more thoroughly.

2 Antivirus Detectors on Android Platform

In this section, we first briefly introduce some necessary background on Android
Antivirus Detectors (AVDs), and then explain how we conduct the empirical
study towards further understanding of the design characteristics of the current
AVDs. Our analysis, particularly focuses on the real-time detection capability
of the AVDs deployed on Android. More comprehensive discussions on Android
security mechanisms can be found in Yan and Yin [26] and Enck et al. [11].

Table 1. Popular Antivirus Detectors (AVDs) in Our Study

ID Vendor AVD package name & version # Downloads #

1 Avast com.avast.android..........3.0.6915 50M-100M

2 AVG com.antivirus..........................3.6 100M-150M

3 Avira com.avira.android...................3.1 1M-5M

4 Bitdefender com.bitdefender.security.2.8.217 1M-5M

5 Kaspersky com.kms (premium)..........11.2.3 5M-10M

6 ESET com.eset.ems2.gp............2.0.843 1M-5M

7 Dr. Web com.drweb.pro.................7.00.11 10M-50M

8 Lookout com.lookout...........8.28-879ce69 50M-100M

9 McAfee com.wsandroid.suite.....4.0.0.143 5M-10M

10 Norton com.symantec.mbsec.....3.8.0.12 10M-50M
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Android is an operating system based on the Linux Kernel, with new features
such as the Binder IPC mechanism, Power Manager and Ashmem mechanism
and etc. On top of the Linux kernel, Android is loaded with four software lay-
ers, namely System Libraries, Android Runtime, Application Framework and
Application. In addition to the native Linux basic discretionary access control
mechanism and the SEAndroid [24] mechanism based on Linux Security Mod-
ule, Android provides a fine-grained permission mechanism for all the apps run-
ning on the Application layer, including all the AVDs from third party vendors.
Table 1 lists ten popular AVDs in Google Play as of Feb. 2014. The popularity
of these AVDs is reflected by their overall protection rankings, according to AV
Test Reports [2] for the period of Sept. 2013–Jan. 2014.

Table 2. Intents Registered and Permissions Asked by AVDs

Intents Registered # Permissions Requested #

intent.action.MEDIA REMOVED 1 android.permission.SUPERUSER 2

intent.action.MEDIA CHECKING 3 android.permission.BATTERY STATS 3

intent.action.PWR DISCONNECTED 3 android.permission.google.c2dm.RECEIVE 3

intent.action.WIFI STATE CHANGED 4 android.permission.KILL PROCESSES 4

intent.action.DATE CHANGED 4 android.permission.COARSE LOCATION 4

intent.action.SERVICE STATE 4 android.permission.ALERT WINDOW 5

intent.action.DIAL 5 android.permission.WRITE BOOKMARKS 5

intent.action.MEDIA UNMOUNTED 6 android.permission.GET ACCOUNTS 6

intent.action.POWER CONNECTED 6 android.permission.READ SMS 7

intent.action.net.wifi.STATE CHANGE 7 android.permission.READ BOOKMARKS 7

intent.action.MEDIA EJECT 7 android.permission.READ CONTACTS 8

intent.action.USER PRESENT 7 android.permission.RECEIVE SMS 8

intent.action.ACTION SHUTDOWN 7 android.permission.SEND SMS 8

intent.action.NEW OUTGOING CALL 9 android.permission.READ LOGS 9

intent.action.PHONE STATE 10 android.permission.GET TASKS 10

intent.action.PACKAGE REPLACED 10 android.permission.WAKE LOCK 10

intent.action.PACKAGE REMOVED 10 android.permission.EXTERNAL STORAGE 10

intent.action.PACKAGE ADDED 10 android.permission.READ PHONE STATE 10

intent.action.BOOT COMPLETED 10 android.permission.BOOT COMPLETED 10

Generally, Android uses a standard template process called Zygote, which is
the parent process for all the Android DVM processes, including all the AVDs’
main processes. Each AVD is assigned its own unique user ID (UID) at the
install time, and the access control bits for the relevant files and folders in the
file system are then set accordingly by the system. The dedicated group ID (GID)
numbers are assigned based on the requested permissions for the Android system
resources. Also, various system daemons and apps are classified into different
access control domains in the SEAndroid policy rules, in order to provide better
isolation and security.

An AVD registers itself to specific broadcast intents by programmatically
registering a broadcast receiver in the code or claiming the relevant receivers in
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the file AndroidManifest.xml. For example, an AVD may register for the system
generated intents BOOT COMPLETED, which is fired by the system once the
boot process is completed. This enables the AVD to keep track of some system
events of interest that are happening and then take appropriate actions.

In Table 2, the left two columns list the types of Intent actions and how fre-
quently they are registered by the ten AVDs in our study, and the right two
columns list the types of permissions and how frequently they are requested
by these AVDs. From the table, it seems that the current AVDs can pro-
vide a very good real-time protection. For instance, all these AVDs listen
to BOOT COMPLETED system event to provide complete protection after
the system boots up and obtain the WAKE LOCK permission to periodically
wake up the CPU to keep monitoring the system status. Also, events like
PACKAGE ADDED and PACKAGE REMOVED are mostly registered to help
monitor the newly installed or updated Android application package (APK) files.

3 Dilemmas for Malware Scan Design

3.1 Local Malware Scan Dilemma

Scan the Archived Files or Not? Our study shows that current Android AVDs
have designed a comprehensive local malware scan (local-malScan), which is a
thorough scan carried out on the pre-selected (sub)directories, which usually
includes operations like file preprocessing and malware signature fingerprinting.
Due to the power or other resource constraints, the local-malScan usually does
not perform thorough file preprocessing on the files with specific formats (e.g.,
the archived files). Therefore, the malicious payload can be simply zipped and
dropped on the file system without being identified. While some AVDs perform
comprehensive scan by uncompressing the archived format files, we discover that
one can construct a multi-layered archive file to conduct denial of service attacks
and drain the device battery, since the scanner will keep unzipping every inner
zip file in the multi-layered archive file diligently. As such, whether to preprocess
or scan the special formatted files is a dilemma on current resource restricted
AVD on mobile platforms.

Update the Virus Definition File or Not? During our comprehensive analysis,
we discover an interesting probing channel. Almost all the AVDs will have the
VDF file and other permanent data or cached files stored in the subdirectory
at /data/[AVD package]/*. These files are set to be “world unreadable” and
enforced by Linux kernel in Android using access control policies. We find that
this solid design of app data privacy protection is not enough for AVD deploy-
ment, since an adversary only needs to know the file sizes or other meta-data
information of relevant files (e.g., creation and update time) in the subdirectory
to infer the updating status of these files. During our analysis, we discover that
by using the /system/bin/ls program, or writing a dynamic library which calls
the stat() system call, one can directly probe the meta-data information of all
these “world unreadable” files in an AVD’s data folder. This design deficiency
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can potentially be leveraged to design on-demand malware polymorphism. Basi-
cally, whenever the anti-AVD app detects a VDF-update, which might contain
the signature to fingerprint its current malicious payloads, it can update its pay-
loads using a new polymorphic strategy. Therefore, the adversary will enjoy this
on-demand VDF-update feature and is always one-step ahead of the AVD’s static
fingerprinting. Hence, whether to perform the VDF update is another dilemma
for current AVD Local-malScan.

3.2 Cloud Malware Scan Dilemma

To Offload or Not to Offload? Due to the limitation of the on the Local-malScan,
we sense a trend of adding the cloud-based scanning strategy for mobile platform
during our analysis. Cloud-based scan (Cloud-malScan) is generally believed to
be suitable for resource limited mobile devices, as it can offload the heavy compu-
tation to a remote server by sending out the collected information, including the
file hashing value, the meta-data of a file etc. However, since the per UID network
usage statistics can also be probed in “/proc/uid stat/[AVD uid]/snd(rcv)” an
adversary can plan evasions against AVDs by identifying the network sending
and receiving statistic pattern of Cloud-malScan. So we find that the implicit
dilemma in the Cloud-malScan is whether to send enough file information to the
remote server for further signature mapping and scanning. If the Cloud-malScan
on the local device tries to collect less information to send out (e.g., only the file
hash value or the file meta-data), then the malware scan/detection performed on
the server can merely based on simple signature fingerprinting. However, if the
Cloud-malScan collects more information (e.g., execution traces) to offload to
remote server for deep (behavior based) analysis, its network statistics become
more identifiable and is vulnerable to targeted evasions (e.g., the malicious pay-
load will be loaded only after the Cloud-malScan performed on the device).

4 Related Work

Antivirus evasion techniques [5,15,16] have been studied previously.
Oberheide et al. [17] has also generally discussed challenges in deploying antivirus
detectors (AVDs) on mobile platforms. Android Dalvik Bytecode polymorphic
transformation attacks have been presented by Rastogi et al. [22]. Our new eva-
sion techniques exploit the cloud-based malware scanning behavior of the AVDs,
and they are complementary to obfuscation-based or other evasion techniques,
which are similar to the other attacks discussed in [12].

Malware and intrusion analysis techniques [10,11,13,26] have been
designed and applied for offline analysis. Also, various interesting anti-analysis
technique have been discussed [9,19] for malware on both mobile and PC. Our
anti-AVD app design is conceptually similar to anti-analysis techniques, but we
emphasize more on the evasion of AVD’s online protection mechanism. Zhou
et al. [32] provide a survey of Android malware, and similarly, the discovered



364 H. Huang et al.

design dilemmas in this paper are based on a systematic survey of ten popular
Android AVDs.

Side/timing channel issue [8,18,23,25,30] is also an active research aspect in
both mobile and PC era. The network based probing and fingerprinting based
attacks for the AVD deployed on the mail server side have been explored by
Oberheide et al. [18], also including the reconnaissance and action phases. Infor-
mation hiding techniques have been discussed by Petitcolas et al. [20]. Side chan-
nel/timing channel preventions have been discussed in several papers [6,27,28].
Generally, it is one of the toughest challenges in computer security. Zhang
et al. [28] provides the language-based control and mitigation for the timing
channels.

5 Conclusion

Through an empirical study of ten top AVDs on the current Android platform,
we identified several design dilemmas in the malware scan operations, includ-
ing the local malware scan and the cloud-based malware scan. These dilemmas
are related to the malware scan of the archived or other special formatted file,
the virus definition file update, and the offloading file sizes of the cloud-based
malware scan, and pose challenges in antivirus software design in the current
Android platform. Through this study, we open a new research topic on how to
improve the effectiveness and efficiency of current malware scan and detection
on current mobile platforms.
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Abstract. Correspondingly, Android also becomes a common attack
target. Till now, many attacks have been detected out, such as confused
deputy attack, collusion attack, and root exploits attack. In this paper,
we present a novel attack, denoted as transplantation attack. Transplan-
tation attack, when being applied to spy on user, can make the mali-
cious behavior more stealthy. The attack can evade permission check,
evade device administration, and even evade API auditing. The premise
of carrying out Transplantation attack is that malware is able to access
resources or gain access capability. By fulfilling the premise, we do a
case study about Camera device. The result indicates that Transplan-
tation attack indeed exists. Based on these observations, we predict the
kind of system resources that may suffer transplantation attack. Defence
discussion are also presented.

Keywords: Android · Transplantation Attack · Prediction

1 Introduction

Nowadays, Android becomes the most wide spread mobile platform. In the mean-
while, it also becomes a common attack target. Many kinds of attacks towards
Android system have been detected out, e.g., confused deputy attack [5,8,9,12],
collusion attack [4], and root exploits attack [17,24]. In this paper, we will present
a novel kind of attack, and we name it as transplantation attack.

To explain what is transplantation attack, we should mention the resource
accessing procedure first. In Android system, most system resources (e.g., GPS,
camera) are accessed by system services (e.g., LocationManager Service, Camera
Service). Applications (apps), if want to access these resources, should send
request to system services via IPC (Inter-Process Communication). Then, system
services will call several system libraries (.so libraries) to talk with resource driver
and collect data and return data back to apps. When resources are accessed, two
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processes are involved, an application’s (client) process and a system service’s
(server) process. In this case, system .so libraries run in system services’ address
space.

However, what if malware transplant system .so libraries from system ser-
vices’ address space to their own address space, and use these libraries to talk
with driver to collect data by their own? In this case, system .so libraries will
run in malware’s address space, which will lead to several security issues; and
it should be considered as an attack. We call this attack as Transplantation
Attack.

Transplantation attack enables malware accessing resources without involv-
ing IPC with system services. In transplantation attack, when resources are
accessed, only one process (app’s process) is involved, and there is nothing to do
with system services’ process. Therefore, a lot of security enforcements imple-
mented in system services can be evaded.

By starting a transplantation attack, malware can evade permission check. In
Android system, before system services respond to resource accessing request of
an app, they will check the app’s permissions first. If the app does not have the
required permission, system services will not provide service. In transplantation
attack, malware do not depend on system services to get data, instead, they
collect data by their own. Therefore, the permission check process initiated by
system services can be evaded in transplantation attack.

By starting a transplantation attack, malware can evade device adminis-
tration. Android framework provides several special Android APIs, which are
called Device Administration APIs. They could be used by device admin apps
to configure a phone. Device administration is usually enforced in enterprises, in
which phones are used to do business. Usually, enterprise administrators install
device admin apps on these phones to protect commercial benefit. Transplan-
tation attack will make these admin apps fail to be effective. That is because,
the device administration is also implemented in system services which are not
called in transplantation attack.

By starting a transplantation attack, malware can evade API auditing.
Android API auditing is important to both enterprise environments and indi-
vidual users. In enterprise environments, deploying API auditing on employee
phones helps to decrease security risk. For individual users, API auditing helps
to detect spyware. API auditing can be done when permissions are checked.
Since there is no permission check step in transplantation attack, malware can
evade API auditing as well.

As a result, transplantation attack, when being applied to spy on user, can
make malicious behavior much more stealthy and much more difficult to detect.
We have searched the CVE (Common Vulnerabilities and Exposures) list [1].
Among the 448 CVE entries that match the keyword Android, we find there was
no such kind of attack happened before.

In this paper, we will give an overview about transplantation attack. First
we will describe the premise to start transplantation attack. Then, by fulfilling
the premise, we carry out a transplantation attack towards Camera device as
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a case study. The case study verifies that transplantation attack indeed exists,
and cannot be detected out by Antivirus. Base on these observations, we predict
that other resources may also suffer transplantation attack. Moreover, we discuss
potential solutions against this attack.

2 The Premise of Transplantation Attack

Transplantation attack is to transplant system libraries from system services’
address space to malware’s address space, and then malware can collect data in
its own address space.

A big premise for the transplantation attack to be carried out is that the
system libraries are designed to be called by everyone. However, that malware
can call system libraries does not mean the malware can successfully access
resources (e.g., hardware drivers, database files). Another premise of transplan-
tation attack is that the malware itself should be able to access resources or can
gain access capability.

System resources can be divided into two types: hardware resources and
software resources. The way to achieve the premise of the attack towards the
two kind resources is different.

Hardware Resources. To access hardware resources, e.g., GPS, Camera, mal-
ware should be able to access hardware drivers. Hardware drivers subject to
Linux file system access control. To access a hardware driver, a user (app) should
be the owner or be a member of the hardware’s group. In Android system, an
app could be a member of a hardware’s group, aka., the app could be assigned
with the hardware’s group id (GID).

Apps could become a group member of some hardware through obtaining
a certain permission. That is because, Android has bound some permissions
with some groups, which are recorded in a metadata file (platform.xml). If a
permission has been bound to a group, then once this permission is granted to
an app, the app will be automatically set as a member of the group. By applying
a permission, an app can gain the corresponding GID. After gaining the GID, an
app could access the corresponding hardware driver. Once an app could directly
access a hardware driver, it can start transplantation attack.

Software Resources. Most software resources, e.g., SMS, Contact, social net-
work data, exist in the form of database files or in shared memories, which are
files, too. These files are owned by system apps (e.g., SMS app, Contact app)
or third party apps. To access these files, malware should become a shared user
with the owner of these files, aka, the malware should share UID with the owner.

Sharing UID with a system app cannot be achieved except exploiting system
vulnerabilities. Nowadays, two vulnerabilities towards signature verification have
been detected out in Android system [18,21]. Exploiting them, malware is able
to share UID with a system app, or a third party app. To share UID with a
third party app, collusion attack also is an optional way. Once an app becomes
a shared user of the file owner, it can access the file. As long as malware can
access resource files, it can start transplantation attack.
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Others. In one case that malware neither need to become a group member nor
need to become a shared user. That is, a file, either a device file or a regular file,
is publicly accessed. For example, the file’s access rule is set as 666 (rw-rw-rw-)
or 777 (rwxrwxrwx).

An advantage of attacks towards software resources is that malware does not
need to apply any permission for any reason. On the contrary, attacks towards
hardware resources should apply permissions to get GIDs. Therefore, transplan-
tation attacks towards software resources are much more stealthy and much more
hard to detect than attacks towards hardware resources.

3 Case Study

To verify the feasibility of transplantation attack, we have done a case study
towards Camera device. We use a malicious app to carry out a transplantation
attack.

As described before, the attack just transplants necessary .so libraries from
Camera Service’s address space to the malicious app’s address space, and calls
picture taking function provided by these .so libraries to take a picture. To make
the malicious app be able to access camera driver, we should put the app into
camera group. It can be achieved by applying CAMERA permission, because
Android has bound CAMERA permission with camera group.

After going through a lot of failures, we successfully conduct a way of picture
taking inside the malicious app’s address space. Also, the malicious app is suc-
cessfully executed on Nexus S with Android version 4.0.4 and Sony LT29i with
Android version 4.1.2.

We also tested whether the malicious app can evade detection of Antivirus
and can evade enterprise device administration. The test result shows both of
them can be evaded.

4 Prediction of Transplantation Attack

The case study about Camera device indicates that transplantation attack indeed
exists. In this section, we will predict where transplantation attack may happen.

4.1 Attack Towards Hardware Resources

As described before, malware should be able to access a hardware before starting
transplantation attack. This can happens in two situations. One situation is that
the malware is able to gain the GID of a hardware. The publicly available GIDs
are recorded in the platform.xml file. The other situation is that a hardware is
publicly accessed. For example, a hardware’s access rule is 666. Hardware covered
by the two ways are vulnerable to suffer transplantation attack.

Take the platform.xml file on Galaxy Nexus of version 4.1.2 as an example,
available GIDs are net bt admin, net bt, inet, camera, log, sdcard r, sdcard rw,
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media rw, mtp, net admin, cache, input, diag, net bw stats, net bw acct; and 15
of them in total. Hardwares involved in these GIDs are vulnerable to suffer
transplantation attack, such as Bluetooth (GID: net bt admin, net bt), Internet
(GID: inet), Camera (GID: camera). The GPS’ group id is not publicly available,
so GPS does not suffer this attack.

Taking advantage of the transplantation attack, malware could enjoy Blue-
tooth stealthily. Nowadays, Bluetooth is commonly used in e-health area such
as blood pressure monitor, glucometer, and wearable devices such as watches,
glasses. Malware may steal this kind of high sensitive data without leaving any
record.

Sometimes, vendors mistakenly configure a phone [23]. For example, on Sam-
sung GT-I9300 phone, the GID radio is recorded in the platform.xml file as well.
By gaining the GID inet and radio, malware may be able to use Internet without
being detected. Attacks towards Internet will lead to users’ financial lose.

Besides hardware whose GID can be applied may suffer the attack, mistakenly
configured hardware may suffer the attack, too. According to [23], vendors set
access rules of some hardware drivers on some phones as 666, which means all
users can read and write these drivers. On these phones, malware can directly
access those mistakenly configured hardware drivers without gaining their GID,
aka, without applying any permission.

4.2 Attack Towards Software Resources

Software resources like private database files or shared memories are owned by
apps. The GID of these files are not bound with permissions. Therefore, unless
these files can be publicly accessed, malware should become a shared user to
initiate attacks on them. It is designed that shared users can access each other’s
data, and, if desired, run in the same process. So, once malware becomes a shared
user, it seems that it is not necessary to do transplantation attack.

However, regular access way may leave auditing record. For example, data-
base files are regularly accessed via Content Provider, which can be used to do
API auditing. Moreover, other shared users may do extra access control or do
auditing inside their execution flows, too. These obstacles may become a moti-
vation of carrying out a transplantation attack towards software resources.

In case of malware sharing UID with other apps contain private data, we
predicate that transplantation attack may happen.

5 Defence Discussion

There may be several ways to defend the transplantation attack, but some of
them may not work out. For example, forbidding the usage of system libraries
may sound a good idea to defend the attack. However, as apps can ship their
own copy of the required system library, this way may not work out. Here, we
discuss two possible ways as follows.
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5.1 Breaking the Binding Between Permission and Group ID

The transplantation attack should get the capability of accessing a hardware
device. To gain this capability, the malicious app should be assigned with the
hardware’s group ID by applying corresponding permission. Noticing this, a
defence is that we could break the binding between permission strings and group
ids. Taking Camera device as an example, breaking the binding between camera
permission and camera group id will not affect the normal apps to take pictures.
That is because Camera device has a daemon process (mediaserver process, in
which Camera Service runs) in charge of taking pictures. Apps just need to send
request to the daemon process, and the process will handle the picture taking.
One weakness of this defence is that when the hardware has zero daemon process
(e.g., Sdcard) or more than one daemon processes, it is possible to result in
denying of services.

5.2 Using SEAndroid Policy

SEAndroid enforces mandatory access control to every process (user) under a
fine-grained access control policy. Every process belongs to a domain (type).
Here, third-party apps are classified into the untrusted app domain, which will
be blocked when directly access protected files (device files, regular files).

Although SEAndroid can block the access to protected files, it has a rather
limited enforcement range. SEAndroid [20] is merged into AOSP since version
4.3 and enforced since version 4.4. According to Google’s survey [14], the phones
shipped with version 4.3 and 4.4 each accounts for 8.5 % of the total at the
beginning of May, 2014. That a phone shipped with 4.3 version of Android does
not mean that the SEAndroid is enforced. So, nearly 90 % of the Android phones
in the wild are however not protected by SEAndroid. Among the phones used
by our labmates, 93 % of them without SEAndroid. It may take a long period of
time before SEAndroid can be widely deployed in the wild. During this period
of time, many users may suffer from the spy-on-user attack.

Besides the distribution range limitation, SEAndroid has weakness as well.
Pau Oliva shows three weaknesses of SEAndroid and gives out four ways to
bypass SEAndroid [22]. We did an experiment, in which we change SEAndroid
from enforce mode to permissive mode via PC terminals. The same principle
could be applied to apps. The experiment shows that SEAndroid can indeed be
bypassed.

6 Related Work

Confused Deputy Attacks. Confused deputy attack means a malicious app
without permission P exploits the unprotected interfaces of other apps with
permission P to perform a privileged task for itself. To detect whether an app
has unprotected interfaces, a number of detection tools have been proposed
[2,6,11,13]. These static analysis tools are likely to be incomplete, as they can-
not completely predict the actual confused deputy attack occurring at runtime.
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To address this issue, some framework extension solutions [9,12] have been pro-
posed.

Collusion Attacks. Different from the confused deputy attacks, the collusion
attacks concern malicious apps that collude to combine their permissions. So,
one malicious app does not need to apply all permissions, which can evade the
detection of Kirin [10]. To address the collusion problems, [3,4,15] are proposed.
These solutions can confront both the deputy attacks and the collusion attacks.

Root Exploits Attacks. According to [24], attacks exploiting root privilege
play a significant role in compromising Android security. Among the root exploit-
ing malware, the DroidKungFu [17] is a typical example. Attacks exploiting
root privilege could break the boundary of Android sandbox and could access
resources without applying permissions. The root exploits attacks could be
blocked by SEAndroid [20]. By introducing SEAndroid, processes even running
with root privilege cannot access the protected files and devices.

Security Enhancements. Some framework security extension solutions [7,16,
19,25] enforce runtime permission control to restrict apps’ permissions at run-
time. These solutions aim at providing a fine-grained access control for IPC.
The novel transplantation attack does not call Android APIs or does not involve
IPC. Therefore, these solutions cannot block the transplantation attack.

7 Conclusion

In this paper, we give an overview about the transplantation attack, which can
make malicious behavior much more stealthy when being applied to spy on user.
We first describe the premise of the attack, then we do a case study on Camera
device, which verifies the attack indeed exists. Based on the premise and case
study result, we predict that there are other resources may suffer transplantation
attack. At last, we discuss potential defences towards the attack.
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Abstract. With the growth of smartphone users, mobile phone applications
increase exponentially. But a lot of apps are cloned. We design a timing-based
clone detection method. By choosing several lists of inputs, we can get the corre‐
sponding CPU time usage, which composes a CPU time usage tuple. After
comparing these tuples, we can find the clone apps. At last, we do some experi‐
ments to verify our methods.

Keywords: Clone detection · CPU time usage · Smartphone security

1 Introduction

With the growth of smartphone users, mobile phone applications increase exponentially.
However, according to [1], they find 44,268 cloned apps from 265,359 free Android
apps in 17 Android markets. Moreover, malicious users use these cloned apps to gain
economic benefits by adding some advertisement or malicious code. So clone detection
is important for users and legitimate developers.

Clone [2] means large-scale computer program is duplicated code. Current clone
detection techniques mostly analyze the program execution, including control flow and/
or data flow. They are mostly based on graph [3, 4], AST [1], token [5] and so on [6].
These techniques are not robust to code obfuscation [7]. In addition, some work focus
on analyze binary code instead of source code [8]. Clone detection methods are mostly
inefficient.

Birthmarks [9, 10], is an effective way to identify programs and prove ownership,
which is a characteristic of an app for clone detection. However, static birthmark can be
easily identified by attackers and removed. Researchers designed some methods [11],
especially dynamic birthmarks [12], to protect the birthmarks. However, some kinds of
the birthmark are overwhelming and easily changed, which make the cloned apps diffi‐
cult to be detected. Our approach is a kind of dynamic birthmark. Different from previous
birthmarks, our birthmark is not running statuses of program variables. In this way,
attackers cannot change the birthmarks by obfuscating the exact variables that we use
as birthmarks.
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We designed a new kind of clone detection method based on CPU time usage. After
giving each app several lists of inputs, we could get the CPU time usage tuple. Then we
compare the tuples. If they are similar, the two apps may be clones at high possibility.
At last, we do some experiments to verify it.

In sum, we made several contributions as follows.

• We use CPU time usage as a kind of dynamic birthmark on Android apps, which
could be used to detect app clones on Android markets.

• We made several evaluations to verity the effectiveness of this timing-based birth‐
mark. The results show that this kind of watermark is good to detect similar apps.

The rest paper is organized as follows. In Sect. 2, we introduce the motivation and
overview of our system. Next, we will introduce our approach and implementation in
detail. In Sect. 4, we give some evaluations. Then, we will discuss some problems
further. The last section is our conclusion.

2 Motivation and Overview

2.1 Motivation

As we known, each application (app for short) has its own functionalities. Different apps
have different functionalities. Different functionalities will use different numbers of CPU
circles with high possibilities. CPU circles are represented as CPU time usages. Thus,
we could use the CPU time usage to stand for an app and compare different apps.

With this idea, we made two experiments. We feed the same inputs to two cloned
apps (Fig. 1) and two different apps (Fig. 2). The results are:

(1) For the cloned apps, the CPU time usages are almost the same if the inputs are the
same (Fig. 1).

(2) For different apps, the CPU time usages are different with high possibility (Fig. 2).

For cloned apps, attackers would not like to change the original functionalities much.
They want the cloned to run as stable as possible for long-term revenue. For example,
based on previous work [13, 14], attackers only replace some variable names or change
the order of statements. So the cloned apps have almost the same functionalities as the
original one. That is to say the cloned apps may have almost the same CPU time usage
if the inputs are same. Then we want to use CPU status to do our clone detection.

Fig. 1. The same app using the same inputs Fig. 2. Two apps using the same inputs
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One problem in using CPU time usage is that different apps (especially the apps with
simple functionalities) may have very similar CPU time usage when feed with the same
inputs. To solve this problem, we do not use a single list of inputs. Instead, we use several
lists of inputs. Each list includes several inputs. We have the following overview in
design.

2.2 Overview

We design a system that is based on CPU time to do clone detection. It consists of three
main steps as Fig. 3.

– Step 1: For app A:
First, we use one list of inputs, like Inputs 1, and get the CPU time usage CPU1. In
order to monitor the changes, we choose appropriate time interval and record the
status of CPU time usage. Then, we choose the appropriate part to analyze. We
express it as a vector CPU1 = <c1, c2, …, cn> , the element “ci” (1 ≤ i ≤ n) is the
status of the i-th CPU time usage status.
Second, we use several other lists of inputs, like Inputs 2…Inputs n, to get the corre‐
sponding CPU time usage. As above, we choose the appropriate parts of CPU status
for each lists of inputs, which avoid unchangeable CPU status, and express them as
a tuple UC = <CPU1, CPU2, …, CPU n>.

– Step 2: For app B or other apps:
For each app to be analyzed, we do the same thing as those in “For app A”. Note that
the lists of inputs should be the same as “For app A”, and the initial state of the apps
should be the same for each testing.

– Step 3: Compare the lists for the two apps.
After getting the CPU time usage of several apps, we just compare the UC tuples to
do clone detection. We mainly do similarity comparison between two UC tuples. By
designing a judge algorithm, we get the distance, and then use a threshold to judge
whether two apps are cloned or not.

App A

App BInputs 2

<CPU1,CPU2, ,CPUn>

App C

Clones

Non-Clones

Inputs 1

Inputs n

A

B

C

<CPU1,CPU2, ,CPUn>

<CPU1,CPU2, ,CPUn>

Fig. 3. The overview of our approach

We will talk about these steps in detail in the next section.
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3 Our Approach and Implementation

Based on the overview, we give our detailed design and implementation.

3.1 Get the CPU Time Usage

In order to get the correct CPU usage, we have to make sure some pre-conditions as
follows are satisfied.

– We need to keep the initial running status as the same for each run. For example,
after doing some operations in a testing app, the status of the app is different from
the status when the app starts. To make sure the initial statuses are the same, we shut
down the app, and open it again. Otherwise, the CPU time usage may be impacted.

– We have to generate the same lists of inputs. Moreover, the inputs should better
trigger some complex operations with various types. To generate such inputs, we use
the Monkey [15], which is a tool for testing. By emulating a normal user, it generates
different kinds of events such as clicks and swipes. In addition, if the seed to the
Monkey is the same, the generated inputs are also the same.

– We need to choose the appropriate time interval. With regard to the CPU time usage,
if the time interval is long, it may lose some details about CPU changes. If it is short,
we have to compare a lot of useless data. To meet this condition, we try to generate
different numbers of inputs for each app. For example, the long inputs will trigger
more events and make the time interval longer. So we could have different lengths
of time intervals.

After we meet the conditions, we could get the CPU time usage. To get the usage,
we do not want to insert any code into the apps. If we do so, attackers could find the
code and remove all the code, which will effectively undermine our approach. This will
also further expose our birthmark.

So we want to get the CPU usage without changing the original apps. As we know,
in Linux system, each process has a status file in the system. That is the “/proc/[pid]/
stat”. In the status, there is a number which indicates the usage of CPU. The number
changes when the CPU usage is changed. To read the stat file, we first need to get the
pid of the target app. Then we read the stat file every 100 ms.

3.2 How to Compare Different Lists

After getting the CPU time usage tuples, we design an algorithm to compare them. The
result shows their similarity.

Suppose there are two apps App1 and App2. Using the same lists of inputs, we get
the CPU time usage (i.e., birthmark) UC1 = <CPU1, CPU2, …, CPUn> for App1 and
UC2 = <CPU1’, CPU2’, …, CPUn’>. We define the distance between the two apps
using following equations.
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After observing the CPU time usage of apps, we find that it increased with time. So
we use the CPU time usage after a list of inputs is fully executed by an app. We use a
threshold to judge whether two apps are similar or not.

4 Evaluation

We do some experiments about clone detection. We first use two cloned apps
(“com.gamelin.gjump” and “com.ladty.gjump”) to test. The result is as Fig. 4. We can
see that the results of CPU time usage of cloned apps are almost the same. And the
Distance = ((|40−41|)/(40 + 41) + (|19−09|)/(19 + 20) + (|33−31)/(33 + 31) + (|
18−18|)/(18 + 18) + (|25−24|)/(25 + 24))/5 = 0.018.

Fig. 4. The CPU time usage of two Cloned apps

Then we do experiments on two apps (com.android.calculator2 and
com.android.browser). The result is as Fig. 5. We find that the distance is as follows:

Fig. 5. The CPU time usage of two apps not cloned

Distance = ((|7−15|)/(7 + 15) + (|11−15|)/(11 + 15) + (|11−17|)/(11 + 17) + (|
16−22|)/(16 + 22) + (|15−21|)/(15 + 21))/5 = 0.211. So we can choose the threshold as
0.1 and find the cloned ones. In future, we will do more experiments and get a proper
threshold.
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5 Discussion

(1) How to remove the impact of Internet?
In android applications, some operations may be closed related with Internet, which

may change the CPU time. For example, users have to submit some personal information
when register most of applications. In addition, some apps inclusion of ads may also use
Internet without notice. But the speed of Internet is impacted by several factors, like
Internet speed, operation performance and so on. And our testing result may change a
lot in different places.

In order to remove the impact of Internet, we try to choose some inputs, which
can avoid operations using Internet. Moreover, we can add some codes to bypass or
block internet connections when testing. We will do it in the future.

(2) How to avoid the impact of obfuscation?
Attackers often use some obfuscation methods to avoid similarity detection. They

can add some useless code, change the execution sequence and so on. These modi‐
fications all impact the CPU time usage, which is the basis in our method.

In order to avoid the impact of obfuscation, our inputs lists should cover most of the
functions, and avoid repetition. So if some parts are changed, the overall result will be
influence little. In addition, if the attackers modify most parts of the apps, the tuple will
change a lot. For example, supposing the original vector is CPU = <c1,c2,…,cn> , if
attackers add some junk code everywhere in the app, the vector will be CPU’ = v * CPU.
That means it increase every element of CPU in a linear way. And we will pay more
effort on this issue in future.

6 Conclusion

In this paper, we design a timing-based clone detection method. First, we have to
choose some suitable lists of inputs. Secondly, by using these inputs, we get the
corresponding CPU time usage as a tuple. Then, we compare tuples from different
apps using the same lists of inputs. From the comparative result, we can find out the
cloned apps. Finally, we do some experiments, and the results show the effective‐
ness of our method.
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Abstract. We’ve build a model of trust chain, and developed TCSE,
a tool for estimating the security properties of the trust chain. The
highlight of TCSE is that it can generate a probabilistic finite state
automaton and verify or calculate four security properties of a trust
chain following our algorithms. These properties are: credibility, usabil-
ity, restorability and conformity. With these four values of a trust chain,
we can estimate the security of a trusted computer (a computer with a
trusted computing module). Using this tool, an ordinary user with the
help of the Common Vulnerability Scoring System (CVSS) from which
one can easily get the needed parameters can figure out these four prop-
erties quickly. This tool can be used in the area where the security of
trusted computers are needed to be precisely quantized.

Keywords: Trusted computing · Trust chain · Model checking · Prob-
abilistic finite state automaton · Probabilistic computation tree logic

1 Introduction

Trusted computing is a trend of information security technology and it has been
used on a large scale at present. One key aspect of trusted platform is its ability to
record the trust relationship among components that make-up the trusted plat-
form. Trust is the expectation that a device will behave in a particular manner for
a specific purpose. When one trusted component measures the trustworthiness
of a second component, trust is transferred transitively from the first component
to the second. That’s the principle of the trust chain and an example is showed
in Fig. 1. The implementation of the trust chain is up to its vendors, so it’s pos-
sible that the implementation of it doesn’t conform to its specifications and may
lead to some security problems. The key technology of trust chain testing is the
conformance testing. Xu [1] focused on the behavior characters of specifications
of trust chain, and proposed a conformance testing framework for it based on
labeled transition system. Fu [2] built a formal model of trust chain specifications
based on finite state machines and analyzed the test sequence generation proce-
dure with unique input/output sequence. Zhan [3] gave a conformance testing
model of TPM based on state machine model. But there is no model that based
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 382–391, 2015.
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Fig. 1. Example of trust chain emanating from the trust root

on probabilistic finite state automaton to describe trust chain, and there is no
tool that can calculate the values of the security properties of the trust chain.

We build a model of a trust chain with PFSA (probabilistic finite state
automaton) and give four security properties in the form of PCTL (probabilis-
tic computation tree logic), and present TCSE, a tool for estimating the trust
chains on trusted computers. We analyse four characteristics of the trust chain:
credibility, usability, restorability, conformity and invoke PRISM [4] (Probabilis-
tic Symbolic Model Checker) to calculate the values of them. The reason why
we choose these four properties to be verified and calculated is that they play
the most important roles in the security of the trust chain. This paper describes
the complete tool features and the implementation details of TCSE developed
by us.

2 Formal Model of Trust Chain

2.1 Probabilistic Finite State Automaton

Markov chains [5] is a kind of probabilistic finite state automaton, it behaves as
transition systems with the only difference that nondeterministic choices among
successor states are replaced by probabilistic ones. That is to say, the succes-
sor state of state s, say, is chosen according to a probability distribution. This
probability distribution only depends on the current state s, and not on, e.g.,
the path fragment that led to state s from some initial state. Accordingly, the
system evolution does not depend on the history (i.e., the path fragment that
has been executed so far), but only on the current state s. This is known as the
memoryless property. A (discrete-time) Markov chain is a tuple M = (S, P, linit,
AP, L) where:

– S is a countable, nonempty set of states,
– P: S× S→ [0, 1] is the transition probability function such that for all states

s′:
∑

s′⊂S

P (s, s′) = 1,

– linit: S→ [0,1] is the initial distribution, such that
∑

s⊂S

linit(s) = 1, and
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– AP is a set of atomic propositions and
– L: S→ 2AP a labeling function.

Markov chains’ ability of expression is very strong, so we use Markov chains
to model trust chain, Fig. 2 is a markov model we built for the trust chain.
Considering many aspects that can affect the properties we considered, we use
variables to describe the probabilities.

Fig. 2. The PFSM of a trust chain

In Fig. 2 showed above, there are 17 states in it. These states are described
below. S1:system boot, S2:CRTM power-on self-test, S3:BIOS measurement,
S4:BIOS user authentication, S5:key component and configuration measured by
BIOS, S6:measurement of MBR and OS Loader, S7:measurement of OS ker-
nel and drivers and system files, S8:OS user authentication, S9:BIOS recov-
ery, S10:core component and configuration recovery, S11:recovery of MBR and
OSLoader, S12:recovery of OS kernel and drivers, S13:static integrity measure-
ment of applications, S14:dynamic integrity measurement of applications,
S15:dynamic recovery of applications, S16:untrusted state, S17:trusted state,
S18:static recovery of applications. We can get the state transition probabili-
ties of the model from CVSS, since the semantics of these transitions are very
clear. CVSS is is a vulnerability scoring system designed to provide an open and
standardized method for rating IT vulnerabilities. With the help of it, we can
achieve the values from r1 to r32. With these parameters, we can figure out some
security property values.

2.2 Trust Chain Probabilistic Model Checking

CTL is an important branching temporal logic that is sufficiently expressive for
the formulation of an important set of system properties. It was originally used
by Clarke and Emerson and (in a slightly different form) by Queille and Sifakis
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[6] for model checking. More importantly, it is a logic for which efficient and
as we will see rather simple model-checking algorithms do exist. It has a two-
stage syntax where formulae in CTL are classified into state and path formulae.
The former are assertions about the atomic propositions in the states and their
branching structure, while path formulae express temporal properties of paths.
Compared to LTL formulae, path formulae in CTL are simpler: as in LTL they
are built by the next-step and until operators, but they must not be combined
with Boolean connectives and no nesting of temporal modalities is allowed.

Probabilistic computation tree logic (PCTL, for short) is a branching-time
temporal logic, based on the logic CTL. A PCTL formula formulates condi-
tions on a state of a Markov chain. The interpretation is Boolean, i.e., a state
either satisfies or violates a PCTL formula. The logic PCTL is defined like CTL
with one major difference. Instead of universal and existential path quantifica-
tion, PCTL incorporates, besides the standard propositional logic operators, the
probabilistic operator PJ(ϕ) where ϕ is a path formula and J is an interval of
[0, 1]. The path formula ϕ imposes a condition on the set of paths, whereas J
indicates a lower bound and/or upper bound on the probability. The intuitive
meaning of the formula PJ(ϕ) in state s is: the probability for the set of paths
satisfying ϕ and starting in s meets the bounds given by J. The probabilistic
operator can be considered as the quantitative counterpart to the CTL path
quantifiers ∃ and ∀. The CTL formulae ∃ϕ and ∀ϕ assert the existence of cer-
tain paths and the absence of paths where a certain condition does not hold
respectively. They, however, do not impose any constraints on the likelihood of
the paths that satisfy the condition φ. Later on in this section, the relationship
between the operator PJ(ϕ) and universal and existential path quantification is
elaborated in detail.

PCTL state formulae over the setAP of atomic propositions are formed
according to the following grammar:

φ :: = true|a|¬φ|φ1 ∧ φ2|P�p(ϕ)

where a ∈ AP, ϕ is a path formula and J ⊆ [0, 1] is an interval with rational
bounds. PCTL path formulae are formed according to the following grammar:

ϕ :: = ©φ|φ1

⋃
φ2

Let a ∈ AP be an atomic proposition, M=(S, P, linit, AP, L) be a Markov chain,
state s ∈ S, Φ, Ψ be PCTL state formulae, and ϕ be a PCTL path formula. The
satisfaction relation |= is defined for state formulae by

s |= a iff a ∈ L(s)
s |= ¬φ iff not(s |= φ)
s |= φ ∧ ψ iff s |= φ and s |= ψ
s |= P�p(ϕ) iff Prob(s |= ϕ) � p

With PCTL we can describe the four security properties. The formulas used
below are based on: Prob(s � ϕ) = Pr{π ∈ Paths(s)|π � ϕ}, Paths(s) stands
for paths which use state s as the initial state. We provide four formulas and use
PRISM to calculate these security property values.
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2.3 The Computational Formulas of the Four Security Properties

Credibility. In the calculation of credibility, we need to use cylinder set. Let
π′ = s0 · s1 · · · · · sn ∈ Pathsfin(M) the cylinder set of π′ is defined as:

Cyl(π′) = {π ∈ Paths(M)|π′ ∈ pref(π)}
The cylinder set spanned by the finite path π′ thus consists of all infinite paths
that start with π′. the probabilities for the cylinder sets Pr(Cyl(s0 ·s1 ·· · ··sn)) =
P (s0 · s1 · · · · · sn), where P (s0 · s1 · · · · · sn) =

∏
0≤i<n P (si, si+1).

According to Fig. 2 state s17 is the final trusted state. So the credibility of
the trust chain can be described as Pr(	s17). The following formula is used to
calculate credibility. We use Pr(	 B) to stand for credibility of the trust chain
and B stands for the final state that we expect the system to reach.

Pr(	B) =
∑

s0···sn∈Pathsfin(M)∩(S\B)∗B Pr(Cyl(s0 · · · sn))
=

∑
s0···sn∈Pathsfin(M)∩(S\B)∗B P (s0 · · · sn)

In the formula above, we use s0...sn to stand for paths in M (our trust chain
model) and s0...sn−1 /∈ B, sn ∈ B. So these paths can be expressed as:

Pathsfin(M) ∩ (S \ B)∗B.

Cyl(s0...sn) is the cylinder set [6] of finite path s0...sn. According to the defini-
tion of cylinder set, we have Cyl(s0...sn) = {π ∈ Paths(M)|s0...s(n) ∈ pref(π)}.
According to this formula we can calculate the value of credibility.

Usability. Some kinds of attacks can make the trust chain lose its function. For
example, in TOCTOU [8] (Time Of Check to Time Of Use) attack, an adversary
can exploit the time difference between when software is measured and when it
is actually used, to induce run-time vulnerabilities. We notice that the current
TCG architecture only provides load-time guarantees. Integrity measurements
are taken just before the software is loaded into memory, and it is assumed
that the loaded in-memory software remains unchanged. However, this is not
necessarily true. Another attack called the Cuckoo attack [9] happens when
malware on the local machine may forward the user’s messages to a remote
TPM that the adversary physically controls. Thus, the user cannot safely trust
the TPM’s state, and hence can’t trust the computer in front of him. Both of
these attacks can make some measurements through the trust chain bypassed.
Specific to these attacks, we build a new model that can take these situations
into count. Then we can handle this probabilistic automation and figure out the
usability.

Restorability. In the TCG specification, a trusted computer should provide
a component to help it recover from bad states. For example, an OS Loader’s
backups can help it recover from damages. But in practice many manufacturers
omit these components for the sake of cost reduction. So we figure out the final
reliability differentials between the model in specification and the model of the
user to gain the restorability value.
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Conformity. In a complete trust chain, there are a lot of components to be
measured, for example, CRTM, BIOS, OS Loader and so on. But some trusted
computers may leave out some of these components and we don’t know how much
it influences our computers’ security. So we use PPTL [10,11] (Propositional
Projection Temporal Logic) to calculate this value. Let Prop be a countable
set of atomic propositions. The formula P of PPTL is given by the following
grammar:

P ::= p| © P |¬P |P1

∨
P2|(P1, ..., Pm)prjP

where p ∈ Prop, P1,..., Pm and P are all well-formed PPTL formulas, ©(next)
and prj (projection) are basic temporal operators. The abbreviations true, false,

∧, → and ↔ are defined as usual. In particular, true
def
= P∨¬P and false

def
=

P∧¬P for any formula P. Also we have the following derived formulas:

where
⊙

(weak next), �(always), 	(sometimes), and ;(chop) are derived tem-
poral operators; ε(empty) denotes an interval with zero length, and ε̄(more)
means the current state is not the final one over an interval. Prj projection
operation allows the characterization of different time granularity calculation
process. To explain (P1, ..., Pm) prj Q, requires two different time granularity
state sequence: one is executed P1, ..., Pm of the local sequence, and the other is
the Q of the overall sequence of parallel execution. Visually speaking, Q and P1,
..., Pm parallel execution on an interval and the interval Q state is only P1, ...,
Pm each interval the initial state and final state, as shown in Fig. 3, projection
operation Allow Q, P1, ..., Pm each independently, have the right to define its
execution interval.

In order to figure out this value, we should first transform PPTL’s properties
into NF (Normal Form), and then make out the NFG (Normal Form Graph). If
the NFG is an NFA (Nondeterministic Finite Automaton), we should transform

Fig. 3. Semantics of (P1, P2, P3, P4) prj Q
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it into a DFA (Deterministic Finite Automaton). Then we can calculate the
conformity with the inputs which should be the product of the model and its
property which is the product of a Markov chain and a DFA..

The product of Markov chain and DFA is showed as follows:
Suppose M = (S, P, s0, AP, L) is a Markov chain, A = (Q, 2AP , δ,q0, F) is a

DFA, so the product of M and A M⊗A is a Markov chain: M⊗A = (S × Q, P′,
s′
0, {accept}, L′) and in it:

L′(〈s, q〉) =

{
{accept}, if q ∈ F

∅, else

s′
0 =

{
〈s0, q〉, if q = δ(q0, L(s0))
0, else

P ′(〈s, q〉, 〈s′, q′〉) =

{
P 〈s, s′〉, if q′ = δ(q, L(s′))
0, else

The path of M⊗A: π =< s0, q1 >< s1, q2 >... is the combination between
path of M: s0s1.. and the path of A: q1q2... In order to calculate the probabilis-
tic of the path in the Markov chain M that satisfy the property of Q, which
is PrM (s0 � Q), the property Q of PPTL should be changed into NF(Normal
Form), then the NFG(Normal Form Graph) can be drawn. Since the NFG is not
a NFA, so it should be changed into a DFA. In order to calculate PrM (s0 � Q),
we can get the product of M and A, which is M⊗A. Then we can get the final
formula as: PrM (s0 � Q) = PrM⊗A(s′

0 	 accept)

3 Main Features and Implementation of TCSE

Figure 4 illustrate the architecture and the components of TCSE, the core fea-
tures of it will be described detailedly below.

The Graphical User Interface (GUI). The GUI of TCSE provides users
with functions to calculate their trusted computers’ security properties. Users
can refer to the CVSS [7] to ascertain the values of the parameters which are
shown on the interface of TCSE. The GUI is designed with VC++6.0, and we

Fig. 4. The architecture of TCSE
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Fig. 5. The property of credibility

Fig. 6. The property of conformity

use a skin library to make the interface more artistic. We give a standard model
of a trust chain provided in the TCG (Trusted Computing Group) specification
with all sides considered. So users can compare their trust chains with this model
and then get the parameters from the CVSS, these parameters are used to make
up the PFSM (Probability Finite State Machines). After these parameters are
given, users can verify or calculate any expressions in the form of PCTL.

Implementation of TCSE. We use four classes derived from class CProper-
tyPage in MFC (Microsoft Foundation Class) to deal with each property. Each
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property page (is also a kind of dialog box in MFC) provides interface with
users and users can get the results and some detailed calculation information
from the interface. The system can also produce state translation graphs and
some explanations to describe them, so that users can understand the models
established by us following the specifications of TCG. By supplying the para-
meters (including the states and state transition values), the new trust chain
model is then established and that’s the model of the user’s own computer’s
trust chain. Our calculation and analysis are based on the new model. We make
use of PRISM to make our algorithms and realization simple. An overview of
the standard perspective of the tool can be seen in Figs. 5 and 6 as follows.

4 Conclusion and Future Work

The security of trust chain is very important in trusted computing, but there
are no tools that can quantify it. Formal methods of modeling the trust chain
and verifying its security properties have been put forward by many scholars,
but these methods are hard to put into practice. We develop this tool to help
users to figure out some security parameters, so as to get a clear understanding
of the security situation of their trusted computers. For future work, we plan to
integrate our recent work on trust chain security properties measurement, and
composite our results to evaluate the security of trust chain, and we are also
interested in extending our trust chain model to expand its applicability.
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Abstract. As the intelligent mobile phone stores more and more users’
privacy information, the privacy information security in mobile terminal
has become more and more important to mobile users. So how to protect
the sensitive information of mobile phone users has become the focus of
research in recent years. This paper analyzed the security mechanism
of iOS platform and security status and development of iOS Apps, and
then proposed a scheme–iOS software sensitive information analysis and
security assessment system, for detection of iOS analysis software of leak-
ing sensitive information. The system is used to detect whether APPs
in iOS platform is revealing user privacy data, and make evaluation of
safety grade according to the severity of privacy disclosure of APPs. We
give an evaluation algorithm about security level for evaluating the sever-
ity of APPs. This system is the overall solution of the iOS application
software acquisition, privacy leak detection and security assessment.

Keywords: iOS · Privacy leak · Dynamic analysis · Security level

1 Introduction

With the popularization of mobile intelligent devices, and continues to increase
of hardware performance, the intelligent mobile terminal are increasingly used
to deal with all kinds of important data. While currently the most intelligent
terminal operating system are focus on iOS and Android. With the popularity
of iPhone mobile phone and iPhone “legalization of jail break” means, iPhone
mobile phone security issues are also increasingly prominent. A recent research
report said that 96 % of iOS apps have the ability to access sensitive information
(contact information, calendar details, or location) from the device [1]. And many
of them have privacy leaking or other security problems. In order to ensure safety
of user information, iOS designed its own set of security mechanism:

Trust Boot. The system boots from the boot program, loading the firmware, and
the firmware starts the system. The firmware via the RSA signature, only through
the verification can get to the next step, and then to the firmware verification. In
this way, the system establishes a trust chain at the root of bootstrap program.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Tian et al. (Eds.): SecureComm 2014, Part II, LNICST 153, pp. 392–398, 2015.
DOI: 10.1007/978-3-319-23802-9 31
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Program Signature. The file format of iOS APPs is Mach-O format file [2].
This file format supports encryption and signature, and the directory structure
is stored in memory through the SHA-1 hash. Both directory and software must
be digitally signed.

SandBox. The application sandboxing has been defined by Apple as a set of
fine-grained control that limits the application access to the file system, network
and hardware [3]. Apple uses SandBox to isolate applications and limit the access
of each process to the file system. Each application has its own memory space,
and IOS applications can only read the file which is created for the program
while other applications cannot access. Thus, all the application requests must
be through the authority detection.

Address space layout randomization (ASLR) is one of the security protection
technology and ASLR makes address predicting more difficult by randomizing
the location of objects in memory. In iOS, the location of the binary, libraries,
dynamic linker, stack, and heap memory addresses are all randomized [4].

Key chain and data protection. Password, certificate, keys are stored in Sqlite
database, and data is encrypted in the database which has the strict access control.

While the mobile operating system need to protect information such as the
mobile phone number, mail list, SMS, account passwords and other private
information, so it’s needed to be more careful in guarding privacy protection.
However, Apple Corp does not pay much attention on the privacy protection.
Although the Apple will ask users if they agree APPs to access their mail list,
tracking the location information, and even the use of camera in iOS6 and future
version [5], the user privacy security is likely to remain unresolved. Because you
cannot determine whether these data acquired by APPs is stored encrypted
or transmission. In the application software, the Apple Corp mainly relies on
their own software review mechanism to guarantee the security of iOS software,
and the application can be published to the App Store only by approval, so
strict inspection prevents malicious programs to the system. However, millions
of jail-break mobile phone users download APPs not only from App Store, but
also from non-official app stores that almost never do any strict and meticulous
examination of their applications. Even some companies steal user privacy infor-
mation for their personal intention. Thus, privacy leak has become a universal
phenomenon in mobile applications, a serious threat to the security of user data.
Therefore, we need to design a set of detection system of sensitive information
for iOS platform, automatic detect on the application of APPs in the market
stores, determine the privacy problems of each APPs, in order to ensure the
security of user information.

2 Privacy Information Analysis and Safety Evaluation
System

In this paper we design and implement a system that makes a set of automatic
detection to apps for sensitive/privacy information on the iOS platform. The
system can provide awareness of potential user privacy leaks, such as contact
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information, phone numbers, text message, user account, password, etc. and
prompted user the potential risk of software. And then we store and analyze
the results, define the security level according to a specific algorithm of software
security ranking for each app. The system is mainly divided into three parts:
app acquisition platform, app analysis platform and information management
platform.

Fig. 1. System composition

As is shown in Fig. 1, app acquisition platform is responsible for collecting
apps from the app store and store markets. The apps analysis platform is mainly
for app decryption and analysis. Because all the apps that stored in app store
have been certified with signature authentication and their code section are
encrypted. So we need binary decryption of apps before analysis. App analysis
includes dynamic and static analysis. The system checks all the APIs that may
result in user privacy leak, and transfer analyzing results to the information man-
agement platform. Information management platform store security information
of the apps, and calculate safety score by privacy scoring algorithm.

2.1 Binary File Decryption

Since the code segment of the apps have been encrypted by Apple, we cannot
view the assembly code and call stack through the disassembly tool directly.
We need to make decryption operations to apps. The executable file of iOS
apps are Mach-O file, which copyrighted content with DRM [6], so the key is
to decrypt the encrypted part of Mach-O file. When the program runs in the
mobile phone, program is in decrypted state in memory. We must determine the
position where the encryption code section locates in memory. We can use otool
to see the FAT of the binary file. We need three parameters: cryptid, cryptoffset,
cryptsize. cryptid is encryption state, 0 represents no encryption, 1 represents
encrypted; cryptoffset represents offset of encrypting section; cryptsize means
size of encrypting section in bytes. After located encrypted code section, we
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export it through gdb tools, and replace the code section. Finally, we finish the
decryption by recomposing the binary.

2.2 Static Analysis

After we decrypted the binary file of the app, we step into static analysis. Static
analysis subsystem first disassembled the decrypted app, to get the APIs and
selector references of the app, and by comparing the APIs in the app and in
“local privacy API repository” (we need to create it in advance), the subsystem
tells that whether the app binary contains privacy APIs. And we can make a
conclusion that one app is safety if it does not contains any privacy APIs. The
flow of static analysis is as the following chart.

Fig. 2. Static analysis

2.3 Dynamic Analysis

In the dynamic analysis, we mainly use the behavior analyzing technique. We
analyze the apps’ behavior in the running process including when and how to
evoke these privacy APIs. Dynamic analysis system detects APPs running on
iOS devices and tracks the program running behavior real-time. It implements
the real-time tracking of privacy APIs using MobileSubstrate/CydiaSubstrate
framework. Cydia Substrate (formerly called MobileSubstrate) is the de facto
framework that allows 3rd-party developers to provide run-time patches to sys-
tem functions [7]. We can write hook function within the framework, and we
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add tracking detection in the hook function by implementing MSHookMes-
sageEx/MSHookFunction. MSHookMessage() will replace the implementation of
the Objective-C message -[class selector] by replacement, and return the original
implementation, while MSHookFunction()is like MSHookMessage() but is for
C/C++ functions. When these hook functions are added into Dynamic libraries
of iOS devices, the framework will invoke the Dynamic libraries automatically to
implement the tracking procedure. The hook function is implemented by Mobile-
Loader in MobileSubstrate framework. MobileLoader loads 3rd-party patching
code into the running application [7]. An example will show the following sub-
stitution:

Fig. 3. API subtitution

In above example we track API of AddressBook achieving. When the app has
invoked this API while running in the iphone, the API will be recorded. Thus, we
need to build a repository for storing all possible privacy APIs and networking
interfaces, and tag them in hook function; the MobileSubstrate framework to
replace the memory code, the privacy information of the API will be recorded
into a file for further analysis.

2.4 Security Level Scoring Algorithm

We use the Security level scoring algorithm for computing the security level of
target apps. According to importance of privacy information in mobile phone
we define the corresponding values for each privacy API. When the application
leaks privacy data, the corresponding values will be recorded. Finally, we add
up all the values and get a total score. We judge the security level according to
the total score. We define the Security level scoring algorithm:

n=item.length∑

i=0

score = factor1 ∗ weight1 + factor2 ∗ weight2 + ... (1)

+ factorn ∗ weightn + ScoreInternet
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ScoreInternet means the app invokes the Internet interface to exchange data.
At this point, we need to analyze the content of data packets. We think that one
operation is risk when the data packets contains call records, contact records,
phone number and other sensitive/privacy information. Calculating scores of this
part as follows:

ScoreInternet = (10 + factori + factorj) ∗ Maxi, j(weight) (2)

If the app does not send any data through network, the ScoreInternet = 0. The
following table lists the contents of sensitive information and the corresponding
score:

Sensitive information Value Weight Remarks

phoneRecord 15 3 Call records

Contactbook 15 4 Contact book

smsRecord 20 4 SMS

Location 5 2 Location information

IMEI 5 2 Mobile phone device code

Calendar 5 1 Calendar

IMSI 5 2 International mobile station identity

Phone number 10 3 Phone number

Takepicure 15 2 Photographs

Mediarecord 15 1 Media data

Internet 15 + x max(yi, yj , . . . , yk) x: score that sensitive information
represents; y: maximum weight in
all kinds of sensitive information

We set the scoring range of apps:

1 safe : 0 < score <= 25 (3)

2 low risk : 25 < score <= 80 (4)

3 medium risk : 80 < score <= 125 (5)

4 high risk : score > 125 (6)

For example, App A obtained the location position, the phone numbers of
user, and also invoked network interface:

NSURL Connection::send Synchronous Request:returning Response, and data
packets contains location and phone number, so the score of A is:

n=3∑

i=1

score = factor1 ∗ weight1 + factor2 ∗ weight2 + ... (7)

+ factorn ∗ weightn + ScoreInternet

= 5 ∗ 2 + 10 ∗ 3 + (5 + 5 + 10) ∗ 3
= 100

Thus, the security level of A is medium risk.
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Abstract. With the rapid growth of application markets, many developers now
spend their time and money to develop new smartphone applications, bringing
ever more intelligent applications to smartphone users. However, the rapid devel‐
opment process of applications without full testing made them neglect the security
of the applications. In this paper, I took UC Browser and Mobile QQ as examples
to show some vulnerabilities.
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1 Introduction

The technology of mobile phones has developed dramatically over the last decade. Many
developers now spend their time and money to invent new smartphone applications,
bringing ever more intelligent applications (apps for short) to smartphone users. People
can finish most of the demands for daily through these diversiform apps such as reading,
chatting, consuming, etc. Apps on mobile platform have brought great convenience to
ordinary people and improved their standard of living [1].

To grab chances in these fast growing smartphone application markets, most of the
developers usually promote their products online when finishing the basic function
demand, while ignoring the potential security problem existed in their apps. These
security issues are usually caused by some logic problems or check mechanisms, which
can’t be protected by the operating system. Once these vulnerabilities are exploited by
hackers, the app may be under great threat, the accounts or information of users may be
in danger.

In this paper, we seek to show the risk of these vulnerabilities in some common apps
on Android platform. Section 2 describes a high risk information leakage problem
existed in UC Browser, which looks like a Google Hacking [2] problem but appears on
mobile platform. Section 3 shows a high risk logic flaw existed in Mobile QQ, which
can be exploited to spread malicious information in the QQ group. In addition, we
revealed the process of finding these vulnerabilities and demonstrated the seriousness
of them. After reporting them to the corresponding company, the level of vulnerability
is evaluated as high risk, and we also received a big reward for the report.
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2 Information Leakage in UC Browser

2.1 Background

UC Browser [3] is a leading mobile internet browser with more than 500 million users
across more than 150 countries and regions, which derives from benefit of its large user
base in China (34.83 %) and their rapidly growing Indian market. The majority of
smartphone users access the web through UC Browser, which means that once the
vulnerability occurred, the influence is enormous.

The vulnerability existed in the search engine of UC called Shenma (sm.cn), which
is developed by UCWeb Inc and Alibaba Inc in July 2013 [4]. Shortly after the release,
we found the vulnerability and reported it to UCWeb Inc.

Mobile search is an evolving branch of information retrieval services that is centered
on the convergence of mobile platforms and mobile phones. With the rapid development
of mobile internet, a search engine for mobile platform is urgent for the great demand
of smartphone users. Web search engine ability in a mobile form allows users to find
mobile contents on websites which are available to mobile devices on mobile
networks [5].

Web search engines use Web crawling or spider software to update their web content
or indexes of others sites’ web content [6]. Web crawlers can copy all the pages they
visit for later processing by a search engine that indexes the downloaded pages so that
users can search them much more quickly.

However, the crawler on mobile platform is very sensitive. Because the input method
through mobile is difficult for its limited screen and small keyboard, programmers adopt
some easy methods to remember the users’ login data, such as a unique string called
SID (Security Identifiers) which is invisible to users and attached in the link of the login
page. When users open the links, the remote server will make a check automatically to
finish a login process. But once these links are grabbed by the mobile search engine
especially for a new mobile search engine without any filtration mechanism, users’
accounts will be in great danger.

As we know, Google hacking is a computer hacking technique that uses Google
Search and other Google applications to find security holes in the configuration and
computer code that websites use [7]. While that can happen on mobile platform with
mobile search engine. The following shows the risk of a new search engine.

2.2 A Description of Finding the Vulnerability

UC Browser takes Shenma as its default search engine. The crawler of Shenma grabbed
sensitive links (for example, private links to maintain the login-in state) and saved them
and the corresponding contents in its database without any information filtering. For
this, we only need to search some related keywords of the login page, the search engine
will fetch the corresponding contents from its database, which means that anyone can
get these sensitive links just by some simple search to enter a certain user’s main page.
In addition, the browser supports advanced search like “site:[website][keywords]”,
which reduces the difficulty of search and increases the risk of user’s personal account.
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Here we take Renren as an example, a Chinese social networking site which has been
called the Facebook of China [8]. We entered a search string like “site:3g.renren.com
[keywords]”, (“3g.renren.com” is a website designed for the smartphone users of
Renren, and the keywords are some symbolic words when users finish a login and back
to the main page, using these keywords, we found many other information leakages
problems in UC Browser) the search results were so amazing (Fig. 1 shows the results).
We got plenty of entries to different Renren users’ main pages. When clicking these
results, we can enter the main pages of different users without any login process or
password, we also got the permissions like a normal user, and we can update or delete
the user data, send a message, upload or download a picture etc. In a word, we can
operate a Renren account at will and without any password just like the actual user.

(b) Entering the main page of different users when clicking the results 

(a) The search results when seraching the keywords in UC Browser 

Fig. 1. Screenshots of the example of Renren.
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After further studying, we found that the crawler of UC Browser grabbed the links
with a SID (Security Identifier) which is a unique string to mark the user who has finished
a login process. For example, when a Renren user finished a login process, a new SID
will be generated (e.g., the SID is “CEKfLCa0n8obv_QmTVh7am”), which means that
the user can enter his or her main page without inputting the password and only by
accessing “3g.renren.com/home.do?&sid=CEKfLCa0n8obv_QmTVh7am” next time.
Unfortunately, the links with SID was grabbed by Shenma and stored in its database.
When searching some keywords, these entry web addresses with SID will be shown in
the browser. For other mobile websites, they take a similar approach to keep users in
the login-in state. According to this, hackers can control someone’s account only by
searching the corresponding SID.

2.3 Threats of This Kind of Vulnerability

This kind of information leakage may cause great damage. When we first find the
vulnerability of Renren, we thought it may be the problem of Renren. After further
researching, we located the problem of UC Browser, and a series of information leakage
occurred except for Renren. Users who have this kind of information leakage are gener‐
ally because they used UC Browser to finish a login process before, and their entry web
addresses were captured by its search engine.

We found that most of the famous Chinese mobile websites like Tecent, Sina Weibo
all have this problem. For example, we can search the keywords like “site:ish.z.qq.com
[keywords in the main page of Qzone]” to find a great information leakage in Qzone. In
a similar format, we can find the problem of Sina Weibo by search “Site:weibo.cn
[keywords]”. All of the search results can be exploited to control the corresponding
accounts. Figure 2 shows the results.

We also researched the SID of several large mobile websites of China. (Figure 3).
Based on the table, we can see that the SID is widely used in most mobile websites, once
a smartphone user finished a login process through UC Browser, his SID may be grabbed

(a) Qzone              (b) Sina Weibo 

Fig. 2. Information leakage of Qzone and Sina Weibo.
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by the crawler, and his entry web address of main page may be searched by others easily,
his personal information may be exposed in public. That’s really dangerous.

2.4 Bug Reporting and Fixing

After finding the vulnerability, we reported it to the UCWeb Inc and shared the details
and our analyses with them. They realized the seriousness of the problem and deleted
the sensitive links in a short time. And they gave us a rank of 20 about the vulnerability
(the highest rank) and sent us a reward [9].

3 Logic Flaw in Mobile QQ

3.1 Background

For most online apps, there are some web interfaces for apps to communicate with the
remote servers to update data. These interfaces are usually invisible to the app for the
decompilation protection mechanism, and the remote server are generally designed for
the specific app, which means we can’t access the interfaces through a browser or other
methods. Because of this, finding the vulnerabilities in apps becomes difficult.

Some people are trying to analyze the source code or decompilation code of Android
apk file to mine vulnerabilities [10]. In theory, this mining techniques can find more
bugs and have higher efficiency. But the method may not work sometime for the decom‐
pilation protection mechanism in apps. In addition, a decompilation of apk file may take
a lot of effort to find a logic flaw.

In this section, we use an agent tool called Burp Suite [11] to capture the packets
between app and remote server to get the interface. In this way, we can get the request
or post data sent to the server, by changing the post parameters and replaying the packet,
we can find some vulnerabilities easily, especially for some logic flaws. According to
this, we can also achieve a common tool for automatic detection, which may have higher
efficiency and lower cost.

Fig. 3. The SID of several large mobile websites of China.
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3.2 A Description of Finding the Vulnerability

As mentioned above, we decide to capture the packets between app and remote server
to find vulnerabilities. We use a tool called Burp Suite to act as an internet agent between
the local app and remote server, which means that all the http packets between them will
be captured by the agent. In addition, Burp Suite can modify the parameters of the
packets and drop certain packets or replay certain packets. So we can find some vulner‐
abilities by this way.

There is a new functionality called QQ Notice in the mobile client of QQ, which
means that users can add a reminder and edit the contents of reminder in a QQ group at
a future moment. When the time is up, group users on mobile platform will receive a
notice message, and group users of PC (personal computer for short) will receive a notice
at the bottom right corner of the screen. Figure 4 shows the notice in mobile client and
PC client.

    
(a) Mobile client                       (b) PC Client 

Fig. 4. The notice in Mobile client and PC client.

To check if there are any bugs, we captured the post data when creating a reminder.
Figure 5a shows the packet and parameters. We can see that there is a parameter called
“tu”, which is short for “to user” and represents the QQ Group number we want to send
a notice. We tried to modify the parameter to any other Group number, and replay the
post packet, finally we received a 200 OK response.

To confirm the findings, we conducted a simple experiment. We registered two users
named A and B, user A created a QQ group which only have one member namely A
itself, user B replay a packet whose group number was modified to the group that user
A created just like the way we mentioned above. Finally we received the notice sent
from user B in user A’s group, but B is not the member of the group. Figure 5b shows
our results.

3.3 Threats of the Vulnerability

The vulnerability can be described as sending a notice to any QQ Group without
becoming a member of the group. Because the content of the notice can be edit casually,
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hackers can exploit the bug to send any message to any QQ Group, such as advertise‐
ments, malicious links, illegal information etc. Thus a vulnerability of notice become a
huge bug of spreading all kinds of spam information.

For instance, we can use a crawler to get all of the existed QQ Group numbers and
names, and simulate a mobile login process on the computer, then we can send the notice
packet to specific QQ Group. In this way, hackers can carry out a precision message
sending.

3.4 Bug Reporting and Fixing

We reported the vulnerability to TSRC (Tencent Security Response Center) [12] and
shared the exploit methods with them. After a short while, they realized the seriousness
and froze the notice functionality. Three days later, they fixed the vulnerability and set
the risk level as 7 (The highest is 10) for the vulnerability [13]. To express their gratitude,
they gave us a reward which is worth more than 800 Yuan.

Fig. 5. Screenshots of our experiment.
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4 Conclusion

In this paper, we seek to show two types of vulnerabilities in Android applications, both
of which are high-risk. We first described a high risk information leakage problem
existed in UC Browser, which looks like a Google Hacking problem but appears on
mobile platform. Then we showed a high risk logic flaw existed in Mobile QQ, which
can be exploited to spread malicious information in the QQ group. In addition, we
revealed the process of findings these vulnerabilities and demonstrated the seriousness
of them.

In future, we will devote to finding an automatic method to detect these types of
vulnerabilities, and we will study continuously for finding out the other vulnerabilities
of generic apps on smartphone platform.
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