
Ladjel Bellatreche
Yannis Manolopoulos (Eds.)

 123

LN
CS

 9
34

4

5th International Conference, MEDI 2015
Rhodes, Greece, September 26–28, 2015
Proceedings

Model and Data
Engineering



Lecture Notes in Computer Science 9344

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zürich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7408

http://www.springer.com/series/7408


Ladjel Bellatreche • Yannis Manolopoulos (Eds.)

Model and Data
Engineering
5th International Conference, MEDI 2015
Rhodes, Greece, September 26–28, 2015
Proceedings

123



Editors
Ladjel Bellatreche
National Engineering School for Mechanics
and Aerotechnics

Poitiers
France

Yannis Manolopoulos
University of Thessaloniki
Thessaloniki
Greece

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-23780-0 ISBN 978-3-319-23781-7 (eBook)
DOI 10.1007/978-3-319-23781-7

Library of Congress Control Number: 2015947934

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

The 5th event of the International Conference on Model Engineering and Data Engi-
neering series (MEDI) took place on Rhodes, Greece during September 26–28, 2015.
The main objective of the conference is to bridge the gap between model engineering
and data engineering and allow researchers to discuss the recent trends in model and
data engineering. It follows the success of the Obidos (Portugal, 2011), Poitiers
(France, 2012), Armantea (Italy, 2013), and Larnaca (Cyprus, 2014) events.

For MEDI 2015, two internationally recognized researchers were invited to give a
talk. Prof. Christian Jensen from the University of Aalborg, Denmark, gave a talk
entitled “Keyword-Based Querying of Geo-Tagged Web Content”, whereas Prof.
Oscar Pastor Lopez of the Universidad Politecnica de Valencia, Spain, delivered a talk
on “Using Conceptual Model Technologies for Understanding the Human Genome:
From “Homo Sapiens” to “Homo Genius.” We would like to thank the two invited
speakers for their contributions to the success of MEDI 2015.

MEDI 2015 received 55 submissions covering both model and data engineering
activities. These papers focus on a wide spectrum of topics, covering fundamental
contributions, applications, and tool developments and improvements. Each paper was
reviewed by three reviewers. The Program Committee accepted 18 regular papers and
9 short papers leading to an attractive scientific program. The authors came from many
different countries from all over Europe, e.g., Austria, Estonia, France, Germany,
Greece, Ireland, Italy, Poland, Portugal, Spain, as well as from Australia, Algeria,
Japan, and Tunisia.

MEDI 2015 would not have succeeded without the deep investment and involve-
ment of the Program Committee members and the external reviewers, who contributed
to reviewing (149 reviews) and selecting the best contributions. This event would not
exist if authors and contributors did not submit their proposals. We address our special
thanks to all authors, reviewers, session chairs, and all Program Committee and
Organization Committee members involved in the success of MEDI 2015.

The EasyChair system was set up for the management of MEDI 2015 supporting
submission, review, and volume preparation processes. It proved to be a powerful
framework. In this respect, special thanks are due to Yannis Karydis for his timely
technical support.

We hope that these proceedings will help researchers worldwide to understand and
to be aware of recent issues related to model and data engineering. We do believe that
they will be of major interest to scientists over the globe and that they will stimulate
further research in these domains.

September 2015 Ladjel Bellatreche
Yannis Manolopoulos
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Keyword-Based Querying of Geo-Tagged
Web Content

Christian S. Jensen

Aalborg University, Denmark

Abstract. The web is being accessed increasingly by users for which an accurate
geo-location is available, and increasing volumes of geo-tagged content are
available on the web, including web pages, points of interest, and microblog
posts. Studies suggest that each week, several billions of keyword-based queries
are issued that have some form of local intent and that target geo-tagged web
content with textual descriptions. This state of affairs gives prominence to spatial
web data management, and it opens to a research area full of new and exciting
opportunities and challenges. A prototypical spatial web query takes a user
location and user-supplied keywords as arguments, and it returns content that is
spatially and textually relevant to these arguments. Due perhaps to the rich
semantics of geographical space and its importance to our daily lives, many
different kinds of relevant spatial web query functionality may be envisioned.
Based on recent and ongoing work by the speaker and his colleagues, the talk
presents key functionality, concepts, and techniques relating to spatial web
querying; it presents functionality that addresses different kinds of user intent;
and it outlines directions for the future development of keyword-based spatial
web querying.

Bio. Christian S. Jensen is Obel Professor of Computer Science at Aalborg University,
Denmark, and he was previously with Aarhus University for three years and spent a
one-year sabbatical at Google Inc., Mountain View. His research concerns data man-
agement and data-intensive systems, and its focus is on temporal and spatio-temporal
data management. Christian is an ACM and an IEEE Fellow, and he is a member of
Academia Europaea, the Royal Danish Academy of Sciences and Letters, and the
Danish Academy of Technical Sciences. He has received several national and inter-
national awards for his research. He is Editor-in-Chief of ACM Transactions on
Database Systems.



Using Conceptual Model Technologies
for Understanding the Human Genome: From
an “Homo Sapiens” to an “Homo Genius”

Oscar Pastor Lopez

Universidad Politecnica de Valencia, Spain

Abstract. Everybody accepts that understanding the Human Genome is a big
challenge for the humanity. It will take at the very least decades to achieve such
a goal reasonably well. But new advances that are showing promising results
come continuously. Day after day new data is provided and new information is
derived from them. As DNA sequencing technologies improve and evolve, it is
evident that the rate of data generation at a local level is increasing dramatically.
In this scenario, assuring the interoperability and consistence of data at the
global level becomes both a challenge and a need. To face these problems
adequately, the most advanced Information Systems design technologies are
strongly required, to cover the needs of better data capture, organization and
storage, improved data analysis and interoperability, and more efficient data
standardization with the support of foundational ontologies. This principle is in
the “Genome” of this keynote. Using Advanced Conceptual Model and Data
Technologies, there is an opportunity to understand the secrets of life that the
Genome Code hides. More and more data that relate genotype and phenotype
are available, with especially attractive clinical applications. These ideas will be
approached in the keynote, showing that the challenge of understanding the
human genome can suppose a conceptual revolution: understanding the genome
could allow improving human being features, something never before in the
hand of we, humans. This is the idea of the title: Homo Sapiens becoming Homo
Genius being able to understand and manage the principles of life, and subse-
quently improve then.

Bio. Full Professor and Director of the Research Center on “Metodos de Produccion de
Software (PROS)” at the Universidad Politecnica de Valencia (Spain). He received his
Ph.D. in 1992. He was a researcher at HP Labs, Bristol, UK. He has published more
than two hundred research papers in conference proceedings, journals and books,
received numerous research grants from public institutions and private industry, and
been keynote speaker at several conferences and workshops. Chair of the ER Steering
Committee, and member of the SC of conferences as CAiSE, ESEM, ICWE, CIbSE or
RCIS, his research activities focus on conceptual modeling, web engineering,
requirements engineering, information systems, and model-based software production.
He created the object-oriented, formal specification language OASIS and the corre-
sponding software production method OO-METHOD. He led the research and



development underlying CARE Technologies that was formed in 1996. CARE Tech-
nologies has created an advanced MDA-based Conceptual Model Compiler called
Integra Nova, a tool that produces a final software product starting from a conceptual
schema that represents system requirements. He is currently leading a multidisciplinary
project linking Information Systems and Bioinformatics notions, oriented to designing
and implementing tools for Conceptual Modeling-based interpretation of the Human
Genome information.

Using Conceptual Model Technologies XV
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Semi-automated Generation of DSL Meta
Models from Formal Domain Ontologies

Andres Ojamaa, Hele-Mai Haav(&), and Jaan Penjam

Institute of Cybernetics, Laboratory of Software Science,
Tallinn University of Technology, Tallinn, Estonia

{andres.ojamaa,helemai,jaan}@cs.ioc.ee

Abstract. This paper addresses the problem of alignment of domain ontologies
and meta-models of Domain Specific Languages (DSL) in order to facilitate the
DSL development process by formal methods. The solution presented in this
paper automatically generates design templates of a DSL meta-model that are
consistent with a given domain ontology represented in OWL DL. Consistency
of alignment is ensured by predefined mapping rules between constructs of
ontology modelling language OWL DL and a modelling language used for
representing DSL meta-models. The approach is implemented as an extension to
the CoCoViLa system and the CoCoViLa modelling language is used for rep-
resenting DSL meta-models. The evaluation of the provided method is carried
out by developing the DSL for the IT risk analysis and management domain.

Keywords: Model-driven software engineering � Ontology-based modelling �
Model transformations � DSL meta-models

1 Introduction

In recent years, several approaches to incorporate ontologies into general frameworks
of Model Driven Software Engineering (MDSE) have been proposed [1, 9, 16, 19]. In
addition, an effort is put to using ontologies in the field of DSL engineering [5, 17–20].
However, in order to facilitate the DSL development process by utilization of formal
methods more attention needs to be paid to alignment of domain ontologies as formal
domain models with DSL meta-models. This creates a new challenging task for soft-
ware engineers not well supported by existing traditional and ontology-driven MDSE
methods. This paper provides a method and tools to perform this task.

The main contribution of the paper is an approach that focuses to partial automation
of the design and implementation phases of the DSL development process by intro-
duction of formal domain ontologies into this process and automatic generation of
design templates of a DSL meta-model from a given domain ontology. Ontology Web
Language (OWL) [14] is used for representing formal domain ontologies. The
approach is implemented as an extension to the CoCoViLa system [10] and the Co-
CoViLa modelling language is used for representing meta-models of DSLs. The Co-
CoViLa system enables automatic generation of executable Java programs according to
the given DSL meta-model. The evaluation of the provided method is carried out by
developing the DSL for the IT risk analysis domain.

© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 3–15, 2015.
DOI: 10.1007/978-3-319-23781-7_1



Novelty of our approach comparing to other ontology-driven software development
methodologies lies in using formal domain ontologies as a basis for automatic gen-
eration of design templates of a DSL meta-model that are consistent with the given
domain ontology. This makes a DSL closely aligned with the domain for what it is
designed for. Consistency of alignment is ensured by predefined mapping rules
between constructs of the ontology modelling language OWL and a modelling lan-
guage for DSL meta-models (i.e. the CoCoViLa modelling language in our case).

The development of this new approach was motivated by practical needs of using
the CoCoViLa modelling tool for the development of different DSLs in the domains of
simulation of hydraulic systems as well as simulations of security measures for banking
and communication networks [10]. From these experiences we have learned that tighter
integration of domain knowledge with the corresponding DSL will create advantages in
achieving consistency of the DSL with domain knowledge and will ease maintenance
of applications developed by using the DSL.

The rest of the paper is structured as follows. Section 2 is devoted to related work
and Sect. 3 provides an overview of the CoCoViLa modelling language and the system
giving background knowledge for our approach. In Sect. 4, our approach for domain
ontology driven DSL engineering is presented. Section 5 is devoted to the evaluation of
the provided method by implementation of a prototype of the DSL for the IT security
risk analysis and management field. Section 6 concludes the paper.

2 Related Work

Ontologies in computer science represent computer-usable specifications of basic
concepts in a domain and relationships among them. Ontologies are usually expressed
in a logic-based language. There are several ontology languages available, but the most
widely used are the W3C standards OWL DL and OWL2 [14].

In software engineering, domain analysis plays an important role in understanding
the domain of interest. Nowadays, many researchers propose to use ontology engi-
neering methods in the domain analysis process [1, 4, 19, 20] and some of them
suggest to represent resulting model of domain analysis by domain ontology [4, 7, 20].
In these works, domain models are considered as descriptive models consisting of a set
of domain instances (ABox in Description Logics (DL) [2]) and a set of classes for
classifying these instances (TBox in DL). Comparing to traditional analysis models
formal ontologies have additional useful features like reasoning based on DL [2].

Most of existing ontology driven MDSE methodologies use ontological services for
performing model consistency checking and model transformations [16, 19]. Some of
the approaches use domain ontologies (e.g. represented in UML) as a part of Com-
putation Independent Models (CIM) [18]. Few works address also semantic search and
composition of models of software components [9].

Several proposals [1, 19, 20] are about integrating ontologies to the OMG
meta-pyramid of Model Driven Architecture (MDA) [15]. For example, in [1]
ontology-aware mega-model is provided for ontology integration to MDA. Another
approach in [19] shows that the Ecore meta-meta-model of the Eclipse Modelling
Framework [6] and OWL2 meta-model can be integrated in order to provide a
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meta-meta-model for modelling DSLs. In [20] OWL2 ontologies are integrated into the
meta-meta-model level in order to support joint DSL and domain engineering.

Similarly to these works, we also introduce ontologies to the meta-meta-model
level but we are focused to partial automation of creation of DSL meta-models.

There are frameworks that examine domain ontologies as domain models that can
be automatically transformed to a DSL grammar [4, 5]. We were inspired by these
works but our approach uses predefined mapping rules.

3 The CoCoViLa Modelling Language and System Overview

The approach presented in this paper is developed as an extension to the CoCoViLa
modelling system1 that is implemented in Java. The CoCoViLa modelling language
consists of visual and textual declarative languages for developing DSLs for engi-
neering fields, where scientific and engineering computations play a crucial role.
Intended users of the CoCoViLa modelling language are DSL designers (together with
domain experts), who create meta-models and a DSL for a particular domain. DSL
designers can create textual and/or visual DSLs.

The most important construct of the textual declarative modelling language is a
concept specification that represents a collection of instances. Concept specifications
can be arranged into taxonomy. Concept specifications include descriptions of struc-
tural components of a concept as declarations of variables. In addition, they may
include relations that are specifications showing how to derive values of some variables
from the values of other variables. Relations are divided to equations and axioms.
Equations define dependencies between variables bound by the equation. Axioms
describe functional dependencies between variables and they differ from equations in
that they have realizations as Java methods.

Important feature of the modelling language is its grounding with a subset of
Intuitionistic Propositional Calculus (IPC) [13] that is used as a logical language for
representation of domain specific axioms. From the given concept specifications and
the task specification the CoCoViLa system automatically constructs the algorithm of
the program and generates the Java program that solves the computational problem
given by the task specification. The latter is a statement of a computational problem
that specifies what outputs are to be computed from given inputs. It does not have a
given realization but its realization is attempted to generate automatically from the
constructive proof of the corresponding theorem in IPC according to the inference rules
of Structural Synthesis of Programs (SSP) [12].

When using the CoCoViLa modelling language we distinguish between the DSL
meta-modelling and application specific modelling levels. In our terminology, a DSL
meta-model consists of a set of concept specifications and an application specific model
consists of a task specification and a set of valuations of variables. We explain the main
idea behind the language using a simplistic example from the geometry domain. The
geometry DSL may contain specifications of the Square and the Circle concepts
including all necessary variables and equations. If we are interested in calculating the

1 http://cocovila.github.io/.
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area that is difference of areas of a square and a circle where diagonal of a square is
equal to diameter of a circle, then we need to create a new concept specification (e.g.
SquareWithinCircle) as depicted in the following Fig. 1.

Dot notation is used to refer to inner concept specifications. As a result, the
geometry DSL is composed from the following concept specifications: Square,
Circle, and SquareWithinCircle.

On the application specific modelling level, we can use this DSL and specify
different task specifications (e.g. ->area_difference), which specify computa-
tional problems that need to be solved. Values of inputs are assumed to be given (e.g.
S.hasHeight = 10) or computable on the basis of the specification. If output
variables of a task are computable from (possibly empty) list of inputs, the task is
solved and the Java program is automatically generated. Besides equations, a Java
method could be declared to be as a realization of a given functional dependency. For
example, instead of the equation area_difference = C.area-S.area we may
write axiom C.area, S.area ->area_difference {<JavaMethod>}.

The syntax of the full CoCoViLa modelling language is presented in [10]. Using
the current system, DSL meta-models are created manually by DSL developers. In
practice, informal methods are used for representation of domain models.

4 An Approach to Domain Ontology-Driven DSL
Engineering

4.1 Introducing Formal Ontologies to the DSL Development Process

For improvement of the workflow of DSL development we introduce two types of
ontologies into the DSL development process: domain and system ontologies.

Purpose of domain ontology is to provide specification of conceptualization of
domain knowledge. Formal domain ontology could be seen as a static part of a
meta-model of a DSL, particularly a part of a CIM. Using formal ontologies as a part of
a CIM makes connections from CIM to Platform Independent Model (PIM) transparent
and methodical. We automate creation and maintenance of connections between CIM
and PIM by automatic generation of design templates of DSL meta-models from formal
domain ontologies. In our case (i.e. the CoCoViLa system extension), design templates
of a DSL meta-model are concept specifications that do not include specifications of
dynamic parts of a meta-model like axioms and equations (except binding, e.g. see
Table 1). These need to be added manually to the template.

Fig. 1. An example of the CoCoViLa modelling language

6 A. Ojamaa et al.



Purpose of system ontology is formally describing the modelling language and the
system concepts (see Fig. 2 for a part of a class hierarchy).

We utilize the CoCoViLa system ontology in the implementation phase of a DSL.
Individuals of the system ontology classes together with their property values are used
to store knowledge about a particular DSL meta-model. It is important to notice that
domain ontology and the system ontology are linked to each other for this purpose.

4.2 Mapping Formal Domain Ontologies to DSL Meta-Models

For automatic transformation of formal domain ontologies to DSL meta-models cor-
responding mappings between a set of ontology representation language constructs and
a DSL modelling language constructs need to be defined. As depicted in Fig. 3, in our
case we need to provide mappings between a subset of OWL DL constructs and a
subset of the CoCoViLa modelling language constructs.

Both languages are declarative languages intended to be used for knowledge rep-
resentation. OWL DL semantics is given by DL [2] and the CoCoViLa modelling
language semantics is based on a subset of IPC [13]. DL enables to reason whether
domain ontology is consistent and complete. Expressive power of SSP used for
deciding about computational correctness of a program automatically generated from a
given specification is equivalent to IPC [13].

Since semantical basis of both languages is different, then some restrictive condi-
tions must be placed on domain ontology structure in order to ensure that it can be
properly transformed into a set of constructs of the CoCoViLa modelling language.
These restrictions mainly concern OWL constructs for object property characteristics,
property restrictions and complex classes that cannot be mapped to the CoCoViLa
language.

Fig. 3. Mapping formal domain ontology to the CoCoViLa language

Fig. 2. A fragment of system ontology (a screen shot of the Protégé ontology editor)
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Table 1. Mappings between OWL and the CoCoViLa modelling language constructs

(Continued)
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Semantic correspondence of mappings is given only indirectly via syntactic map-
pings in Table 1. Providing semantic mappings and a proof of the corresponding the-
orem are out of scope of this paper. In Table 1, OWL constructs that are allowed in the
CoCoViLa compatible ontologies are listed and mapping rules are provided. The given
mappings are used to automatically generate design templates of a DSL meta-model.
OWL constructs for what mappings are not defined are not allowed and the corre-
sponding OWL constructs are ignored in the automated model generation process.

Table 1. (Continued.)
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4.3 Implementation of the Approach

The approach takes into account important DSL development phases as follows: domain
analysis, design, implementation, deployment, testing and maintenance [11]. We sug-
gest using the iterative (agile) DSL development process that starts with building a core
of domain ontology by taking into account requirements of domain and a DSL. Domain
ontology is created according to an expert centric agile ontology development meth-
odology [8]. DSL design and implementation stages are supported by the tool that is an
extension to the existing CoCoViLa system and is also implemented in Java. The
implementation is designed to fit into general architecture of the CoCoViLa system. An
overall view of the structure of the extension is provided in Fig. 4.

Automatically generated templates of a DSL meta-model are implemented as Java
classes. For each concept specification from a template, the corresponding Java class is
generated. Java classes including concept specifications can be manually enhanced
with necessary equations and axioms. In addition, these Java classes may contain Java
methods that are the realizations of axioms described in the concept specification.
Currently, for each DSL its meta-model ontology is created that imports the CoCoViLa
system and domain ontologies. It also contains the DSL specific instances (ABox).
Consistency of the DSL meta-model ontology is checked by using OWL DL inference
provided by Apache Jena.2 When loading the DSL, its meta-model ontology is
dynamically loaded and SPARQL3 queries are used to find definitions of elements of

Fig. 4. A general view of the implementation of the approach

2 https://jena.apache.org/.
3 http://www.w3.org/TR/sparql11-query/.
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the diagrammatical language and other DSL components in order to insert information
about them to the internal computational model of CoCoViLa. After that, the visual
part of the DSL is shown in the CoCoViLa DSL window and the DSL is ready to be
used by application developers.

5 Evaluation

5.1 A Problem: IT Security Risk Analysis

In order to solve IT security risk analysis problems, a threat modelling tool could be
useful. One of the ways to build a threat modelling tool is to develop a DSL for creation
of attack simulations using ontological modelling of security knowledge, dynamic
attack tree generation techniques and probabilistic models of threat agent behavior. In
order to build a particular threat modelling tool following the DSL development
approach presented in this paper, we adapted the multi-parameter attack tree method
proposed in [3]. Attack trees according to this method are used to estimate the cost and
the success probability of attacks. Elementary game theory is used to decide whether
the system under protection is a realistic target for gain-oriented attackers.

In the following example that is adapted from [3] a threat analysis for forestalling
release is considered. This threat is related to the situation where a competitor of an IT
company steals the developed source code and completes it to own product.

5.2 Development of a DSL for the IT Security Risk Analysis Domain

A visual DSL was developed for IT security risk analysis with attack trees method-
ology. The DSL consists of components to model attack trees and to perform com-
putations on the trees. An attack tree is basically an AND-OR tree that consists of three
types of components (nodes) – leaves (atomic threats where there are estimated values
for attack parameters), AND-nodes representing complex attacks that are considered
successful when all sub-trees are successful, and OR-nodes representing complex
attacks that are considered successful when any of the sub-attacks is successful. In
addition to the components used for specifying attack trees, there are two additional
components required as follows: a simulator component that performs computations on
the attack tree models and a visualized component for displaying results.

Formal Ontology of IT Risk Analysis for the Forestalling Release Domain. There
are several events necessary for a forestalling release that we consider as domain
knowledge. By the attack analysis method that we use, an attack is seen as a game
played by the rational attackers and the game is to be profitable for them. In order to
decide about the profitability, there are several characteristics related to threat events to
be taken into account by the attack game. These constitute domain knowledge related
to the particular threat analysis method. Both types of domain knowledge are captured
in formal domain ontology of IT security risk analysis. As a result, domain ontology of
the forestalling release domain consists of taxonomy of disjoint classes of threat events.

Semi-automated Generation of DSL Meta Models 11



Threat events have associated characteristics needed for the attack game. These are
described by data properties which domain is the Threat_event class. Main direct
subclasses of the Threat_event class and data properties that are inherited by its
subclasses are shown in Fig. 5.

Generation of DSL Design Templates. According to the given domain ontology and
the transformations given in Table 1, the DSL design templates are automatically
generated (see a fragment of automatically generated code in Fig. 6).

Enhancement of DSL Design Templates and DSL Meta-model Ontology. The
DSL implementation involves an enhancement of design templates, if necessary. For
example, equations used for calculating parameters of an attack game are added to the
Threat_event specification.

In the DSL meta-model ontology, Threat_event is declared as a subclass of the
class Metaclass from the system ontology. For each subclass of the Threat_e-
vent class an instance and links to the corresponding VisualClass instances are
created for capturing diagrammatical part of the DSL. Instances of the VisualClass
class become components of the attack tree diagram. The DSL is implemented so that
the same threat analysis method can be used for different IT risk analysis domains by
importing different domain ontologies to the DSL meta-model ontology. The DSL will
then be automatically aligned with new domain ontology.

Fig. 5. The forestalling release domain ontology (a screen shot of the Protégé ontology editor)

Fig. 6. A fragment of generated DSL meta-model in the CoCoViLa modelling language
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5.3 Analysis of the Evaluation of the Approach

According to the evaluation of the approach by developing a DSL for the IT security
risk analysis domain, we identify the following advantages of the approach:

• Since domain analysis is done by developing formal domain ontology, then DL
reasoning services can be used for validation of domain models.

• Alignment of formal domain ontologies with DSL meta-models makes it possible to
automatically propagate changes in ontology to a DSL i.e. capture the evolution of a
domain. It also allows detecting and avoiding errors.

• Formal consistency checking of domain knowledge and a DSL meta-model
ontology using DL inference. This is also useful for debugging DSL meta-models.
In addition, other resources (e.g. images, multi-media, linked data etc.) could be
linked to a DSL meta-model and used as components of a DSL.

• Separation of different kinds of knowledge about the system, domain and a DSL
into modular OWL ontologies makes the knowledge more reusable.

However, as our approach is implemented as an extension to the existing Co-
CoViLa system only partial automation of mapping domain ontology to a DSL
meta-model can be provided. Another issue is related to productivity of the DSL
development process. We did not provide any productivity analysis yet. We think that
there might be problems of creation of formal domain ontologies as ontology engi-
neering techniques do not constitute a part of existing traditional software development
methodologies. This may create initial complexity.

6 Conclusion

In this paper, we presented an approach that introduces formal domain ontologies into
the DSL development process and allows to automatically generate design templates of
a DSL meta-model that are consistent with a given domain ontology represented in
OWL DL. The approach was implemented as an extension to the CoCoViLa system.
The provided method was tested by developing the DSL for IT risk analysis domain.

Our approach creates the following benefits: formal consistency checking of
domain knowledge and a DSL meta-model ontology, automatic generation of design
templates of a DSL meta-model and capture of evolution of the domain in a DSL.

Our future work will be related to integrating rules represented in Semantic Web
Rule Language (SWRL)4 to the framework. Rules combined with ontology will allow
us to model behavioral aspects (e.g. equations) of a domain and perform corresponding
transformations from SWRL to the CoCoViLa modelling language.

Acknowledgements. This research was supported by Estonian Research Council institutional
research grant no. IUT33-13, and by the ERDF through the ITC project MBJSDT and Estonian
national CoE project EXCS.

4 http://www.w3.org/Submission/SWRL/.
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Abstract. Embedded avionics systems often involve hard real-time con-
straints intended to ensure full system correctness. Avionics software
development costs can be sharply impacted by wrong design choices made
in the early stages of development, but often detected after implemen-
tation. By using temporal scheduling analysis, designers could detect
infeasible real-time architectures, and prevent costly design mistakes.
Recently, model-driven engineering paradigm facilitates the use of several
analysis tools with standards modeling languages (e.g. SysML, AADL,
UML-MARTE, etc.) to get a complete design cycle ranging from mod-
eling up to verification and validation. However, only few model-based
researches have studied the difficulty that designers face while seeking
appropriate analysis tests which match their designs. MoSaRT (Model-
ing Oriented Scheduling Analysis of Real-Time systems) framework is
one of these researches. It provides various facilities to help designers
to model and analyze traditional real-time systems. In this paper, we
propose the extension and the utilization of the MoSaRT framework to
support avionics architectures. An analysis tool has also been developed
and added in line with this kind of architectures. The proposed research
is illustrated by discussing a real case study.

1 Introduction

On-board avionic systems are real-time systems which should meet strict tem-
poral requirements. The architecture of these systems is based on the Inte-
grated Modular Avionics (IMA) architecture instead of the traditional federated
approach. Only few analysis tools have been dedicated to IMA systems. The
integration of these tools with existing design languages, in order to get a model-
based process combining modeling and analysis, is error prone. This integration
requires a deep knowledge in both the modeling and the temporal analysis of
real-time systems. In other words, the temporal analysis test chosen to validate
a specific architecture has to be very appropriate to this latter. On the one hand,
the test should be conservative because of the safety and the criticality of the
system. On the other hand, the test should not be too pessimistic, otherwise
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 16–27, 2015.
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the developed system can be costly in terms of equipments and wiring. A design
framework called MoSaRT has been developed [16,17] to help designers to choose
the most suitable temporal analysis tools referring to the system architecture
conceived. Since the MoSaRT framework is based on model-driven engineering
facilities, it is extensible and re-utilizable. This paper highlights the extension
of the MoSaRT design language to support IMA architectures and shows how
to enrich the framework by a prototype analysis tool helping designers to check
the temporal requirements.

In order to make this paper self-contained, we introduce the main concepts
related to IMA architectures and the MoSaRT framework. Then, the remainder
of this paper is organized as follows. Section 2 discusses the specificities of IMA
architectures. Section 3 introduces MoSaRT framework concepts and describes
the way the framework can be used to ease the design of real-time architecture.
Section 4 presents our proposition to extend the MoSaRT design language to
support IMA architectures and the utilization of an analysis advisor which leads
the temporal analysis process independently from the designer knowledge. A case
study showing the significance of such model-based framework is also presented
throughout Sect. 4. Finally, Sect. 5 drafts our conclusions and final remarks.

2 Partitioned Scheduling in Integrated Modular Avionics

Processor partitioning is a mean used in Integrated Modular Avionics (IMA) to
insure freedom from interference between applications, which may be of different
Design Assurance Level (DAL), but sharing the same physical resources. Free-
dom from interference, as defined in the standard ISO 26262 [7], insures that
the failure of a piece of software will not create the failure of another piece of
software. It also insures that the interference of two software independent parts
is bounded. Moreover, an application can be studied independently from another
application, even if they share the same processing resources.

The classic way to arbitrate the computing resources in a partitioned system
is to use a hierarchical scheduler. In the IMA standard ARINC 653 [1], a two level
scheduler is used: a low level cyclic scheduler is statically assigning the computing
resources to the partitions, using a pre-defined table. Then, in each partition, a
real-time operating system is assigning the processor to the tasks, using its own
scheduling policy. On a timing behavior point of view, freedom from interference
means that the interference of a partition on another one should be null or
bounded. In most models, like it is the case in this paper, absence of interference
is assumed. Nevertheless, cache related preemption delays may occur and create
a bounded interference between one partition and other partitions of the same
computing resource.

The seminal research on partitioned scheduling of Deng et al. [5] proposes
two hierarchical levels. Later, Feng and Mok [6] proposed the resource partition-
ing model and schedulability analysis based on the supply bound function (sbf),
which is an elegant mathematical way to extend non-hierarchical schedulability
analysis to hierarchical scheduling. Shin and Lee [14] introduced the concepts of
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temporal interface with the periodic resource model. For applications containing
Fixed-Task Priority (FTP) schedulers, Kuo and Li [9] and Saewong et al. [13]
proposed dedicated hierarchical schedulers. In the context of server based tem-
poral partitioning, numerous techniques have been proposed. Lipari and Bini
[11] used the abstraction of a periodic server in order to solve the problem of
creating a partitioning such that the system is schedulable. Davis and Burns
[4] proposed an upper bound on the response time of the tasks when the parti-
tions are scheduled by an FTP. An exact worst-case response-time can also be
obtained [2,3].

In the rest of this section, we present a scheduling model for hierarchical
scheduling fitting with the ARINC 653 standard, and techniques allowing to
compute the worst-case response times of the tasks.

2.1 Analysis Model

A (temporal) partition can be defined as a collection of time intervals defining
statically the allocation of the CPU to a partition.

Definition: a resource partition is noted Π = (Γ, P ) where:

– Γ = {(S1, E1), (S2, E2), ..., (SN , EN )} is a set time intervals, where Si is the
offset of a time interval allocated to the resource partition, related to the start-
ing time of the period of the partition. Ei is the ending date of the time interval.
The size of the ith time interval is given by Ei − Si.

– The size of the period of the resource partition is P .

A resource partition on a single CPU processing resource must obviously
satisfy non-overlapping property: 0 ≤ S1 < E1 ≤ S2 < E2... ≤ SN < EN ≤ P .
For simplicity, we suppose that P is common to every partition of a CPU, corre-
sponding to the MAF (MAjor Frame) in ARINC 653. A simple algebraic trans-
formation using greatest common divisor and lest common multiple could be
used to transform a classic ARINC 653 partition using MIF (MInor Frames)
into a resource partition model.

An IMA application is a set of tasks, allocated to a resource partition on
a CPU. In the sequel, we consider sets of sporadic independent tasks. Each
application has its own fixed-task priority scheduler, which is scheduling its
tasks in its resource partition.

Definition: an application j contains nj sporadic tasks τ j
i , i = 1..nj . A task τ j

i

is defined by (Cj
i ,D

j
i , T

j
i ) where:

– Cj
i is the task’s Worst-Case Execution Time (WCET),

– Dj
i is the relative deadline of the task, i.e., the maximum allowed interval of

time for the task to be completed after each of its activation,
– T j

i is the period of the task, i.e., the minimum interval of time between two
successive activations of the task.

Since we consider that every task τ j
i is scheduled by a fixed-task priority

scheduler, we order the tasks by priority order in each application. The task τ j
1

has the highest priority while τ j
nj

has the lowest priority.
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2.2 Response Time Analysis

In this paper, we consider a simple test tool that will be developed for the
case of IMA applications. This tool will compute the worst-case response time
of each task in each application. Since we consider the system application per
application, for the sake of simplicity, in the sequel, we will drop the exponent j
of the application number. Response-time analysis (RTA) in the IMA context is
an extension of the classic RTA, which is based on the request bound function
(rbf) [8]. When considering a sporadic task τi, released at time 0, its worst-case
response time cannot be lower than its own WCET Ci.

Classic Non Hierarchical RTA

1. Therefore, we know that the processor will be busy at least in the time interval
[0, Ci). Let’s denote rbf1

i the value of the end of this interval. In this time
interval, any release of a higher priority task τk, k < i is postponing the end
of the execution of τi. The amount of releases of higher priority tasks in the
interval [0, rbf1

i ) occurs if all the higher priority tasks are released at the time
0, and execute with their shortest period (they are sporadic). This is called
the critical instant. Each task τk, k < i can postpone the end of τi by up to⌈
rbf1

i

Tk

⌉
Ck.

2. The processor will be busy with tasks whose priority is at least the priority of
τi at least in the time interval

[
0, rbf2

i = Ci +
∑i−1

k=1

⌈
rbf1

i

Tk

⌉
Ck

)
. In this time

interval, the amount of times every higher priority task can postpone the end
of τi may be higher, and given, for each task τk, k < i by

⌈
rbf2

i

Tk

⌉
Ck

3. Going back to point 1, substituting rbf1
i by rbf2

i , we obtain at the smallest
fixed point of rbf∗

i the worst-case response time of τi as long as it is not
greater than its period (because if it was greater than its period, then τi may
delay itself and the formula should be adapted like in [10].

We therefore consider the classic RTA test stating that:

– the worst-case execution time of a constrained deadline task (Di ≤ Ti)
is obtained as the smallest fixed-point rbf∗

i of the equation rbf∗
i = Ci +∑i−1

k=1

⌈
rbf∗

i

Tk

⌉
Ck if rbf∗

i ≤ Ti. If rbf∗
i > Ti then τi will miss its deadline.

RTA for IMA. The main difference between hierarchical and classical RTA is
that, in classical RTA, the processor dedicates on time unit of its time every time
unit, while in hierarchical scheduling, the processor dedicates one time unit every
time unit to the elected processor partition only. This phenomenon is accounted
for by using a supply function of the processor.

The supply function is depending on the beginning of the MAF. Since there
is no information concerning the offset between a considered instant for a task
under analysis, and the beginning of the MAF, we have to consider any offset
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between the tasks critical instant to study and the offset in the MAF. The lowest
amount of processor supplied to a processor partition
Γ = {(S1, E1), (S2, E2), ..., (SN , EN )} is given, in an interval of length t, by
considering the minimal supply function assuming the critical instant of the tasks
coincides with E1, E2, ..., or EN [6]. These points are called critical points.

Definition: the supply function of the processor in a time interval [0, t], depends
on the critical point E1, E2, ..., or EN coinciding with the critical instant at the
date 0. It is denoted sf(Ei, t).

When computing the time required by the processor to compute the workload
given by the rbf , we need to consider how long, in the worst case, is necessary for
the processor partition to be supplied with enough processor time to compute
the rbf . This is given by the reverse supply function sf−1 (see [6] for the way
to compute this function).

Theorem [6]: the worst-case execution time of the first job of a task τi
of an application scheduled in a processor partition Γ = {(S1, E1), (S2, E2),
..., (SN , EN )} is given by the maximal for Ej , j = 1..N of the smallest fixed-

point rbf∗
i (Ej) = Ci +

∑i−1
k=1

⌈
sf−1(rbf∗

i (Ej))
Tk

⌉
Ck. If this value is not greater

than the task’s period Ti, then it is giving the worst-case response time of the
task.

3 MoSaRT Framework in a Nutshell

The objective behind the MoSaRT framework is to benefit from ana-
lysts/researchers skills and modelers/architects skills in order to unify their
efforts, then to avoid wrong design choices at an early design phase. MoSaRT
framework plays a dual role aiming (i) to help designers to cope with the schedul-
ing analysis and to be more autonomous during the analysis stage, and (ii) to
help analysts to alleviate their efforts related to the analysis of design models.

Figure 1 shows the general architecture of the framework, which contains two
parts: front-end and back-end as described in the following paragraphs.

Front-End of MoSaRT Framework is based on a design language. It pro-
vides a set of concepts to model different architectures of real-time systems char-
acterized by temporal extra-functional properties (e.g. execution times, deadlines,
periods). The MoSaRT design language is a graphical language developed using
Ecore [15] and Object Constraint Language [12] (OCL, which is a textual lan-
guage fitting with Ecore and enabling to express invariants). The modeling editor
provides different model views such as hardware architecture diagram, software
architecture diagram and behavioral diagram.

Back-End Part of MoSaRT Framework is based on a meta-model of an
analysis repository enabling researchers and analysts to share their analysis mod-
els and tests. Every instantiation of the meta-model leads to obtain a repository
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Fig. 1. General MoSaRT framework architecture and excerpt of the main workflow

playing the role of an advisor during its utilization with a model conforming
to MoSaRT design language. The utilization of a repository with a model con-
sists on the running an identification process in order to check if the repository
contains a context (a set of architectural and timing behavioral characteristics)
corresponding the model needs analysis. Once a context is found, the designer
can use the proposed analysis tool. This latter can be reached thanks to a trans-
formation process (which can be model-to-model or model-to-text) provided by
the framework. The definition of contexts inside an instance of the analysis repos-
itory is based on the utilization of OCL and MoSaRT design language in order
to express the characteristics.

4 Extension and Enrichment of MoSaRT Framework

This section presents our proposition to deal with IMA systems, which consists
in extending the MoSaRT design language. Moreover, we highlight the analysis
model of the developed prototype, then the rules a design (expressed using the
extended MoSaRT language) has to conform to in order to be correctly analyzed.

4.1 Extension of MoSaRT Design Language

Figure 2 shows an overview of the proposed extension. We have designed this
extension using the eclipse modeling framework [15], which is also used for the
MoSaRT design language core. The elements added are those whose name are
prefixed by “Ima”. In the following, we detail each element.

– ImaPartition class represents the temporal partition. It has been added as an
element of software architecture. A partition is related to a process (instance of
SoSpaceProcess class), which can contain several partitions. Moreover, inside
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Fig. 2. Overview of the extended MoSaRT language meta-model

a partition, a set of tasks (instances of SoSchedulableResource class) can be
executed. Thanks to the way MoSaRT design language has been implemented,
we can notice that all the temporal properties needed have been meta-modeled
as concept, then the enrichment of the ImaPartition class has been done easily.
For instance, the execution time of a partition is a set of time intervals, which
are instances of RtpExecutionTimeInterval class (Fig. 2).

– ImaModule class represents the module which executes a set of partitions
through their container process. It has been added as an element of Hardware
architecture. The ImaModule class inherits from the HpProcessingUnit class.
This latter can be uniprocessor or multiprocessor.

– ImaVirtualLink and ImaSwitch classes have been added as elements of the
hardware architecture. Those elements are dedicated to design distributed
architectures, which is not presented in this paper due to space limitation.

The extension also consists of adding a set of structural rules which have to be
verified in order to have a coherent system design. For instance, the time intervals
of a partition may not overlap. The structural rules have been implemented on
OCL and can be checked automatically via MoSaRT editor.

4.2 Example: Utilization of the MoSaRT Design Language
After Extension

Thanks to the extension added to the MoSaRT language an architecture like
the one shown in Fig. 3 can be totally designed. The architecture represents
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Fig. 3. Distributed architecture Fig. 4. Content of CPIOM1

Table 1. Timing properties of the task-set

Tasks Priority Period (ms) Deadline (ms) Execution time (ms)

Task1 15 8 8 1

Task2 10 14 14 2

Task3 5 30 30 4

a communication between a set of tasks executed in different CPIOMs (Core
Processor Input/output Module) communicating through an AFDX network
(Avionics Full DupleX). The networking is based on various switches and phys-
ical links. Therefore, via the extended design language we can model:

– physical links as instances of HpCommunicationChannel;
– switches as instances of ImaSwitch;
– CPIOMs as instances of ImaModule;
– network partitions as instances of ImaVirtualLink;

This paper does not discuss the distributed architecture, then we only focus
on the software content of CPIOM1 of Fig. 3. Figure 4 shows a hierarchical archi-
tecture composed of three partitions where the first partition contains three
independent tasks.

Table 1 presents the timing properties related to tasks and partitions. More-
over, the period of the partition Partition1 1 is 30 ms and the time slices (i.e.
time intervals) allocated to it are (0,5), (10,15) and (20,25).

Figure 5 represents a part of a MoSaRT model compliant with the software
architecture of the example. The model highlights the software structure (i.e.
tasks and partition) and temporal behavior of tasks (i.e. task activities and
triggers).
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Fig. 5. Excerpt of a model expressed using the extended MoSaRT language

4.3 Implementing a Prototype of the Test

To the best of our knowledge, the test presented in Sect. 2.2 could not be found
in any freely available schedulability analysis toolset. It is easy to implement,
and the most time consuming part of a tool implementing this test would be
to connect it to a design framework in order to call it when necessary, as well
as to check if an input model fits with the underlying hypothesis of this test:
independent tasks, IMA hierarchical scheduler, sporadic constrained deadlines
tasks, uni-processor CPU. Using MoSaRT framework, we show how it is easily
possible to connect such a tool to a design language, as well as to check if an
input model can be handled by the developed tool. Hereafter, we show how the
analysis repository can be instantiated to lead designers to this tool for analysis.

4.4 Example: Instantiation and Utilization of MoSaRT Analysis
Repository

In order to assist designers to analyze models compliant with IMA architecture
specifications, we have used the analysis repository of MoSaRT back-end. We
can create a new repository or enrich an existing one. Due to the lack of space
we prefer the first way, because using an existing repository requires to explain
its content. Therefore, the new created repository is based on the context Feng
analysis model [6], which is defined by a set of characteristics, such that:
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Fig. 6. Excerpt of a repository containing the analysis context related to hierarchical
scheduling

– The architecture of CPOM is uniprocessor;
– Tasks are independant;
– No network used in the hardware architecture;
– Fixed priotity scheduling policy is used in partition level;
– etc.

If a design does not respect these characteristics, it does not mean that
the structure of the design is incorrect. However, when all characteristics are
respected we can conclude that the analysis context of the design is the one
presented in Sect. 2. Figure 6 is our instance of the MoSaRT analysis repository.
This instance contains several characteristics equivalent to a set of identification
rules, where each rule is an OCL constraint (e.g. rule1 on Fig. 6). We also link
the implemented analysis test to the context in order to check the schedulability
of the design by calculating the response times of the tasks.

Once the new instance of the repository is ready to be used, we can connect
it to a design expressed using MoSaRT language. For example, if we launch
the MoSaRT identification process from the design of the example treated in
Sect. 4.2, the design will be checked if it is compliant with the context added
in the new repository. Moreover, the identification process of MoSaRT presents
the result of this step. Figure 7 shows the analysis test corresponding to the
characteristics of the design. The result window recapitulates the rules that are
verified by the design and also the suitable analysis model. References related to
tests and models are also presented in case when designers need more details.

Note that if the designer agrees with the proposed tests, this latter can be
performed from the MoSaRT framework by doing a transformation to the input
formalism of the analysis tools. Indeed, the worst-case response times of our case
study are presented in Table 2.
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Fig. 7. Result of a MoSaRT identification process

Table 2. Analysis result

Task Response Time (ms) Schedulable

Task1 6 Yes

Task2 8 Yes

Task3 27 Yes

5 Conclusion

Numerous analysis tests have been proposed, but their utilization requires a
colossal background related to identify the exact underlying hypothesis of each
test, and the certainty of the analysis results depends on the context of each
analyzed system. We underlined the advantages of having a framework such
as MoSaRT framework, which facilitates the analysis phase of designers. Since
MoSaRT framework is mainly based on model-driven engineering techniques, we
had easily extended it in order to support the design of IMA architectures and
ease their analysis. In our ongoing research, we will be interested in distributed
avionics architectures by taking AFDX networks into considerations. Moreover,
we will add various analysis tools to compare and discuss the output results.
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Abstract. Conceptual modeling languages are valuable means for ana-
lyzing, designing and controlling information systems. In recent years,
some languages became de facto standards in their particular field of
application, which simultaneously leads to an increasing demand for
domain-specific extensions in order to both benefit from dissemination
and apposite concepts. However, recent studies reveal a remarkable lack
of methodical support for language extensibility, which hampers sys-
tematic extension design, comprehensibility and interoperability. This
research article therefore aims to outline different meta model extension
mechanisms based on an analogy to extension principles from the field of
Software Engineering. The techniques of hooking, aspects, plug-ins and
add-ons are presented and their adaptation is elaborated by the defin-
ition of additional extension packages within the Meta Object Facility
(MOF) in order to provide constructs for the definition of extensible
meta models.

Keywords: Meta meta modeling · Meta model extensions · Conceptual
languages · Abstract syntax · Meta object facility

1 Introduction

Conceptual modeling languages are valuable means for the management of enter-
prise information systems and constitute as one of the most essential research
objects within the Information Systems discipline [1,2]. During the last decade, a
few languages became de facto standards in their particular fields of application
(e.g., BPMN for business process modeling [3]). Prevalence and dissemination
of those languages imply several benefits such as a common understanding of
syntax and semantics and a certain level of quality management. Moreover, it
seems to be promising to focus on a few stable, prevalent and mature standard
languages and the design of language dialects, instead of expensively building
domain-specific modeling language (DSML) from scratch1. However, the emer-
gence of commonly used artifacts also entails an increasing demand for their
1 Indeed, DSMLs are worthwhile and powerful methods for solving very specific tasks

within a limited project scope.
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extension. This situation can be also observed for conceptual modeling languages
[4–8], which are extended due to different reasons like extending the language
vocabulary [8], facilitating model analysis or enabling model interoperability [4].

Despite these promising benefits, current language specifications reveal a
remarkable lack in terms of both syntactical concepts and methodical support
for extension design (cf. [4,9]). This lack provokes the unguided ad-hoc alteration
of existing meta models, which hampers extension exchange, tool integration and
general comprehensibility. The stated issue is mainly caused by the limited capa-
bilities of meta modeling languages like MOF in terms of structured meta model
extensibility [4,10]. We therefore aim to examine possibly adaptable mechanisms
from Software Engineering in order to provide syntactical constructs on the meta
meta model layer. Instantiating those constructs should then lead to extensible
meta models of particular languages, which could facilitate more systematic
extension design. The analogy to Software Engineering is driven by the similar-
ity of conceptual modeling languages and programming languages regarding to
their well-defined, formal syntax2. Although modeling languages and program-
ming languages differ in terms of semantics (informal versus formal [1,12]), we
argue that the adaptation of extension mechanisms can enhance the system-
atic design of the abstract syntax of meta model extensions. Consequently, the
research paper primarily addresses the abstract syntax in order to set a base for
further investigation in terms of semantics and pragmatics [1]. The adaptation
is exemplarily implemented in the Meta Object Facility (MOF), as MOF is the
prevailing meta modeling language and the base for numerous languages (e.g.,
BPMN, CMMN or KDM).

The remainder of this article is as follows: Sect. 2 provides some fundamen-
tals regarding extensibility. Section 3 elaborates the adaptation of four extension
techniques, namely hooking, aspects, add-ons and plug-ins. The article ends with
a brief conclusion and an outlook in Sect. 4.

2 Fundamentals

2.1 Extensibility in Conceptual Modeling Languages

In a wider sense, an extension is understood as enhancement of the expressive-
ness of a conceptual modeling language by introducing new constructs, prop-
erties or by specifying existing elements in order to represent purpose-specific
concepts. In the narrower sense, an extension must follow the extension mech-
anism of a modeling language in order to ensure meta model conformity. Gen-
erally, an extension is neither useful nor functional on its own (referring to [7]).
The extended modeling language is denoted as host language [8]. An extension
mechanism is understood as the specification of elements, rules and constraints
within a language meta model as well as the provision of methodical support
2 This article only considers conceptual modeling languages in the understanding

of semi-formal modeling languages having a formal syntax definition and informal
semantics [1,11,12].
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for their application. Only very few research articles explicitly address the issue
of extending languages. Braun (2015) outlines the current state of the art
and provides a classification for mechanisms and the underlying purposes [9].
Atkinson et al. (2013) discuss the topic against the background of enter-
prise modeling, present some extension design principles and introduce a multi-
level modeling approach [8]. Braun & Esswein (2014) examine BPMN exten-
sions and found that only few extensions are compliant to the meta model [5].
Kopp et al. (2011) present an extensive analysis of BPEL extensions [7] and
Pardillo (2010) analyzes published UML profiles [6]. None of these articles
tackles the issue on the meta meta model level.

2.2 Extensibility in Software Engineering

Motivation for program extensions comes mainly from elementary software prin-
ciples like modularization (separation of concern [13]), scalability [14], main-
tenance [15,16] or dependency inversion [17]. The consideration of unforeseen
program extensions is perceived as important but non-trivial task within Soft-
ware Engineering [14,18]. An extensible program is defined as program that can
be adapted to new tasks without altering the original source code [15,18]. An
extensible program should provide explicit concepts and mechanisms for cus-
tomization on the one side, but needs to ensure high cohesion within an exten-
sion and low coupling between extension and the host software on the other side
[17,19]. Although Parnas (1979) emphasized the importance of extensible soft-
ware already in the beginnings of Software Engineering [14], explicit literature
on this topic is rather scarce: Zenger (2002) elaborates assessment aspects
for software extensions like level of independence [20]. Klatt & Krogmann
(2008) propose more technical extension attributes like execution strategy and
evolution [21]. Heinlein (2003) introduces vertical and horizontal extensions
(vertical extensions enhance the type hierarchy, whereas horizontal extensions
aim to provide the additional operations for specify types [22]).

3 Adapted Extension Techniques

Our examination addresses the techniques of hooking, aspects, plug-ins and add-
ons as those techniques are frequently considered in Software Engineering liter-
ature. Each techniques is briefly introduced and its possible adaptation to meta
models is elaborated. As stated in Sect. 1, the adaptation is exemplarily applied
to the meta meta model layer of the Essential MOF (EMOF) by proposing
three additional packages and particular constructs (cf. Fig. 1). Both syntax and
semantics are described for each technique in order to outline their application
to language definitions on the meta model layer.

3.1 Hooking

Concept and Adaptation: The concept of hooking is understood as leaving
open parts of a program in order to define and specify those parts later in
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Fig. 1. Overview of all meta meta model packages for defining extensible modeling lan-
guages. Constraints are expressed by informal annotations instead of OCL statements
in order to enhance readability at this point.
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accordance with specific requirements. Hooks3 can be implemented by abstract
classes, interfaces or methods, which need to be concretized for the situational
injection of individual code [23], while other parts of the software remain fixed
(referred as frozen spots in [24]). Hooking is adapted in the sense of defining
and formulating open points in meta models for their later concretization. The
skeleton of a meta model remains rather fixed and only single aspects need to
be specified in accordance to a domain. This intention is generally similar to
the reference modeling approach, especially to the instantiation technique and
the specification technique [25,26]. A hook consists of exactly one meta model
element and new meta model elements can be hooked into a meta model in two
kinds: Firstly, meta model elements may act as placeholders and their specific
structure is left open. Secondly, meta model elements can be specified as abstract
for reasons of later specification, which covers the creation of sub types.

We propose the following hooking points according to the level of detail in
the meta model: On the model level, single meta model classes are left open
for filling in specific constructs. A hook thereby always relates to one original
meta model element. Original meta classes can only be referenced; extensions in
the form of new dependencies or existential constraints are not permitted. On
the level of concepts, single meta model classes can be specialized by domain-
specific subtypes. On the level of attributes, several hooks are possible: Firstly,
the entire attribute body can remain open for individual attributes. Further, it
should be possible to specify the types of attributes (e.g., specific enumeration
values). Addressing the constraint level of meta models, hooks can be also applied
to constraints of single elements like multiplicities (lower and upper bounds)
or complex constraint statements (e.g., OCL expressions). It is also allowed to
rename a model element in order to adjust it to a particular context (cf. [25]).

Abstract Syntax and Semantics: The left side of Fig. 1a defines the meta
meta model for renaming concepts and specifying attributes. The property name-
CanBeChanged indicates, whether the name of a particular meta model element
can be customized. Then it has to start with a $ prefix. IsHookingPoint indi-
cates whether the property acts as hooking point and IsAddedProperty reveals
whether a property was added by a hook. TypeCanBeChanged represents the
opportunity of altering a property type. The properties lowerCanBeChanged
and upperCanBeChanged stand for a possible change of the cardinality val-
ues (cf. the Multiplicity Element class from EMOF). The Enumeration class
from EMOF is also extended with the property isHookingPoint. LiteralsCan-
BeChanged indicates that literals can be changed or added at all. The right
side of Fig. 1a covers constructs for concretization. Original Class represents the
point of the host meta model that can be refined (hooking point). The Inter-
face class is introduced as an adapter for hooking points and consists of exactly
one class and one Hook Container, which is a used for encapsulating added
Extension Classes. These classes represent new concepts in order to fulfill the
defined hook. The Extension Integrator Class facilitates the logical integration
between the hook component and the single meta model class that is extended.
3 Alternatively referred as extension points [23] or hot spots [24].
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Fig. 2. Overview of introduced notational elements for the graphical representation of
the respective meta meta model concepts within language definitions.

Therefore, a generalization between the integrator class and the original class is
used (Hook Generalization).

Concrete Syntax: Figure 2a represents the proposed notational supplements
for the meta meta model layer in order to explicate hooking concepts. Generally,
extensible parts have a grey background. Hook Containers are represented as
grey filled rectangles with a double lined border and the particular extension-
Class is positioned at their border. Open attribute bodies are also depicted by
a grey attribute background. Renamings of class names (e.g., $ MetaClass) and
attribute values (e.g., $ value1 ) are indicated by the required prefix.

3.2 Aspects

Concept and Adaptation: Functions for logging, transactions control or secu-
rity are typically needed at numerous points within a program hierarchy, but
an integration of those rather analytical functions to the class structure of the
business logic would cause class overloading, complication and violation of sepa-
ration of concern. Aspect-oriented programming (AOP) aims to centralize those
cross-cutting concerns and provide them dynamically in requested spots [24,27].
An Aspect consists of Joint Points, Point Cuts and Advices [27]. A Joint Point
serves as specified intrusion point for an Aspect (e.g., exceptions or method calls).
A Point Cut consists of different Joint Points and summarizes them with boolean
statements. An Advice is the code which has to be executed, if a particular Point
Cut is reached during program execution [27]. The principle behind AOP can be
abstracted and adapted to the case of meta model extensions as follows: Cross-
cutting concerns are adapted as domain-unspecific model information, which can
be used by several parts of the meta model (e.g., for model analysis). The AOP
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program structure (class hierarchy) is adapted in the sense of a host meta model.
Thereby, specializations (sub classes of host meta classes) are not permitted due
to the additive kind. An Aspect is understood as extension, which contains par-
ticular extension classes. The inner logic and structure of these extension classes
can be reflected as Advices in the sense of the actual added value. The Joint
Point concept is adapted for the integration of original classes and extension
classes. This means, that if a particular original class is instantiated, then the
aspect can also be instantiated. The Point Cut concept is not applied.

Abstract Syntax and Semantics: Within Fig. 1b, the Aspect meta class is
composed of at least one Extension Class, at least one Joint Point and one Exten-
sion Integrator Class. Extension Classes are used for the creation of the actual
extension content (Advice). A Joint Point consists of one Extension Integrator
Class and one Original Class. The dependency of both elements is represented
by a special association, the Joint Point Association. The Extension Integrator
Class is typed as singleton in order the emphasize that only one instance per
aspect package is created. The Constraint meta class from EMOF can be used
for the specification of constraints in order to specify particular Advices.

Concrete Syntax: Figure 2b represents the graphical representation of aspects
for meta model definitions.

3.3 Plug-Ins

Concept and Adaptation: Plug-ins are functional extensions of a host sys-
tem through well-defined interfaces [28,29]. Plug-ins constitute as applications
for specific business problems instead of providing generic functionality [29] and
are usually able to exist on their own [23]. A plug-in interface is realized by the
definition of several extension points, which are code spots where the execut-
ing program asks a central registration unit for plug-ins which want to execute
own code. A meta model plug-in is hence understood as consistent, coherent
and independent model, which can enhance the expressiveness of a modeling
language.

A meta model plug-in is characterized by an ample level of complexity in
regard of its concepts and interdependencies. On the meta model level, a plug-in
interface is adapted in the form of one or more original classes, which are con-
nected to a contextually related interface, to which a plug-in must be compliant.
At this point, model integration techniques are required in order to map concepts
of the intended plug-in to the defined interface (e.g., [30,31]). The plug-in tech-
nique is appropriate for enhancement and augmentation of a host meta model
as it adds conceptually new elements [4,8].

Abstract Syntax and Semantics: Figure 1c depicts required meta meta model
concepts for plug-ins within the Add-On and Plug-In package. The Interface class
defines the interface between the host (meta model) and the extension (plug-in).
An interface consists of at least one original class which constitutes as exten-
sion point (cf. Original Classes). The de facto copy of a particular meta class
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is required for separating the original meta model from its extensions. An orig-
inal class can be assigned to multiple interfaces. Extension Containers group
plug-in concepts and can be compatible to an interface. The Extension Class is
used for the definition of plug-in concepts, which represent the actual content
of a plug-in. Extension Integrator Classes facilitate the logical integration by
linking the extension point and the extension content. The Adapter Association
class is a special association for the representation of this essential linkage and
aims to support the analysis of particular dependencies. An adapter association
is assessed as dependent, if the lower bound is greater than 0 or if the rela-
tion constitutes as aggregation or composition. If all adapter associations are
dependent, then the influence of the plug-in is perceived as very strong. If all
adapter associations are independent, then the influence is weak and the plug-in
adaptation remains rather optional. Additionally, relations and generalizations
between original classes and plug-in classes are forbidden (except the relation to
integrator classes), as plug-ins are understood as separated components.

Concrete Syntax: Figure 2c depicts notational elements the specification of
plug-in extension points in meta models. Extension Containers is represented in
the same kind as a Hook Containers, whereby the extension type is represented
at the top. Adapter Associations are depicted as associations with a special icon
in the middle.

3.4 Add-Ons

Concept and Adaptation: Although add-ons are similar to plug-ins, they
possess rather limited capabilities and have a smaller conceptual scope. Their
existence depends strictly on the host system and add-ons cannot be executed
separately. Add-ons merely provide optional features, which are not that impor-
tant for the host system. Add-ons have the same basal architecture as plug-ins,
excepting two points: The inner complexity of add-ons is limited and an add-on
cannot be instantiated or executed alone. The adaptation of the add-on mech-
anism corresponds largely to the adaptation of plug-ins which is outlined in
Sect. 3.3. With regard to meta models, we propose add-ons as primarily incre-
mental, attribute-wise extensions of host meta classes. Thereby, new attributes
and concepts have a strong dependency on original concepts, while the origi-
nal meta class is never dependent on any extension class. Add-ons can further
specify original classes. Both aspects are neither possible nor reasonable with
plug-ins. Consequently, add-ons are appropriate for model analysis, specification
and minimal augmentation [4,8].

Abstract Syntax and Semantics: Meta model add-ons can be designed by
applying concepts of the previously introduced Add-On and Plug-In package.
In order to distinguish add-ons logic from plug-ins logic, specific constraints are
defined for Original Classes, Extension Classes and Extension Integrator Classes.
These constraints are required to ensure that each original class is independent
of each extension class. However it is allowed to refer to original classes by
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extension classes (which is forbidden within plug-ins as they are isolated model
components). Also respective sub class building is feasible.

Concrete Syntax: Figure 2c already introduced the graphical notation for new
elements of the Add-On and Plug-In package. Add-on definitions might use the
specified generalization edge for representing generalizations between Original
Classes (super types) and Extension Classes (sub types).

4 Conclusion and Outlook

Figure 3 summarizes the basic syntactical architecture of each considered app-
roach. Especially, the dependencies between original classes (extension points)
and extension integrator classes are focussed in order to emphasize the difference
between plug-ins and add-ons, for instance. It is further important to keep in
mind, that hooks and add-ons are rather weaved with an original meta model,
whereas plug-ins constitute as isolated, separately defined model components.

Hook 
Extension Point 

Original Class 

Extension Class 
(Integrator) 

Extension Class Add-On Add-On + Adapter 

1..* 

Plug-In Plug-In + Adapter AspectAspect + Adapter 

Fig. 3. Comparison of the basic architecture of each proposed extension technique.
Respective dependencies are presented as directed edges with an unfilled arrow head.

Figure 4 summarizes the general procedure for applying the presented
approaches. Some mechanisms require the definition of specific interfaces or the
declaration of extensible elements. This declaration is realized in the first step
and enables extensibility of the meta model at all. In the next step, the concrete
extension content is applied to the meta model. In the last step, host classes and
extension classes have to be merged (e.g., hooking) or simply connected (e.g.,
plug-ins) in order to shape a unified meta model version, which constitutes the
language extension.

Host Meta
Model 

Host Meta Model + 
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MOF 

Extension 

Instance of

Host Meta Model + 
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MOF 

Extension MOF 
MOF 
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Fig. 4. General procedure for applying the introduced mechanisms.
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This position paper tackles the under-investigated field of meta model exten-
sibility and is motivated by the potential benefits of adapting software extension
techniques in order to facilitate the definition of extensible meta models. We
therefore examined four techniques and elaborated their adaptation through
appropriate analogies and concretization. The stated adaptations are imple-
mented as additional meta meta model packages within the EMOF in order
to enable an integration and implementation within the prevalent MOF envi-
ronment. This facilitates the straightforward application on the meta model
layer of any MOF-based conceptual modeling language. Currently, the proposed
architecture is prototypically implemented in the Eclipse Modeling Framework
(EMF) and its usefulness is evaluated in the context of enterprise modeling lan-
guages. Results on that will be published in a separate research report. Due
to the limited space of this paper, we refrain from the presentation of detailed
applications on the meta model layer. However, exemplarily instantiations of the
proposed mechanisms were applied to the business process modeling language
BPMN and will be available in an upcoming publication (cf. [32]).

As this article focusses the abstract syntax, it is important to investigate
semantical aspects of extension design. For instance, there is only little research
on the semantic description of language extensions and their distinction from
original concepts. It seems to be reasonable to conduct semantical check routines
in order to avoid contradictions between meta models and added extensions. It
is also required to provide better integrated guidance for the creation of single
extension based on specific domain requirements.
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Abstract. This paper presents a technique to diagnose probabilistic
counterexamples that are generated when model checking probabilistic
systems against probabilistic properties. In probabilistic model checking
(PMC), a counterexample is a set of paths in which a path formula holds,
and their cumulative probability mass violates the probability bound.
The diagnosis is to repair errors in probabilistic PRISM programs using
the probabilistic abduction reasoning on Independent Choice Logic (ICL)
programs describing the generated probabilistic counterexamples.

Keywords: Stochastic systems · Probabilistic model checking · Inde-
pendent choice logic · Probabilistic abduction reasoning

1 Introduction

Probabilistic model checking has appeared as an extension of model check-
ing for analysing systems that exhibit stochastic behaviour [11]. Several case
studies in several domains have been addressed from randomized distributed
algorithms and network protocols to biological systems and cloud computing
environments. These systems are described usually using Discrete-Time Markov
Chains (DTMCs), Continuous-Time Markov Chains (CTMCs) or Markov Deci-
sion Processes (MDPs), and verified against properties specified in Probabilistic
Computation Tree Logic (PCTL) [8] or Continuous Stochastic Logic (CSL) [3].
If the model does not satisfy such specification, it generates an error trace (coun-
terexample); by analysing it we can locate the source of the error.

The counterexample in PMC is a set of evidences or diagnosis paths that sat-
isfy path formula and their probability mass violates the probability threshold.
As it is in conventional model checking, in PMC the generated counterexample
should be small and most indicative to be easy for analysing [2,7,9]. In PMC,
this task is more challenging since the counterexample consists of multiple paths.
However, generating small and indicative counterexamples only is not enough
for understanding the error. Therefore, counterexamples diagnosis is inevitable.
Many works in conventional model checking have addressed the diagnosis of coun-
terexamples to better understand the error. As it was done in conventional model
c© Springer International Publishing Switzerland 2015
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checking, addressing the error explanation in the probabilistic model checking is
highly required, especially that probabilistic counterexample consists of multiple
paths instead of single path, and it is probabilistic.

In this work, we present a technique for the diagnosis of the probabilis-
tic counterexample generated when model checking probabilistic systems. This
technique is based on Independent Choice Logic (ICL) [15] which combines logic
programming and probability into a coherent framework. The idea of the Inde-
pendent Choice Logic is straightforward: there is a set of independent choices
with a probability distribution over each choice, and a logic program that gives
the consequences of the choices. There is a measure over possible worlds (mod-
els) that are defined by the probabilities of the independent choices, and what is
true in each possible world is given by choices made in that world and the logic
program. The idea of this work is to create ICL programs that are descriptions
of generated probabilistic counterexamples. These ICL programs are inputs to
a diagnosis system which is defined at Meta level for analysing the equivalent
ICL programs where many Meta level reasoning operations are defined. These
Meta level diagnosis operations are based on reasoning by probabilistic Horn
abduction [14] which allowed for probabilistically independent choices and a
logic program to give the consequences of the choices. The diagnosis reason-
ing can detect spurious behaviours that should be eliminated by a process of
refinement.

Related Works. There are several works that have used the definition of causal-
ity in the context of model checking [5,6]. In our previous work [6], we have
proposed an aided-diagnosis method for probabilistic counterexamples based on
the notions of causality paths and responsibility. The definition of causality has
also been used by the authors of [10]. They adopt the definition of causality
to event orders for generating fault trees from probabilistic counterexamples.
They extended their approach by integrating causality in the model checking
algorithm itself [13]. The authors of the work in [4] have developed an approach
to reduce the problem of probabilistic model repair to a nonlinear optimisation
problem of a minimal-cost objective function using a new version of parametric
probabilistic model checking.

This paper is organized as follows. In Sect. 2, we present the theoretical aspect
of diagnosing the probabilistic counterexamples; we begin by presenting a simple
stochastic program as an example for generating probabilistic counterexample
which will be used for explaining the idea of this diagnosis approach. In Sect. 3,
we review the Independent Choice Logic and we explain how we can generate ICL
programs from probabilistic counterexamples. Section 4 presents the computing
aspect of this technique using probabilistic abduction reasoning. At the end, we
give conclusions and future works.

2 Diagnosing Probabilistic Counterexamples

To explain this approach for diagnosing probabilistic counterexamples, we need
to present an example of a stochastic system. Its model is written with the
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1: dtmc //Discrete-Time Markov Chain

2: module Example

3: f0 : bool init true ;

4: f1 : bool init false ;

5: f2 : bool init false ;

6:

7: [a] f0 & !f1 -> 0.4 : (f0’ = false) +

8: 0.6 : (f1’ = true) ;

9: [b] !f0 -> 0.3 : (f1’ = true) & (f2’ = false) +

10: 0.7 : (f1’ = false) & (f2’ = true) ;

11: endmodule

Fig. 1. Example program

language used by the model checker PRISM [12]. Consider a probabilistic system
composed of one process. The set of system states S is {f0, f1, f2}2, the variables
f0, f1, and f2 are Boolean variables. An element 〈f0, f1, f2〉 ∈ S represents the
state of the process. The initial state s0 is 〈f0,¬f1,¬f2〉 (a state is a tuple
of formulas, each one should be true, for example f0 means f0 = true, ¬f1
means f1 = false and ¬f2 means f2 = false), and the probabilistic finite state-
transition program is defined in Fig. 1.

This model program can now be subjected to detailed quantitative analysis.
Thus the key idea of this analysis process is to perform a series of experiments
on the resulting model for a range of stochastic properties. A property can be
expressed as the probability that the process will reach a state where f2 becomes
true is less than or equal 0.25 and the formula f0 ∨f1 is true in all the preceding
states. This is expressed by the PCTL [8] formula

P≤0.25 [(f0 ∨ f1)Uf2].

The probabilistic model checking can confirm the satisfaction of this prop-
erty. In the case of the non-satisfaction of the property, and since probabilistic
model checkers as PRISM [12] do not offer the possibility to generate counterex-
amples, then using tools like DiPro [1] to generate counterexamples explaining
the non-satisfaction of the property is necessary. DiPro (Directed Probabilis-
tic Counterexample Generation) is a tool used for generating counterexamples
from DTMC, CTMC and MDPs models, and it is used jointly with the model
checker PRISM to render the counterexamples in text or XML formats as well
as in graphical mode. Figure 2 shows a probabilistic counterexample generated
by the tool DiPro, which demonstrates that the property is unsatisfied by the
model where an intentional error is introduced (the colored underlined text in
line number 7 is removed from the program). The counterexample is composed
of two finite paths aab and aaab, where a and b are transition labels and its
probability is 0.2688 which exceeds the property threshold (0.25). The initial
state (the cubic node) is encoded by f0 ∧ ¬f1 ∧ ¬f2, the second state (the big
circle node) is encoded by the formula f0 ∧ f1 ∧ ¬f2, the third state (the small
circle node) is encoded by ¬f0∧f1∧¬f2 and the last state in the counterexample
(the diamond node) is encoded by ¬f0 ∧ ¬f1 ∧ f2.
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Fig. 2. Graphical representation of the probabilistic counterexample

However, generating probabilistic counterexamples as a set of finite paths
[7,9] demonstrating the non-satisfaction is not enough for understanding the
error. Therefore, counterexamples diagnosis is inevitable. In this paper, we will
present a work to diagnose the probabilistic counterexamples to identify causes
of errors. Due to our experience, addressing the error explanation in the proba-
bilistic model checking is highly required.

The probabilistic property with upper threshold φ = P≤p[ϕ] (the proper-
ties with lower threshold can be easily transformed to properties with upper
threshold [2,7]) is refuted when the probability mass of the paths (probabilis-
tic behaviours) satisfying ϕ exceeds the bound p. Therefore, a probabilistic
counterexample for the property φ is formed by a set of infinite paths start-
ing at state s0 and satisfying the path formula ϕ. We denote these paths by
Paths(s0 |= φ). The counterexample can be formed of set of finite paths where
each finite path ω = s0 (P (s0, s1)) s1...sn is the smallest prefix of infinite paths
from Paths(s0 |= φ) satisfying the formula ϕ. Where, si, 0 ≤ i ≤ n are states
from the set S of the program model states and P (si, si+1) is a transition prob-
ability. We denote these finite paths by FinitePaths(s0 |= φ).

It is clear that we can get a set of probabilistic counterexamples, noted
PCX(s0 |= φ), which is a set of any combination from FinitePaths(s0 |= φ)
that their probability mass exceeds the bound p. Among all these probabilis-
tic counterexamples, we are interested in the most indicative one. The most
indicative counterexample is minimal counterexample (has the least number of
paths from FinitePaths(s0 |= φ)) and its probability mass is the highest among
all other minimal counterexamples. We denote the most indicative probabilistic
counterexample by MIPCX(s0 |= φ). We should note that the most indicative
probabilistic counterexample may not be unique.

2.1 Diagnosis Approach

For PCTL/CSL properties of the form φ = P≤p[ϕ], explaining the violation
reduces to the explanation of exceeding the probability bound p over the DTMC,
CTMC or MDP models. A path in the probabilistic counterexample can repre-
sent a spurious (false positive) probabilistic behaviour of the model under veri-
fication. A false probabilistic behaviour is caused by at least one false transition
from a source state to a target state that is caused by the abstraction level used
for formulating transition guards or false probability/rate expression associated
with it. As a consequence, the model program should be modified by refining
transitions guards or correcting probability/rate expressions to eliminate these
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spurious transitions. Thus, the diagnosis approach is to detect these transitions
causing the unsatisfaction of the PCTL (CSL) property. As it will be explained,
it is possible to get different possibilities (alternatives) for diagnosing a most
indicative counterexample which they are called possible diagnoses.

Definition 1. A most indicative counterexample MIPCX(s0 |= φ) is consid-
ered as a tuple (V, Q, q0, Ω) where V = {v1, v2, · · · , vn} is the set of program
variables, Q ⊆ S is a subset of states from the set of model states S, q0 = s0 is the
initial state, Ω is the set of probabilistic finite paths (ω = q0 (p1) q1 (p2) q2 · · · qn)
in MIPCX(s0 |= φ), where qi ∈ Q and pi ∈ R>0 for i > 0, pi is probability/rate
value associated with the model transitions. We note by LQ = lastStates(Ω)
(LQ ⊆ Q) the last states of the finite paths in MIPCX(s0 |= φ).

A false probabilistic counterexample transition τm = qi (pi+1) qi+1 from a
probabilistic finite path ω ∈ Ω is a probabilistic model transition built from
a program transition expression (τp) that has a weak abstract guard formula
and then, it should be strengthened by extra condition on variables from V to
get rid of this false model transition or to correct its probability/rate program
expression. Each guard ψ of probabilistic program transition, as specified with
the PRISM language, is a formula that may represent a superset of states from
the program model states S. This means the abstract probabilistic program
transition guarded by ψ represents a superset of probabilistic model transitions.
Consequently, certain counterexample states from Q may be the cause of spu-
rious probabilistic behaviours (due to abstraction, we have more probabilistic
behaviours than the concrete set of probabilistic behaviours). Thus, the diag-
nosis approach is to detect these spurious probabilistic behaviours modulo the
property specification and then eliminating them by a process of refinement of
false program transition guards or correction of false program probability or
rate expressions.

To detect the spurious probabilistic behaviours modulo the property spec-
ification φ = P≤p[ϕ1 U≤n ϕ2], we begin by creating from the path formula
ϕ = ϕ1U≤nϕ2 the set of simple formulas SFφ that are responsible of its truth.
We call a formula sf a simple formula which satisfies ϕ, if any formula sf ′ sim-
pler than sf doesn’t satisfy ϕ. We define a simple proposition sp to be an atomic
proposition or negation of an atomic proposition that is used for specifying the
formula ϕ (it is possible to transform the formula ϕ to a negative normal form,
where the negation appears only before an atomic proposition). The set of all
simple propositions in the property φ is denoted by SPφ. A simple formula sf
can be either a simple proposition sp (noted by sf = {sp}) or a disjunction
of simple propositions sf ≡ sp1 ∨ sp2 ∨ · · · ∨ spn, where n > 1 which can be
also represented as a set sf = {sp1, sp2, · · · , spn}. A simple proposition sp can
belong to many simple formulas.

A simple formula sf of the path formula ϕ should verify the condition: if Q
is the set of states in the most indicative probabilistic counterexample and LQ

is its last states then ∀q ∈ Q\LQ |= sf ∨ ∀q ∈ LQ |= sf . We define the degree of
responsibility of a probabilistic counterexample state q ∈ Q to satisfy the path
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property ϕ with respect to a simple proposition sp ∈ SPφ from a simple formula
sf by, if q doesn’t satisfy sp then dr(q, sf [sp]) = 0 else dr(q, sf [sp]) = 1/ |sf ′|,
where sf ′ ⊆ sf is defined by ∀sp ∈ sf ∧ q |= sp ⇒ sp ∈ sf ′. The notation sf [sp]
means we take the simple proposition sp from the simple formula sf . Thus, the
degree of responsibility of a probabilistic counterexample state q ∈ Q to satisfy
the path property ϕ with respect to a simple proposition sp ∈ SPφ from any
simple formula sf ∈ SFφ is

dr(q, sp) = max {dr (q, sf [sp]) |sf ∈ SFφ }.

For example, from the property φ = P≤0.25[(f0∨f1) U (f2)] we can create the
set of simple propositions SPφ = {f0, f1, f2}. The simple formulas are sf1 = f2
and sf2 = f0 ∨ f1 (that is represented by SFφ = {{f2}, {f0, f1}}). If q ∈ Q is
defined by q = {f0, f1, f2}, then dr(q, sf2[f0]) = 0.5, dr(q, sf2[f1]) = 0.5, and
dr(q, sf1[f2]) = 1. We should remark that ∀sf ∈ SFφ, dr(q, sf) equals to one
(∀sf ∈ SFφ : ∃sp ∈ sf : q |= sp).

Let ω be a finite path in the most indicative counterexample MIPCX(s0 |=
φ) = (V, Q, q0, Ω); τm ≡ [v1 = x1 ∧ · · · ∧ vn = xn] (p) [v1 = y1 ∧ · · · ∧ vn = yn] is
a model transition from the finite path ω where vi ∈ V, xi, yi ∈ dom(vi), for
1 ≤ i ≤ n. We note the source and target states of τm (that are represented as
conjunctions of simple propositions) by the sets τS = {vi(xi)} and τT = {vi(yi)}
for i = 1, · · · , n, respectively. Then τm ≡ τS(p)τT .

Definition 2. Let τp ≡ ψ∧(A (px)) be a PRISM program transition where ψ and
A are the guard and target (assignments of the update) formulas of τp, respec-
tively and px is its associated probability/rate expression (it can be a constant).
Let τm ≡ τS (p) τT be a model transition from the most indicative counterexam-
ple. We say τm is strongly associated with τp (denoted by τm � τp) if

(τS |= ψ ∧ τT |= A) ∧ (∃m ∈ N+ : m × p = px(x1, · · · , xn)).

where N+ is the set of the positive natural numbers. We will have a weak asso-
ciation denoted by τm ⊂ τp, if the condition ∃m ∈ N+ such that m × p =
px(x1, · · · , xn) is not verified.

We check the satisfaction relations τS |= ψ (or τT |= A) by valuating the
expression ψ (or A) over values from the set τS = {vi(xi)} (or τT = {vi(yi)}).
The expression px(x1, · · · , xn) is valuated using the variables values from the set
τS = {vi(xi)} (the current model state). We define the function spSet : S → 2SPφ

to return a subset spSet(s) from the simple propositions set SPφ verified in a
state s ∈ S (i.e. spSet(s) = {sp ∈ SPφ|s |= sp}).

Definition 3. Let τm � τp be a strong transition association where τm ≡
τS (p) τT is a model transition and τp ≡ ψ ∧ (A (px)) a program transition. We
define the set of simple propositions candidates for eliminating spurious behav-
iours caused by the transition τp by SPc = spSet(τS)\spSet(ψ). We say a pro-
gram P ′ = P ∪ (P\τp) ∪ (ψ ∧ ¬sp ∧ (A (px))) is a refinement of the program P
by the simple proposition sp of the property specification φ, if

sp ∈ SPc ∧ ∀sp′ ∈ SPc : dr(τS , sp) ≤ dr(τS , sp′)
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If SPc is empty then the spurious behaviours may be caused by probability/rate
expressions in strongly/weakly associated program transitions. In this case the
refined program is

P ′ = P ∪ (P\τp) ∪ (ψ ∧ (A (px′)))

Where px in τp ≡ (ψ ∧ (A (px))) is modified by a new probability/rate expres-
sion px′. This new expression should reduce the probability/rate of the model
transition by a sufficient amount to verify the condition τS(px′) < p if τm � τp

(strong association) and/or it should increase the probability/rate of the model
transition to verify τS(px′) > p if τm ⊂ τp (weak association). The expression
τS(px′) means valuation of px′ in the state τS.

If the model of P ′ satisfies the property φ then the used simple proposition sp
for refinement (or modified probability/rate expression) is a possible diagnose
else the refinement/correction process continues by the same way with other
simple propositions from the set SPc (or other probability/rate expressions)
if it is not empty else we investigate with other probabilistic counterexample
transitions. The process of model-checking-refinement/correction will continue
until the property is satisfied (there is no counterexample) or there is no possible
refinement/correction (there is no diagnose).

3 Generating ICL Diagnosis Models

To diagnose the generated most indicative counterexamples against the program
of stochastic system model modulo the property specification, we need to build
diagnosis models to be used as inputs for reasoning operations. In our approach
we have used the Independent Choice Logic [15] where the diagnosis is based on
probabilistic abduction reasoning [14]. The Independent Choice Logic (ICL) is
logic for adding independent stochastic inputs to a logic program.

An ICL theory is a triple (F,C, P ) which consists of a set of facts F represent-
ing an acyclic logic program, a choice space C = {A1, A2, · · · , An}, which is a set
of sets of atoms. The elements of the choice space are called alternatives. The ele-
ments of the alternatives are called atomic choices Ai =

{
ci
1
, ci

2
, · · · , ci

n

}
. Atomic

choices in the same or different alternatives cannot unify with each other. Atomic
choices cannot unify with the head of any clause in the set of facts F . The element
P is a probability distribution over the alternatives in C. That is P : ∪C → [0, 1]
such that ∀Ai ∈ C :

∑
c∈Ai

P (c) = 1. The restrictions on the unification of atomic
choices are there to enable a free choice of an atomic choice from each alternative.

With respect to the definition of ICL, the logic program of the diagnosis
model for the most indicative probabilistic counterexample MIPCX(s0 |= φ) =
(V, Q, q0, Ω) is a tuple DM = (Fr, Ft, C, P ), where Fr is the set of facts asserting
the satisfaction of simple propositions of property specification φ, Ft is the set
of facts asserting the different transitions in the probabilistic counterexample,
C is the choice space and P is a probability distribution over C. First, from
the property φ = P≤p[ϕ1U≤nϕ2], we create the set of simple formulas SFφ

containing simple propositions as defined before. Then, the produced set SFφ is
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used for generating the set of facts Fr defining the degree of responsibility for
each state from the counterexample states to satisfy the path formula ϕ1U≤nϕ2

with respect to each simple proposition from the set SPφ.
Each fact is a predicate of the form fdr(s(q), L), where the predicate s(. . .)

is used to assert that its argument is a counterexample state, q is a counterex-
ample state from Q and L is a list of sub-lists. Each sub-list element is the
set of simple propositions where the sum of responsibility degrees of the state
q ∈ Q according to these simple propositions is one (we recall the responsi-
bility degree of a probabilistic counterexample state to satisfy the path for-
mula ϕ according to each simple formula sf is one). For example, if we have
sf1 = {sp1}, sf2 = {sp2, sp3}, dr(q, sf1[sp1]) = 1, dr(q, sf2[sp2]) = 0.5 and
dr(q, sf2[sp3]) = 0.5 then the responsibility degree fact of the state q accord-
ing to all these simple formulas is fdr (s(q), [[sp1] , [sp2, sp3]]) = 1. If the state
doesn’t satisfy a simple proposition from the set SPϕ then it will not be present
in the list (its degree of responsibility with respect to this simple proposition is
zero). A simple proposition can be listed more than one if it is an element of
many simple formulas. By this way, we define only one responsibility degree fact
for each probabilistic counterexample state.

For each transition q (p) q′ from the finite path ω ∈ Ω, we create a clause of
the form s(q′) <− s(q) & fdr(s(q), X)=D & p1qq′(D) ., where fdr(s(q), X)=D
is the responsibility degree of the source state on satisfying the path formula
with respect to simple propositions X. In the case of a cycle transition and
as the ICL programs are acyclic; we create a copy of the source state of each
transition. The set of choice alternatives Alt = {A0, · · · , An} is created for each
source state in addition to their copies where n is its number, for example, the
logic choice p1qq′(D) is inserted to the choice alternative of the state q′. By this
way, we create the choices space C. At the end, the probability distribution P is
generated from the list of alternatives Alt and the probability distribution over
the initial states, for example as we have only one initial state the probability
distribution is prob s(q0) : 1.

For example, the counterexample MIPCX(s0 |= φ = P≤0.25[(f0 ∨
f1)U(f2)]) = (V, Q, q0, Ω) generated when model checking the example program
(Fig. 1), against the property φ is defined by V = {f0, f1, f2}, Q = {q0, q1, q2, q3},
q0 = s0 and Ω = {q0 (0.6) q1 (0.4) q2 (0.7) q3, q0 (0.6) q1 (0.6) q1 (0.4) q2 (0.7) q3} is
composed of two finite paths. The set of finite paths contains a cycle (q1 (0.6) q1),
then a copy qc

1 of q1 should be created. The model counterexample states are
defined as follows. q0 = f0∧¬f1∧¬f2, q1 = qc

1 = f0∧f1∧¬f2, q2 = ¬f0∧f1∧¬f2
and q3 = ¬f0∧¬f1∧f2. The set of simple formulas SFφ = {{f0, f1}, {f2}} is con-
structed from the set of simple propositions SPφ = {f0, f1, f2}. The responsibil-
ity degrees are dr(q0, f0) = 1, dr(q1, f0) = 0.5, dr(q1, f1) = 0.5, dr(qc

1, f0) = 0.5,
dr(qc

1, f1) = 0.5, dr(q2, f1) = 1 and dr(q3, f2) = 1. The responsibility degrees of
all other cases are zero. The ICL program generated from this counterexample
is defined by the tuple (Fr, Ft, C, P ), where
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Fr =

{
fdr(s(q0), [[f0]]) = 1 ., fdr(s(q1), [[f0, f1]]) = 1 ., fdr(s(qc1), [[f0, f1]]) = 1 .,
fdr(s(q2), [[f1]]) = 1 ., fdr(s(q3), [[f2]]) = 1 .

}

Ft =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

s(q1) < −s(q0) & fdr(s(q0), X) = D & p1c01(D) .,
s(qc1) < −s(q1) & fdr(s(q1), X) = D & p2c11c(D) .,
s(q2) < −s(q1) & fdr(s(q1), X) = D & p1c12(D) .,
s(q2) < −s(qc1) & fdr(s(qc1), X) = D & p2c1c2(D) .,
s(q3) < −s(q2) & fdr(s(q2), X) = D & p1c12(D) .

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

C =

{
A0 = {p1c01(D)} , A1 = {p1c12(D), p2c11c(D)} ,
A2 = {p2c1c2(D)} , A3 = {p1c23(D)}

}

P =

⎧⎨
⎩

prop s(q0) : 1.0 ., prop p1c01(D) : D ∗ 0.6 .,
prop p2c11c(D) : D ∗ 0.6 , p1c12(D) : D ∗ 0.4 .,
prop p2c1c2(D) : D ∗ 0.4 ., prop p1c23(D) : D ∗ 0.7 .

⎫⎬
⎭

The counterexample contains a cycle transition (q1 (0.6) q1). To make the cor-
responding logic program acyclic, we create a copy qc

1 of the state then the
transition becomes q1 (0.6) qc

1. This syntax is based on the ICL language syntax
which is a meta-language of Prolog (Prolog extra-logical predicates).

4 Reasoning on ICL Diagnosis Models

A total choice for choice space C of a diagnosis model DM = (Fr, Ft, C, P ) is a
selection of exactly one atomic choice from each grounding of each alternative in
C, in the example, we have two total choices: {c01(1), c12(1), c23(1), s(q0)} and
{c01(1), c11c(1), c1c2(1), c23(1), s(q0)}. A stable model (called possible world) is
an interpretation associated with a total choice where each atom in the logic
program has a truth value. The semantics of ICL is defined in terms of possible
worlds and there is at most one possible world for each total choice. For example,
for the total choices, we have the interpretations:

W ({c01(1), c12(1), c23(1), s(q0)}) � c01(1) ∧ c12(1) ∧ c23(1) ∧ s(q0)

W ({c01(1), c11c , c1c2(1), c23(1), s(q0)}) � c01(1) ∧ c11c(1) ∧ c1c2(1) ∧ c23(1) ∧ s(q0)

The probability for a possible world is the product of the probabilities of
the atomic choices that make up the possible world. The probability of any
proposition is the sum of the probabilities of the possible worlds in which the
proposition is true. For example,

P (s(q3)) = μ({W ({c01(1), c12(1), c23(1), s(q0)}), W ({c01(1), c11c (1), c1c1(1), c23(1), s(q0)})})
= 0.6 × 0.4 × 0.7 × 1.0 + 0.6 × 0.6 × 0.4 × 0.7 × 1.0 = 0.2688 > 0.25

A simple proposition sp extracted from the property φ which is associated with
a state q from the most indicative counterexample, is true in a possible world W
if q is true in W . A state q is true in a possible world if the atomic choices set of
the possible world covers the atomic choices for satisfying the state q. The idea
of the diagnosis technique is to find possible worlds in which simple propositions
are true. Then with these simple propositions, we try to refine program tran-
sitions guards (or probability/rate expressions) associated with counterexample
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transitions whose source states having true simple propositions in such possible
world. For example, the state qc

1 which is the source of the model transition
τm ≡ qc

1 (0.4) q2 (τS = qc
1 = f0 ∧f1 ∧¬f2 and τT = q2 = ¬f0 ∧f1 ∧¬f2) is true in

the possible world W ({c01(1), c11c(1), c1c2(1), c23(1), s(q0)}), because the atomic
choices of this possible world cover the atomic choices ({p1c01(1), p1c11c(1),
s(q0)}) for satisfying the state qc

1. Consequently, its simple propositions {f0, f1}
are true in this possible world.

The transition τm is strongly associated with the program guarded transition
τp ≡ ψ ∧ (A (px)) of line number 7 (Fig. 1), where ψ = f0 and A(px) = (f ′

0 =
false)(0.4). The conditions for this strong association, τm � τp (τS = f0 ∧
f1 ∧ ¬f2 |= ψ = f0, τT = q2 = ¬f0 ∧ f1 ∧ ¬f2 |= A = (f ′

0 = false) and
∃m ∈ N+ : m × p = px = 0.4, where m = 1) are verified. Thus, the set of
simple propositions candidates for the refinement is computed by the expression
SPc = spSet(τS)\spSet(ψ) = {f0, f1}\{f0} and the result is SPc = {f1}. Now,
it is possible to refine the program using one simple proposition from the set SPc.
Each refinement according to a simple proposition is called diagnose. Thus, we
have |SPc| diagnoses with different degrees of responsibility. The selected simple
proposition sp for refinement, should verify the conditions in Definition 3. Now
it is possible to refine the program by the expression ¬sp1 = ¬f1 as it is the
unique candidate expression, thus the new refined program is

P ′ = P ∪ (P\ (f0 ∧ ((f ′
0 = false)) (0.4))) ∪ (f0 ∧ ¬f1 ∧ ((f ′

0 = false)) (0.4))

As a consequence of this refinement, the old model transition will not occur
in the new model of the new program. Then the spurious world (behaviour)
W ({c01(1), c11c(1), c1c2(1), c23(1), s(q0)}) is eliminated and the property is
satisfied.

This diagnosis technique uses reasoning by abduction coupled with proba-
bilistic reasoning. The reasoning by abduction is a powerful reasoning frame-
work [14]. The basic idea of abduction is to make assumptions to prove a goal.
The ICL is a language for abduction where the atomic choices are assumable
(they are abducibles or possible hypotheses) and they are all probabilistic atoms
that can be used by the probabilistic reasoning for measuring the probability
of a proof by abduction. Abduction is used to derive those atomic choices over
which the measure is defined. For example, the explanations of observing ¬s(qc

1)
are, the first assumption is ¬c01(1) with probability equals to 0.4, the second
assumption is c12(1) with probability equals to 0.4 and the third assumptions
is ¬s(q0) with a probability 0. To compute its probability we should observe
the dual, where P (¬s(qc

1)) = 1 − P (s(qc
1)). The observation of the proposition

s(qc
1) gives the unique explanation c01(1) ∧ c11c(1) ∧ s(q0) with the probability

0.6 × 0.6 × 1.0 = 0.36. Thus, the probability P (¬s(qc
1)) = 1 − P (s(qc

1)) equals
to 0.64. The predication of the query ¬s(qc

1) ∧ s(q3) is explained by assuming
the following atoms c01(1) ∧ c12(1) ∧ c23(1) ∧ s(q0) where the probability is

P (¬s(qc
1) ∧ s(q3)) = P (c01(1)) × P (c12(1)) × P (c23(1)) × P (s0)

= 0.6 × 0.4 × 0.7 × 1.0 = 0.168
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The idea of this technique to diagnose MIPCX(s0 |= φ = P≤p [ϕ]) =
(V, Q, q0, Ω) is to find spurious possible worlds (spurious behaviours) by first
computing the probability Pmax =

∑
q∈lastStates(Ω) P (s(q)) by predicting the last

states in the set of finite paths Ω (Pmax is greater than the property threshold p).
Then, we begin by observing queries expressed as propositions representing states
from Q\lastStates(Ω) (for example, s(qc

1)). The probability of this observation
is given to compute the probability of observing the dual to analyse its effect
over the counterexample behaviours. This last observation of the dual will be
used to compute the probability of predicting queries expressing states from the
set lastStates(Ω) (conditioned only by the last observation of the dual). For
example, the probability of predicting s(q3) conditioned by observing ¬s(qc

1) is
P (s(q3)|¬s(qc

1)) which equals to 0.2625. Now we can compute P (¬s(qc
1) ∧ s(q3))

whose formula is P (¬s(qc
1)) × P (s(q3)|¬s(qc

1)) (its value is 0.168). The corre-
sponding possible world of the diagnosis query ¬s(qc

1) ∧ s(q3) is a spurious
behaviour if Pmax − P (¬s(qc

1) ∧ s(q3)) ≤ p. In this example, Pmax = 0.2688 then
0.2688 − 0.168 = 0.1008 is less than 0.25. This confirms that the corresponding
possible world {c01(1), c11c(1), c1c2(1), c23(1), s(q0)} is a spurious behaviour. If
this is the case, we search possible associations between model transitions that
has as source or target the states used for expressing the diagnosis queries (for
example, s(qc

1)) and equivalent abstract program transitions for possible refine-
ment as explained before.

5 Conclusions and Perspectives

A probabilistic counterexamples guided technique for repairing PRISM program
modulo property specification is presented. It is based on transition guards’
refinement or transition probabilities/rates correction. The property specifica-
tion involving more program variables will conduct to an efficient program refine-
ment. The strategy of refinement is based on selecting the spurious behaviour
with less probability using the responsibility degrees when selecting the states
and their associated simple propositions. As a future work, we want to realise
compositional diagnosis by which we can analyse probabilistic counterexamples
composed of large numbers of finite paths.
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Abstract. Data quality in databases is a critical challenge because
the cost of anomalies may be very high, especially for large databases.
Therefore, the correction of these anomalies represents an issue that has
become more and more important both in enterprises and in academia.
In this work, we address the problems of intra-column and inter-columns
anomalies in big data. We propose a new approach for data cleaning that
takes into account the semantic dependencies between the columns of a
data source. The novelty of our proposal is the reduction of the size of
the search space in the process of functional dependency discovery based
on data semantics. In this paper, we present the first steps of our work.
They allow recognizing the semantics of data and correct intra-column
anomalies.

Keywords: Data quality · Big data · Functional dependencies · Seman-
tic dependencies · Data structure · Data cleaning

1 Introduction

The improvement of data quality in data sources represents a major challenge,
especially for large organisations which need to exchange information between
systems and integrate large amounts of data. There are many types of data
anomalies [11,14] such as duplicates, similar data (non-strict duplicates), obso-
lete data, inconsistencies and missing values. The cost of the difficulties caused
by these anomalies can be very high. Therefore, they have a great influence
on the activity of organizations. Anomalies in the data sources may be due to
the poverty of the description of data semantic. Using of a priori knowledge to
improve the data semantic should contribute to the improvement of quality. In
this paper, we propose a new approach to guide the detection and the correc-
tion of intra-column (e.g. missing values, incorrect values) and inter-columns
anomalies (e.g. functional dependencies violation). We focus on the verification
of functional dependencies and the correction of anomalies in large quantities of
data. Our approach is based on a priori knowledge which is called data dictio-
nary.
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 53–61, 2015.
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This paper is organized as follows: Sect. 2 explains the context of our work.
In Sect. 3, we present the related work. In the fourth section, we present our
proposition. An overview of our future work is given at the end.

2 Problematic

In the literature, various existing studies have been carried on the anomalies
related to the same column. Generally, they are based on a preliminary step
of standardization of values before processing the anomalies. However, little
research has addressed the problem of semantic links that may exist between the
columns. In our work, we study the constraints of dependencies between the dif-
ferent columns of a given data source. We focus on anomalies caused by the
violation of these constraints. In addition, we assume that the data source is
present under the form of set of tuples without any additional information about
metadata.

Example 1: Let ’s consider a CSV file (Patient.csv). S is a data source. It
contains j columns and m rows.

The file bellow (see Fig. 1) contains several anomalies, such as incorrect Email
of the patient 1097, the information about patients 33333 and 10992 contains
missing values, the values of columns 6 and 7 are heterogeneous (e.g. many date
formats are used) and the columns 9, 10 and 11 contain incorrect values (e.g.
Parisss, Franc, Eurape). In order to correct these anomalies, there are many
issues: (1) How to infer the semantic of data? (2) How to discover the semantic
dependencies between columns? (3) How to correct anomalies in large quantities
of data?

100101;175099943272264;-;-;M;M;-;Fb@lipn.univparis13.fr;Parisss;France;-
100203;180089987976564;CRI;-;Mme;F;-;yp@cnam.fr;Paris;Franc;-
100388;165037895642322;AGRR;-;M;F;15-mars-65;w@cnam.fr;Loiret;France;Europe
100407;180046378965464;CRP;Martin;-;M;-;03-avr-80;ben. w@lip6.fr;Paris;Fr;Europe
100530;171038976542322;MGEN;Anne; Mlle;1;12/03/1971;-;Beijing;Chine;Asie
584;278025125874563;-;Karine;Mlle;1;-;stephane.a@@gmail.com;-;China;Afrique
710;157054725912564;OTC;Robert;M;0;-;b-i@irit.fr;Pari;Frence;Europe
729;177125915879625;IPECA;Simon;M;0;-;Nick.Tous@loria.fr;Bruxelle;France;-
1097;174046784763822;CRI;Djamel;M;-;12/04/1974;sb fe@irisa.fr; Paris;-;Eurape
1213;283068794585464;IPECA;Katia;Mlle;Femme;24/06/1983;-;Calvados;-;-
33333;275478784581464;-;Houda;-;-;-;-;Vill;Pai;Conti
10992;285099935116964;-;Adem;M;0;-;-;Beijing;Pai;Asia

Fig. 1. Patient.csv File extraction (from a data source S)

3 Related Work

Many methods and tools exist to solve data quality problems. We have performed
a study of ETL (Extract-Transform-Load) tools (Talend Data Quality [13], Pen-
taho Data Integration [10]). We studied several features such as transformation,
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elimination of redundant data and functional dependencies verification. We con-
cluded that these tools are too manual and require the knowledge of the structure
and constraints of data.

Dallachiesa et al. are presented in [6] NADEEF a data cleaning system. The
users need to specify quality rules such us conditional functional constraints,
deduplication rules and customized ones.

We have studied several algorithms to discover functional dependencies such
as FUN [9], CFun [8] and AFD-DYNAMICUPDATE [12]. These approaches
require user knowledge of the structure and semantics of the data. Furthermore,
they do not detect all valid dependencies especially for heterogeneous data or
data which contains anomalies. Furthermore, the dependency discovery problem
has an exponential search space to the number of attributes, and the runtime of
the proposed algorithms is linear to the number of tuples. Consequently, they
do not allow the treatment on functional dependencies in large databases. The
originality of our proposal is the reduction of the size of the search space in the
process of the functional dependency discovery based on the data semantics. We
eliminate the invalid semantic dependencies.

As part of the data quality management project in collaboration with Talend
company [13], we have developed several deduplication algorithms [4,5]. A draft
of data categorisation was started in [1,2]. We propose a new approach which
allows to guide the detection and correction of anomalies from the constraints
analysis of dependencies between the different columns of the same data source.
Our approach does not require user knowledge of the structure and semantics
of the data handled from the sources. We focus on large data sets. We are
implementing a massive, parallel and distributed processing based on mapreduce
concept [7]. In this paper, we present the first steps of our proposition.

4 Semantic Recognition of Data Structure

Our proposition is to detect and correct anomalies related to a column or the
anomalies caused by the violation of dependencies constraints between different
columns from a source. The cleaning process is based on the knowledge and
reference data (called repository or data dictionary). This data dictionary rep-
resents information about countries, cities, sex and gender in several languages.
This knowledge will be used to infer the semantics and data structure which
represents the first step of our proposition. Using of our data dictionary, we can
infer probable category of each column.

4.1 Data Dictionary

The data dictionary contains two types of knowledge [2]: (i) Elements defined
by extension (CatExt). This consists of a set of a priori data such as the names
of cities, countries, companies, organizations. (ii) Elements defined by intention
(CatInt). This type of knowledge contains data values that verify a given model,
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Table 1. An example of Data Dictionary DDVS (by extension)

Category Subcategory ValidString

City English Beijing, Brussels

French Pékin, Bruxelles

Country English Tunisia, France

French Tunisie, France

Civility English Mrs, Mr

French Mme, M

FirstName France, Houda

Table 2. An example of Data Dictionary DDKW (by extension)

Category Subcategory KeyWord

Adress English Street, St

French Rue, Avenue, Place

Health Organization English Hospital

French Hopital, clinique

or they verify such properties of regular expressions (e.g. an Email or URL) or
they belong to a range of values.

So, our data dictionary is composed of a set of tuples. It is described by:
(1) categories (CatExt and CatInt), each category can have subcategories

such as languages (English, French) and (2) information. These information are
the correct values of categories (valid strings) or key words (a set of keywords
which define a category) for CatExt (Table 1) and a regular expressions for CatInt

(Table 2).
Let us now introduce some notations: Cat = CatExt ∪ CatInt.
The set of categories is Cat = {Catr , r = 1...p}, p is the total number of cat-

egories. For instance CatExt = {City, Country, Civility, FirstName, Adress,...},
CatInt = {Email, Temperature,...}.
We will consider that the flowing three sets DDVS, DDKW and DDRE are

disjoint. DDVS ∩ DDKW ∩ DDRE = ∅.
For instance, the category FirstName defined by extension has not to be

defined using a regular expression. An Email can not be defined by extension
DDVS = {(Category, Subcategory, V alidString)a, a =1,n1} (see Table 1).

Table 3. Examples of data dictionary DDER (by intention)

Category Subcategory RegularExpression

Email ˆ[a-zA-Z0-9. %]+@[a-zA-Z0-9.-]+ \.[a-zA-Z]2,4$

Temperature ˆ(-?[0-9]\d*(.\d+)?)?(◦C|◦F)$
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DDKW = {(Category, Subcategory,KeyWord)b, b =1,n2} (see Table 2).
DDRE = {(Category, Subcategory,RegularExpression)c, c =1, n3} (see

Table 3). n1 (respect. n2 and n3) is the total number of valid strings (respect.
keywords and regular expressions). With n1 (respectively n2 and n3) is the car-
dinality of the set DDVS (respectively DDKW and DDRE)

Let C be the set of columns of S: C = {Colk, k = 1..j}. One note that the
data structure of S is: S(Col1,Col2,..Colj) or S(C). Each column is defined on a
syntactic domain such as Strings, Numbres or Dates.

Let us call [Colk] the set of values belonging to S. [Colk] = {v1k , ....,
vmk}.

Example 2: if Colk means Cities, [Colk] may contain the set of values {Paris,
Parisss, Brussels, Pekyn, Beijing, Bruxelles, Adem, Eve, abc}.

We can easily see that Parisss and Pekyn are invalid syntactic values, while
Bruxelles and Brussels are valid strings. Note that Paris, Brussels and
Beijing are given in english. The other valid strings are given in french.

Example 3: the set of valid strings for the category City is {Beiging, Brussels,
Paris, Pékin, Bruxelles, Paris}

Let us consider V the set of all valid strings and valid key words: V =
Π[V alidString](DDV S) ∪ Π[KeyWord](DDKW ).

Definition 1 (Syntactically Correct Value): vik is a syntactically correct
value iff vik ∈ V or vik verifies at least one regular expression belonging to
DDRE. One note that: (i) vik ∈ V (vik ∈ V or ∃ w ∈ V /vik ≈ w). vik and w are
similar using an algorithm of similarity distance (Levenshtein, Jaro-Winkler).
(ii) vik can belong to several categories.

Example 4: Paris ∈ V ; Pari ≈ Paris; Beijing ∈ V ;houda@cnam.fr ∈
DDRE.

Definition 2 (Dominant Category (Catd) (Respect. Dominant Sub-
category SubCatd)): Let us consider that βr is the empirical probability that
the column Colk is to be of category Catr, r = 1..p. βd = Max(βr) since a column
can belong to several categories.

The dominant category for a column Colk is the category that has the prob-
ability βd. Note that βr is calculated using Hypergeometric distribution [3] as
follows.

Let αr the number of vik ∈ Catr; m = number of rows of S; S’ ⊆ S;m′ =
number of rows of S′; x = number of vij ∈ Catr in S’; y a threshold The
probability of y values belong to Catr in S’ is defined by: βr = P(x = y) =
(Cαr

yCm−αr
m′−y)/Cm′

m .

Example 5: The values of [Colk] = {Paris, Parisss, Brussels, Pekyn,
Beijing, Bruxelles, Adem, Eve, abc}, m = 9; {Paris, Parisss, Brussels,
Pekyn, Beijing, Bruxelles} ⊆ City, α1 = 6; {Paris, Parisss, Adem, Eve}
⊆ FirstName, α2 = 4; Colk can belong to City or FirstName; m’ = 3; y = 2.
City: β1 = P(x=2) = 0,53. FirstName: β1 = P(x=2) = 0,35.

Catd = Dominant Category(Colk) = City.
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Definition 3 (Semantically Correct Value): vik is a semantically correct
value iff vik ∈ Catd and vik ∈ SubCatd.

Example 6: “Beijing” is a semantically invalid value while “Pékin” is semanti-
cally correct, because the dominant category is City and the dominant subcate-
gory is French.

4.2 Algorithm

We propose a data categorization algorithm which determines the domain, the
category and the subcategory (the dominant language) of each column of a given
data source. In this step, a data sample is created, using the data source, and then
it is analyzed. We extract several samples to infer a set of valid categories. First,
we create a sample by column of the source S. Then, we search the dominant
category (respectively subcategory) for each column. Finally, we use a set of
measures M to validate the choice of the dominant category and the dominant
subcategory. These measures are applied to each column.

M = {M1:Number of rows of the source, M2: Number of nulls values, M3:
Number of valid syntactic values, M4: Number of invalid syntactic values, M5:
Number of values semantically correct, M6: Number of categories, M7: Number
of subcategories}.

A set of rules is deduced from the various measures. We present below exam-
ples of rules.

Rule1: a dominant category is valid iff r1 ≥ ε1 (r1 = M2/M1, ε1 is a threshold).

Rule2: a dominant category is valid iff r2 ≥ ε2 (r2 = M5/M1, ε2 is a threshold).

4.3 Results of Data Categorization

Below are the results of the experimentation on the file Patient.csv (Table 4).
From a CSV file we can determine the syntactic domain, the category and the
subcategory of each column. We use the concepts Dominant Category and Dom-
inant Subcategory. The treatments of unknown categories may allow the enrich-
ment of the dictionary. Some lexical databases such as WordNet and WOLF can
be used. Enrichment of dictionaries will be part of our future work. The catego-
rization step consists to recognize the semantic of data. This allows to correct,
first, intra-column values and then inter-columns anomalies.

5 Data Cleaning

After discovering of the semantic category and subcategory of each column, we
use the methods of similarity distance calculation to correct the syntactically and
the semantically incorrect values which are similar to values that exist in CatExt

(Table 5). We call this step the data standardization. It consists to homogenize
the heterogeneous data. On the one hand, we replace the data that does not
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Table 4. Results of data categorization

IDColumn Syntactic Domain Category SubCategory

Col1 Integer Unknown Unknown

Col2 Double Unknown Unknown

Col3 String Mutual French

Col4 String FirstName *

Col5 String Civility French

Col6 String Sex French

Col7 Date Date French

Col8 String Email *

Col9 String City French

Col10 String Country French

Col11 String Continent French

belong to the dominant Category with the nearest values in our data dictionary
using a method of similarity distance calculation. In the other hand, we replace
the data that does not belong to the dominant subcategory with their synonyms
in the dominant language. In addition, we try to guide the user in the process of
transformation such as the transformation of values in one until of measurement
and the unification of the date formats.

Therefore, we can correct intra-column anomalies.
The correction of intra-column anomalies facilitates the verification of seman-

tic links between columns which is our ultimate goal. Since, the verification of
functional dependencies (FDs) in data that contains errors can give incorrect
results. Knowledge are stored in metaBase such us invalid semantic dependen-
cies (functional dependencies, inclusions...) to guide the user in the verification
process of semantic links between the columns of a source.

Note that our semantic approach very considerably reduces the search space
functional dependencies to check.

Indeed, when the cardinality of X is much less than that of Y, then X does
not determine semantically Y. One can easily see that in the case where the syn-
tactic domains of X and Y are not compatible, the semantic dependency is rather
invalid. For example, if the syntactic domain of X is of type Date, the follow-
ing semantic dependencies are improbable: X→ Sex, X → FirstName, X →
Civility, Sex → City, Sex → Continent, F irstName → Civility.

The data domains (data types) may be useful for targeting the valid func-
tional dependencies. The number of FDs can be elevated and each test requires
a very large number of computations. Then, some FDs must be eliminated from
the set of dependencies constraints to be verified according to the data type.
Consequently, we verify only the valid DFs in our analyse. Hence, we can facili-
tate the treatments in Big Data.
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Table 5. Data cleaning

Source schemaless ⇒ New Semantic schema

Col9; Col10; Col11 Col9; Col10; Col11

City; Country; Continent

Old invalid values New valid values

Parisss; France; - Paris; France; -

Paris; Franc; Europe Paris; France; Europe

Pari; Frence; Europe Paris; France; Europe

Beijing; China; Asia Pékin; Chine; Asie

Vill;Pai; Conti Vill; Pai; Conti

Beijing; -; Asia Pékin; -; Asie

Paris; Fr; Eurape Paris; Fr; Europe

In our case, we propose to verify only the following set of dependencies:
City → Country, City → Continent, Country → Continent, Civility → Sex.
For instance the dependency Sex→ Email has not to be verified. It
has no semantic meaning.

6 Conclusion and Future Work

The existing ETL tools are too manual and require the knowledge of the struc-
ture and constraints of data. Therefore, we interested on the concept of semantic
repository to store the necessary knowledge. We try to contribute to the devel-
opment of new tools that do not require the user knowledge of the structure and
semantic of the handled data from the source. They allow to assist the correction
of anomalies. The data collected and merged should have more sense.

We propose a data cleaning approach based on the analysis of dependencies
constraints in large databases. We have presented in this paper the first step of
our work. It consisted to recognize the semantics and structure of data. Then, we
started the standardization of heterogeneous data. These steps are preliminary
steps before beginning the process of FDs verification and the correction of inter-
columns anomalies. We stock in our repository a semantic knowledge about links
between the columns of a source. For example, this knowledge represents a set
of insignificant FDs to reduce the number of FDs to be verified. The user is thus
assisted in determining dependency cheking The next step is to verify FDs from
large quantities of data [7]. We focus on the concepts of Mapreduce in order to
assist the processes of this step. Our ultimate goal is to correct the anomalies
caused by the violation of the dependencies constraints.
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In: 10th conférence internationale sur l’extraction et la gestion des connaissances,
Hammamet, Tunisie, pp. 315–326 (2010)

9. Novelli, N., Cicchetti, R.: FUN: an efficient algorithm for mining functional and
embedded dependencies. In: Van den Bussche, J., Vianu, V. (eds.) ICDT 2001.
LNCS, vol. 1973, pp. 189–203. Springer, Heidelberg (2000)

10. PentahoDataIntegration.http://www.pentaho.fr/explore/pentaho-data-integration
11. Raman, V., Hellerstein J.M.: Potter’s wheel: an interactive data cleaning system.

In: 27th International Conference on Very Large Data Bases, Rome, Italy, pp.
381–390 (2001)

12. Simonenko, E., Novelli, N.: Extraction de dépendances fonctionnelles approxima-
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Abstract. Mobile devices have experienced a huge progress in comput-
ing capacity, storage and visualization of data. They are becoming the
device of choice for operating a large variety of applications while sup-
porting real-time collaboration of people and their mobility. Despite this
progress, the energy consumption and the network coverage remain a
serious problem against an efficient and continuous use of these mobile
collaborative applications and a great challenge for their designers and
developers. To address these issues, this paper describes design patterns
that help modeling mobile collaborative applications enabling real-time
data sharing through the cloud. Our design model consists of two lev-
els: the first one provides self-protocol to create clones of mobile devices,
manage users’ groups and recover failed clones in the cloud. As for the
second level, it supports group collaboration mechanisms for data shar-
ing between mobile users via their clones. Our patterns have been used
as a basis for the design of SocialVPN, a cloud-based platform enabling
mobile users to build and exploit their own virtual social networks.

Keywords: Pattern design · Mobile data sharing · Collaboration ·
Cloning middleware · Consistency preservation · Synchronization

1 Introduction

Nowadays, mobile devices are increasingly part of our everyday lives, taking
on more and more tasks. A variety of services (such as real-time data stream-
ing, mobile commerce, social networking and ad hoc collaboration) are available
through mobile applications that take benefit of the increasing availability of
built-in communication network and better data exchange capabilities of mobile
devices. In addition, in terms of flexibility and mobility, mobile devices provide
the tool of choice for people to collaborate with family members, friends and
business colleagues in order to achieve a common goal.

However, even though mobile devices hardware and network modules con-
tinue to evolve and improve, mobile devices will always be resource-poor, less
secure, with unstable connectivity, and with constrained battery life. Resource
deficiency is a main issue for many applications, and as a result, computation on
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 62–73, 2015.
DOI: 10.1007/978-3-319-23781-7 6
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mobile devices will always involve a compromise [14]. More precisely, managing
collaborative works (e.g. editing a shared document or a friend list) in real-time
through ad-hoc peer-to-peer mobile networks is often costly in terms of energy
consumption and network traffic and it may lead to the congestion of mobile
devices [5,10]. Moreover, it is not possible to ensure a continuous collaboration
due to frequent disconnections.

To deal with the mobile resources limitation, one straightforward solution is
to delegate the majority of mobile intensive computations to the cloud. Thus,
enjoying the benefits of the virtualization in the cloud enables us to extend the
mobile device resources by offloading execution from the mobile to the cloud
where a clone (or virtual machine) of the mobile is running. Cloud computing
allows users to build virtual networks “à la peer-to-peer” where a mobile device
may be continuously connected to other mobiles to achieve a common task. The
goal of this cloning is to provide self-configuration capabilities such as on-demand
resources provisioning (e.g. memory size) without requiring user intervention.

Defining reusable designs is more challenging in new collaborative applica-
tions for cloud-supported mobile data sharing services, because the combination
of mobile and cloud environments raises many design issues such as the manage-
ment of real-time data synchronization. These mobile collaborative applications
require suitable design patterns for modeling communication and synchroniza-
tion services that are intended to be deployed in the cloud and several mobile
devices, while delegating the majority of inherent tasks to the cloud. In addi-
tion, other processes such as installation, deployment, configuration, monitoring
and management of software modules must be well modeled to fully provide the
collaborative service to mobile users in the cloud.

In this paper, we present a new cloud-based reusable design for mobile data
sharing. We provide an extensible model for implementing purely decentralized
synchronization mechanisms in order to preserve the consistency of the shared
resources under constraints of mobile applications, namely the short-life battery
and the connection instability. Accordingly, design solutions are illustrated for
addressing the challenge of modeling the cloning and collaboration services in
the cloud. The proposed design patterns are for two main levels: the first one
provides self-control for creating clones of mobiles, managing users’ groups and
ensuring the smooth functioning in the cloud platform. The second level presents
group collaboration mechanisms for data synchronization in real-time, without
any central role. As proof-of-concept, we use our design patterns as a basis for
devising SocialVPN, a cloud-based platform enabling mobile users to build
and exploit their own virtual social networks. To our knowledge, this is the first
effort aimed at defining reusable designs for cloud-supported mobile collaborative
applications.

The remainder of this paper is organized as follows: Sect. 2 presents the global
model and its requirements. Section 3 presents design patterns of the proposed
architecture. In Sect. 4, we describe an example for applying the proposed archi-
tecture. We discuss the related work in Sect. 5 and conclude in Sect. 6.
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2 Requirements for Enhancing Mobile Data Sharing

Model Presentation. To enhance mobile data sharing under limited mobile
resources constraints, we present a new cloud-based model. For dealing with
these limitations, our solution consists in offloading the most of the mobile
intense tasks (computation and communication) to the clone (i.e. virtual
machine) in the cloud. With this model, users can expect to benefit from the
cloud computing advantages for properly managing their uninterrupted collab-
orative works. This is done through virtual private networks (VPNs) formed of
clones of their mobile devices. Thus, each user owns two copies of the shared
data (e.g. text or friend list) where the first copy is stored on the mobile device
whereas the second one is on its clone (at the cloud level). The user modifies
the mobile copy and then sends local modifications to the clone in order to
update the second copy and propagate these modifications to other clones (i.e.
other mobile devices). Moreover, the user can work even during disconnection
(in offline mode) by means of the mobile device’s copy.

Model Requirements. Given the particularity of mobile applications constrained
by limited resources and connection availability, enhancing mobile data shar-
ing is tightly related to a specific requirements list such as: user’s interaction
flexibility (or scalability), user’s interaction protection1, communication, het-
erogeneity and interoperability, autonomous interaction-support services, user
awareness, and data consistency [8]. Moreover, we must add another important
requirement, namely the fault tolerance for managing recovery from failures. In
the following, we enumerate requirements related to the proposed cloud-based
design for enhancing mobile data sharing over distributed mobile collaborative
applications:

– Data consistency. The collaborative application should be responsive in online
and offline works. This means that frequent disconnections should not affect
the consistency and availability of the shared data. Therefore, lightweight and
decentralized synchronization mechanisms (based on explicit data replication
between mobiles and their clones) must be used.

– Communication. Synchronization for maintaining data consistency is mainly
based on communication. However, ad-hoc peer to peer networks are expensive
and suffer from frequent disconnections. To overcome this problem, intense
communication tasks are pushed to the cloud. Our cloud-based model allows
a direct communication for each mobile with its clone. On the other hand,
clones form virtual networks and perform the most of communication tasks.

– Scalability. Shared data availability and integrity should not be affected by
the dynamic aspect of collaboration environments where users can create, join
or leave groups and participate on-demand to collaborative work sessions. As
we will see in the next sections, our proposed cloud-based model is well suited
for transparently achieving highly scalable mobile collaborative applications.

1 Due to space limitation, we do not consider here the user’s interaction protection.
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– User awareness. Collaborators must be able to share their real-time status
information. Like [7], we use the following mechanisms: user’s reachability
(i.e. connected/disconnected) and user’s availability (i.e. available/busy) in
which each user is notified via the clone of its real mobile device on the
presence/availability of other users.

– Heterogeneity. Diversity of mobile devices and their operating systems is con-
sidered one of the major obstacles for the mobile data sharing. Our model is
based on a cloning middleware composed of web services for creating mobiles’
clones with a unified operating system (i.e. Android OS). In this case, the
clone/clone heterogeneity problem is eliminated. On the other hand, the
mobile/clone heterogeneity problem is solved using communication based on
standard SOAP (Simple Object Access Protocol) through the cloning middle-
ware. But, this is an exception, as android devices can directly communicate
with their clones. It should be noted that, at present, our cloning middleware
does not consider data backup from non-Android devices.

– Failure recovery. Users have to recover easily all shared data when technical
hitch (e.g. crash, theft or loss of mobile device, or clone failure) happens, and
continue seamlessly the collaboration. To tackle this problem, a manager of
the complete life cycle of clones is necessary. This manager will detect failed
clones and restore their states without affecting collaborative tasks.

3 Design Patterns of the Proposed Architecture

This section presents a reusable cloud-based model for the mobile data sharing.
First, as shown in Fig. 1, a global layered architecture is given. Next, design
patterns for both main layers, cloning and collaboration, are described.

Fig. 1. Architecture for mobile data sharing on the cloud
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3.1 Context and Problem

For resource limitation and frequent disconnection (e.g. leading to the collab-
oration interruption) problems, the cloud is considered as a good solution to
relieve mobile devices and ensure permanent bonds between collaborators. How-
ever, automating actions of a middleware for: (i) creating clones, (ii) managing
dynamic groups through virtual networks deployed in the cloud and (iii) trans-
parently dealing with failures is not a simple task. The problem raised at this
stage is: how to devise an interface (Back-end) that implements a self-cloning
mechanism to achieve these objectives. To deal with these issues, cloning solution
is presented in the next section.

After creating a new clone, it must be able to perform a self-initialization
for beginning the collaboration phase. This clone must autonomously act for
acquiring the required parameters (detailed below) to: (i) integrate the collabo-
rative group and (ii) exchange (communicate) with its mobile device and other
clones. Note that during the collaboration phase, concurrent access to shared
data between clones can result in inconsistent views. Furthermore, an offset for
applying requests between the clone and the real device is unavoidable; this
is another concern for maintaining consistency of shared data. Therefore, the
collaboration protocol (distributed over clones) must offer fully decentralized
synchronization (clone/clone and mobile/clone) mechanisms without any cen-
tral role for avoiding a central point of failure. On the other hand, the proposed
model should be reusable for supporting any shared data type (e.g. document,
video, table, ...).

3.2 Our Solution

To deal with problems previously mentioned, Fig. 1 presents services that are
grouped in different layers where three main layers are considered. The application
layer provides Graphical User Interfaces (GUI) for interacting with the remain-
ing two layers. Interaction with cloning layer (the cloning middleware) allows for
processing the “cloning and group management” users requests, whereas interac-
tion with the collaboration layer enables user to start a synchronization between
the mobile and its clone. The cloning and collaboration layers represent the “Back-
End” part of the system and include solutions (detailed below) for the previously
raised problems.

Cloning Pattern. The cloning solution consists of a middleware based on web
services acting on the cloud platform (collaboration layer) for: (i) cloning mobile
devices, (ii) managing virtual networks and (iii) supervising the smooth running
of the clones. It should be noted that this solution is reusable in the sense that
developers can redefine interfaces methods for adapting the cloning middleware
to any virtualization environment (e.g. VirtualBox2 and XEN3). Figure 2 shows
our design pattern of the Cloning Middleware that is described as follows:

2 https://www.virtualbox.org/.
3 http://www.xenproject.org/.

https://www.virtualbox.org/
http://www.xenproject.org/
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Fig. 2. Cloning diagram class.
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(A) Cloning Engine. (see Fig. 2 (part A)). The proposed solution consists in
implementing the cloning engine as web service for encapsulating its actions.
The first action leads to creating a user profile by: (i) saving the introduced user
information and (ii) generating the required clone parameters (i.e. the clone
identifier, clone IP address and the group identifier where the user intends to
collaborate). Next, an optional backup is proposed to the user. Once this backup
is over, the creation of a virtual machine based on Android operating system is
launched. After this step it is necessary to configure the internal and external
network interfaces to ensure an efficient and continuous communication between
the mobile user, its clone and the remaining members of the group.

(B) VPN Builder. (see Fig. 2 (part B)). Like the cloning engine, web services
are used for implementing this solution. The VPN builder process will be trig-
gered by a user request in order to create a new group. Then, the virtualization
hypervisor will be started for: (i) building a new virtual network, (ii) activat-
ing a DHCP (Dynamic Host Configuration Protocol) server and (iii) assigning
a specific broadcast address to this VPN.

(C) Failure Manager. (see Fig. 2 (part B)). This solution is based on the heart-
beat principle. The cloning middleware uses listeners for receiving periodic mes-
sages from clones. Once a timer expires, the repair process is triggered by calling
the cloning engine for creating a new clone and restoring all saved parameters
related to the failed clone.

Collaboration Pattern. Our collaboration solution offers a protocol for shar-
ing data in the cloud. It uses synchronization mechanisms (based on optimistic
replication scheme [4,9]) for enabling the reconciliation of divergent resource
copies in a decentralized manner. For maintaining the consistency of the shared
resources in real time, each clone must be simultaneously synchronized with the
other clones and its mobile device. Figure 3 shows the following described design
pattern of the Collaboration Protocol:

(A) Clone Integration. (see Fig. 3 (part A)). Each clone is pre-configured for
starting automatically the collaboration protocol just after the first clone boot.
Thus the following initial integration tasks will be performed: the first action con-
sists in calling the cloning middleware web services for requesting the previously
generated parameters (i.e. user and group identifiers and broadcast address).
After receiving and applying these parameters, a broadcast listening is launched
for receiving requests from other clones. Next, the clone will proceed in initializ-
ing and updating the shared resources. Finally, this phase will end by sending a
“clone ready message” to the Cloning Middleware. This message will be retrans-
mitted to the user for reporting the clone eligibility.

(B) Communication. (see Fig. 3 (part B)) This solution is achieved by imple-
menting network primitives for simultaneously listening and sending messages.
It should be noted that these network primitives are provided in two modes:
(i) the unicast mode for receiving/sending messages from/to mobile devices
and (ii) the broadcast mode for receiving/broadcasting messages from/to other
clones.
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Fig. 3. Collaboration diagram class.
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(C) Synchronization. (see Fig. 3 (part C)) This solution offers decentralized
synchronization mechanisms for maintaining consistency and reconciling the
resource copies divergence. Two synchronization steps are necessary for each
clone. On the one side, the clone/clone synchronization can be performed using
any decentralized synchronization technique [4,9] by redefining methods of the
“CloneCloneSynchronization” interface class. This will enable us for implement-
ing different synchronization methods known in the literature (e.g. Operational
Transformation [4,9]). On the other side, the clone/mobile synchronization is
ensured by a mutual exclusion-based method used between the mobile and its
clone (“HandleTokenSynchronization” class that implements the “CloneMobile-
Synchronization” interface in the collaboration pattern, see Fig. 3). The shared
resource will be considered as a critical section when the mobile tries to com-
mit/synchronize w.r.t its clone. Only one of them will have the exclusive right
to access in synchronizing mode to its resource copy.

(D) Resource Management. (see Fig. 3 (part D)) This solution allows for creating
and editing multiple types of simple or compound data resources (e.g. documents,
images, tables, collections). Developers can redefine the interface methods to
adapt them with any type of data.

4 Case Study: SocialVPN

Most of existing social networks are based on a centralized (client/server) archi-
tecture, where providers have the control on the user data. Nevertheless, this
architecture suffers from server failures and particularly privacy problems: user
might generally not want his/her data to be known by a central entity, and it
is not guaranteed the providers will not disclose this data. It is clear that users
are confident in social networks based on decentralized architecture as their data
are not concentrated in a central point, and hence, user privacy is improved.

In this context, we present here a brief description of our application
SocialVPN (under development). As shown in Fig. 4, the main purpose of this
application is to provide a cloud platform where users can create and manage
their own virtual social networks. Clones of mobile devices are the members of
these social VPNs and have the role of maintaining the consistency of shared
data (e.g. documents, photos and multimedia objects) and notify users about
any new publications or updates. In the following, we describe two main services
offered by this application to share/edit documents and photo albums:

A Real-Time Collaborative Text Editor. With this editor, users can create
and collaboratively edit shared documents that owns linear data structure (e.g.
a list of characters, paragraphs). Two elementary operations are the basis of
this editor: (i) Ins(p, c) to insert a character c at position p and (ii) Del(p) to
delete a character at position p. The collaboration protocol distributed through
the clones is inspired from Optic protocol [9]. It uses operational transformation
approach to preserve the consistency of the replicated document [4,9]. To better
understand the role of operational transformation, consider the following exam-
ple: given two clones, CLONE1 and CLONE2, starting from a common state
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of the document “XYZ”. At CLONE1, a mobile user executes op-CLONE1 =
Ins(2, A) to insert the character ‘A’ at position 2 and end up with “XAYZ”.
Concurrently, a user at CLONE2 performs op-CLONE2 = Del(1) to remove the
character ‘X’ at position 1 and obtain the state “YZ”. After the operations are
exchanged among CLONE1 and CLONE2, if they are applied naively both clones
get inconsistent states: CLONE1 with “AYZ” and CLONE2 with “YAZ”. Oper-
ational transformation is considered as safe and efficient method for consistency
maintenance. In general, it consists of application-dependent transformation
algorithm, called IT, such that for every possible pair of concurrent operations,
the application programmer has to specify how to integrate these operations
regardless of reception order. Thus, at CLONE2, operation op-CLONE1 needs
to be transformed to include the effect of op-CLONE2: op-CLONE1’ = IT(op-
CLONE1, op-CLONE2) = Ins(1, A). As for CLONE1, operation op-CLONE2
is left unchanged. Accordingly, both get the same state “AYZ”.

A Photo Album Editor. This service allows for creating, sharing and editing
photo albums. Thus, each user can create a photo album referring to a particu-
lar event and invite other users to enrich it. Adding a photo can be done by a
capture through the application or from a photo library. On the other hand, this
application offers a collaborative personalization tool. Users can concurrently
edit shared photos by changing their formats, applying a variety of proposed
themes and adding captions. Therefore, the users’ applied actions will be trans-
lated into operations and sent to the clones in the cloud. Clones exchange the
received operations and transform them to have a consistent state of their repli-
cated album.

Fig. 4. Architecture of SocialVPN

5 Related Work

The area related to the mobile data sharing has experienced several research
works but few works have presented a reusable model. In [12], a reusable struc-
tural design for mobile collaborative applications was presented. This model is
mainly based on coordination and communication services. However, mobile con-
straints previously described (i.e. short-life battery and connection instability)
were not considered by this design. This may negatively impact on such col-
laboration systems that are not intended for cloud environments. Furthermore,
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to our knowledge, there is no work that proposed a reusable model specifically
designed for mobile data sharing in the cloud. In the following, we review works
around two main axes: cloud offloading and real time collaboration.

Cloud Offloading. Treating classic problems related to limited mobile resources
was the subject of multiple research works. Solutions presented in [1,2,13,15,16]
are based on offloading techniques of intense computing tasks to the cloud. In
[6] a Mobile Cloud Middleware (MCM) is proposed in order to perform dynamic
resource allocation mechanisms for asynchronously migrating mobile tasks to
heterogeneous cloud platforms. However, offloading techniques are based on mon-
itoring process of the mobile resources use. Background monitoring processes
and cloud workload can be as costly for mobile devices in time and energy con-
sumptions [3]. Moreover, these approaches do not support the cloud mobile data
sharing, since they require constant mobile/cloud connection. In contrast, our
proposed cloning middleware enables static offloading of computing tasks.

Real Time Collaboration. Several research works have proposed collaboration
systems specifically designed for editing shared documents in cloud environ-
ments. System SPORC [5] is a collaborative system that offers several users to
edit shared documents. To maintain their consistency, SPORC relies on a tech-
nique based on Operational Transformation (OT) approach and the use of a
single server to give global order to concurrent user updates. As the synchro-
nization logic is based on one server, this leads to bottleneck and a single point of
failure. Indeed, a large number of messages are exchanged between users and the
server. Based on this analysis, we can conclude that SPORC is not well-suited
for mobile devices constrained by their limit battery life. System CloneDoc [11]
enables (like SPORC) a centralized collaboration for mobile devices that are
cloned in the cloud in order to alleviate the burden of collaborative editing
works on mobile devices. Unfortunately, a server failure could stop the collabo-
ration between mobile devices. Moreover, as mobile and its clone are two entities
physically separated, a delay when executing the same operations on both sides
is possible. This may cause inconsistencies of the shared documents. Clonedoc
addresses this problem through additional processing of OT on the mobile side.
But this will cause supplementary energy consumption.

6 Conclusion

Modeling data sharing systems through mobile applications is considered as a
challenge, since it must take into consideration the resource deficiency. However,
recent research works on design models for mobile applications are not intended
for data sharing in the cloud. Furthermore, other solutions are supported by the
cloud environments, but without providing a reusable design. In this paper, we
presented design patterns for mobile data sharing in the cloud under resource
limitation constraints. The designed system makes abstraction of two main lev-
els. The first one is the cloning middleware that allows for preparing a platform
of mobile clones. This protocol offers web services, where end users can create
and control clones of their mobile devices and manage their collaborative groups.
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The second level is the collaboration protocol that provides decentralized mech-
anisms for mobile data synchronization in the cloud. As future work, we plan to
provide a reusable design for security within mobile data sharing applications in
the cloud.
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Abstract. Formal methods still lack guidelines to construct models. We
propose a systematic modelling approach to derive an event-based model
of a system from the process-oriented models of its components. An
extension of Mealy machines called polyadic Mealy machine is proposed,
formalised and used to support the process-oriented view of local models
that describe the components of a system. We show how event-based
models can be derived from the process-oriented Mealy machines. The
local process models are composed to build a global process-oriented
model of the intended initial system, i.e., we derive systematically an
event-based model from the composed system. The method is illustrated
through the example of an auction system which is representative of a
system without a static architecture: an evolving system. The resulting
specification is augmented with desired properties and then analysed
using the Event-B/Rodin framework. This method is well-suited to build
Event-B models in general but also models with evolving architectures.

Keywords: Event-B · Multiparadigm modelling · Mealy machine ·
Rodin

1 Introduction

Modelling, design and analysis of software intensive systems are difficult
engineering tasks. They still raise challenging questions, especially the lack of
methods to combine and reuse the analysis and specification practices. Specific
methods and tools to guide the use of formal methods may help in mastering
these challenges. The motivation of our work is the need of practical methods,
techniques and tools to help the developers in specifying and analysing asyn-
chronous software systems, using an event-based approach. These systems are
made of several processes interacting to achieve the functionalities defined at a
more general level. However, even using a formal method one can build a formal
model which is proved correct with given properties but which does not meet
the desired behaviour.

One difficulty of using without guidance, an event-based approach like the
Event-B one, is that the structure of the behaviours of involved components is
not explicitly stated. The modeller has to focus on the description of the events

c© Springer International Publishing Switzerland 2015
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of the system at hand, by considering the conditions of their occurrence and
their effect. But, the structuring of the system components behaviour according
to these events is not straightforward and is often left implicit, i.e. it is not
effectively given. This is error-prone.

In the case of the modelling of large complex systems, it is tedious to conduct
the modelling only with implicit behaviours of the system components, their
elicitation can considerably help in avoiding mistakes in the modelling process.
However it is not easy to build an exhaustive explicit behaviour of the system.
In this work we focus on a modelling method: a systematic approach to capture
and build the formal model of the behaviour of the global system at hand. The
method is based on the construction of an explicit process-based behaviour at
the level of local components. Event-based models are derived from the process
models of the components and then the overall system is built by composing the
event-based models of the components. For the experimentation purpose we use
Event-B1 as the support of event-based model construction; an auction system
is modelled using the presented approach.

The contribution of this work is twofold: (i) a multiparadigm specification
approach2 to capture and construct a global model which will be the starting
point from which the developper will perform a complete Event-B development
chain; a formal treatment of the multiparadigm aspect is considered; (ii) a com-
plete experimentation which may serve as a cookbook for further case studies.

The remainder of the article is organised as follows: in Sect. 2 we present
the materials used to conduct this work. Section 3 is devoted to the core of the
specification approach. Section 4 introduces the modelling of the auction system
which illustrates the method. Finally Sect. 5 concludes the article.

2 Background

Polyadic Mealy Machines. A Mealy state machine [9] describes the evolution
of a process; the process is in a given state of the machine at any time. Assume
we have several processes whose evolutions are supported by the same Mealy
machine; we could have built the product of the state machines in order to
compose the processes, but it is better to use their free product in order to
have less constraints on the number of the processes to be composed. For that
purpose, we extend the (monadic) Mealy machine to a Polyadic Mealy Machine.
This is introduced in order to define very simply, how several processes can
simultaneously share the same behaviour, using only one specific Mealy machine.

Definition 1. A Polyadic Mealy Machine is a Mealy machine extended so as to
simultaneously support the behaviour of several processes. The extension consists
in labelling each state by a set containing the identifiers of the processes that are
currently in this state.

A polyadic Mealy machine is defined by a tuple 〈S,L, δ, P,Ω〉 where
1 Rodin http://wiki.event-b.org/index.php/Main Page.
2 That combines state-machine and event-based notations.

http://wiki.event-b.org/index.php/Main_Page
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(b) a polyadic Mealy machine

Fig. 1. Polyadic form of a process type

– S is a finite set of states among which an initial state S0 and possible final
states;

– L = In × Out is a set of labels made of an input from the set In which is the
trigger (a guard – a boolean expression) of the labelled transition, an output
from the set Out which is the action associated to the transition;

– δ : S × L → S is a partial transition function;
– P is a set of given processes;
– Ω : S → P(P ) is the state annotation function.

The function Ω depends on discrete time; it is such that each state s is
annotated with the set of processes which have currently reached the state s
(see Fig. 1(b)). But at a given instant, a process is in exactly one state; it means
that the states of the Mealy machine do not share the processes:

∀si, sj .si ∈ S ∧ sj ∈ S ∧ si �= sj ⇒ Ω(si) ∩ Ω(sj) = ∅.

Operational Semantics of Polyadic Mealy Machine. While the semantics
of a standard Mealy machine is given by the transition relation from the initial
state with at each time the information on the current state, the semantics of our
polyadic Mealy machine is the non-deterministic co-evolution of the processes
running the transition relation. Formally, consider a polyadic Mealy machine
pM = 〈S,L, δ, P,Ω〉; the behaviour induced by pM is given by the set of tran-
sitions enabled by pM (The next state is denoted by pM ′). They are formalised
by the following operational semantics rules3.

Initially all the existing processes are in the initial state S0 : Ω(S0) = P .

pM = 〈S,L, δ, P,Ω〉 ∧ ∃ s0 ∈ S . Ω(s0) = P
pinit

3 We use the set theoretic notation with the standard operators; the operator dom
stands for the domain of a relation.
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Any process p in a state from which the guard of a label λ is enabled4, may
evolve nondeterministically and reach the target state of the transition labelled
by λ.

pM = 〈S,L, δ, P,Ω〉 ∧
((s, λ), t) ∈ δ ∧ guard(λ) = true ∧ ∃p ∈ Ω(s) ∧

Ω′(s) = Ω(s) − {p} ∧ Ω′(t) = Ω(t) ∪ {p}
pM ′ = 〈S,L, δ, P,Ω′〉 ptransition

When all the processes reach a final state with no output transition or a state
with no enabled transition, there is a deadlock.

pM = 〈S, L, δ, P, Ω〉 ∧
∃ s | Ω(s) = P ∧ (s /∈ dom(dom(δ)) ∨

( s ∈ dom(dom(δ)) ∧ (∀λi | (si, λi) ∈ dom(δ) . guard(λi) = false) ))

pM ′ = 〈S, L, δ, P, Ω〉 pdeadlock

In the following we use the polyadic Mealy machine to model the components
that constitute a system as process types5. The main interest is that Event-B
models can be systematically derived from the polyadic Mealy machine due to
the compatibility of events semantics; each transition is viewed as an occurrence
of an event. Note that any expressive process-based graphical formalism can be
used to sketch the behaviour of the identified processes.

Free Product of Transition Systems. The parallel composition of processes,
can be built by the free product of the transition systems of the processes. The-
oretically, their free product results in a (huge) model where a global state6 is
made of a state of each of the processes, a global transition from a global state
is made of the transitions of each of the processes from its state involved in
the global state. Practically, the global transitions can be constrained to avoid
inconsistency in the access or update of the state variables.

While synchronous product is appropriate to dependent processes, free prod-
uct is more appropriate to the composition of independent processes which may
share communication channels. In our work, the global system is asynchronous
and its involved processes can be distributed, concurrent and dynamic; where-
from the relevance of the free product. We use the free product to compose inde-
pendent processes modelled by Mealy machines; guards are used to constraint
the transitions. When several guards are simultaneously true, a non-deterministic
choice is made to select the process that evolves, but the other guards remain
true for next evaluation.

4 guard(λ) denotes the guard of a label.
5 A process type is the set of behaviours that characterises a process.
6 The term global state refers to the state of the process composition.
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Overview of Event-B/Rodin. Event-B [2,7] is a modelling and develop-
ment method where components are modelled as abstract machines which are
composed and refined into concrete machines. An abstract machine describes a
mathematical model of a system behaviour7. In an Event-B modelling process,
abstract machines constitute the dynamic part whereas Contexts are used to
describe the static part. A Context is seen by machines. It is made of carrier sets
and constants. It may contain properties (defined on the sets and constants),
axioms and theorems. A machine is made of variables and invariant, together
with several event descriptions. Proof Obligations are defined to establish model
consistency via invariant preservation. The Rodin8 tool is an open tool dedicated
to building and reasoning on B models.

3 B Model Derivation: The Method

We extend and improve previous results on the *P-B method9 [3]. The improv-
ment lies on the introduction of polyadic Mealy machines to perform a systematic
and rigorous construction of the formal reference model.

3.1 Overview of the *P-B Method

The coarse grains of the steps of the method are as follows:

1. Build a reference formal model from the system at hand and state the desired
global properties according to this formal model. The reference model is an
abstract, multi-process model from which specific models may be built; it
may be composed of elementary models. This step is detailed in Sect. 3.2.

2. Perform formal analysis (property verification) with the reference model.
3. Refine gradually, if necessary, the abstract formal model into less abstract

ones, and perform (iteratively) formal analysis on the current model.
4. Deal with multifacet aspect if it is necessary; derive specific models in other

formalisms which are specific inputs of various analysis techniques and tools;
ensure the feedback and the consistency with the reference model.

In the current article we detail and enhance the specification approach to deal
with the first step (1). This step needs methods that are suited to the system at
hand, hence several domain-based methods may be appropriate. Steps 2. and 3.
are considered in the illustration example.

3.2 Structuring the Reference Model with Processes and Events

The undertaken approach consists in building gradually the reference model of
a global system from those of its constituent processes. For this purpose, a set of
processes with the same behaviour is characterised by a polyadic Mealy machine,
which models the type of the processes. Depending on the requirements at hand,
several such types may be built.
7 A system behaviour is a discrete transition system.
8 Rodin http://wiki.event-b.org/index.php/Main Page.
9 Multi-process specification using B.

http://wiki.event-b.org/index.php/Main_Page
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Processes Described as Mealy Machines. We consider first the Mealy
machines and then we systematically derive event-based models from the Mealy
machines. From the requirements at hand, common state variables and proper-
ties are identified and described, some of them will be shared. Besides, elemen-
tary processes are identified according to the behaviours which are expressed.
Depending on the cases, one can have several processes with the same behav-
iour hence we deal with process types to describe processes. Each process type
is described as a polyadic Mealy machine pM = 〈S,L, δ, P,Ω〉 previously intro-
duced (Sect. 2).

The definition of polyadic machine is enriched with the context of the require-
ments we have to model. Therefore, a process type PTi is such that PTi =̂
〈Si, Ei, Evti〈Li,δi,Pi,Ωi〉〉 where

– Si models the state space including the data of the context, using sets and
variables;

– Ei is the set of events identified from the requirements. Describing this set
meets the requirement capture and design approaches where events are first
listed and then described, for example using conditions and actions.

– Evti〈Li,δi,Pi,Ωi〉 is the description of the events in Ei according to the transition
relation δi : Si × Li → Si and the state annotation function Ωi : Si → Pi.
Each element ei of Ei is described with a labelled transition λi with λi ∈ Li;
therefore λi is a couple (ini, outi) (see Definition 1). We use the form (ei, λi)
to denote the element of Evti. Consequently Evti〈Li,δi,Pi,Ωi〉 is abstracted as
〈Ei, δi〉 in the forthcoming algorithms.

In the sequel we use the structure PTi =̂ 〈Si, Ei, Evti〈Li,δi,Pi,Ωi〉〉 to describe
and to compose the local process types which will form the global model.

Consider for example a process type buyer in an auction application. Several
buyers are there and they have the same behaviour with respect to the auction.
But, the current buyers are not always performing the same actions; they are
not all in the same states. When some buyers are just registered, some others
are already buying or consulting the available items. A polyadic Mealy machine
captures easily the situation. In the same way, all other processes (for instance
Seller, Manager) identified in the auction application will be described.

Global Model: Composing the Process Types. We build a global formal
model by composing the local process types previously built.

Interaction with Abstract Channels. Shared abstract channels are introduced
to link the interacting processes and to make them communicate. An abstract
channel is modelled as a set; it is used to wait for a message or to deposit it.

For the interaction purpose, the defined process types are linked with the
identified common data and abstract channels. The abstract channels are mod-
elled according to the interaction needs; each process type uses, independently
from the other processes, the global variables that denote the defined abstract
channels and state variables. Hence the interaction between the processes is
handled using these shared abstract channels. The communications are achieved
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in a completely decoupled way to favour dynamic structuring. A process may
deposit a message in the channel, other processes may retrieve the message from
the channel.

Composition of the Processes. A bottom-up view is adopted where the com-
position of process types is explicit. Practically the composition by a merging
can be implicit during the modelling of the considered processes. The described
processes are combined by a fusion operation

⊎
which merges an undefined

number of process types. We build on the existing works [1,11]; the fusion oper-
ation merges the state spaces and the events of the processes into a single global
system Sysg which has the conjunction of the invariants, and which in turn can
also be involved in other fusion operations. The semantics basis is the use of the
free product (see Sect. 2).

Sysg =̂
⊎

i PTi =
⊎

i 〈Si, Ei, Evti〉 = 〈Sg, Eg, Evtg〉

When process types are merged, a variable denoting the set of processes of each
type is maintained in order to identify the processes of this type. The variable
is then used in the guards for distinguishing the events related to each type.
Moreover the cardinal of the set of processes can vary, making it easier to model
the composition of unbounded number of processes. The processes access the
global state and communicate with others processes through their events.

3.3 Derivation of the Event-Based Model from the Process Types

According to the semantics of a polyadic Mealy machine, the transition from a
state s to another one is non-deterministically achieved by one of the processes
(described with Ω(s)) in the state s. The guards of the events capture this
semantics. The event-based model of the machine is then obtained by translating
systematically each transition of the polyadic Mealy machine into an event. We
get the behaviour of a process type by combining the occurrences of its resulting
events. We introduce for this purpose a derivation schema to describe the event
of Evti. Each element (ei, λi) of Evti is expanded as (ei, (ini, outi)) and then in
the form ei =̂ ini → outi, where ini represents the guard of the event and
outi the action performed when the event occurs. To generalise, the generic form
evt =̂ guard → action is formatted with the more readable syntactic form:

evt =̂ when guard /* the condition to enable the event */
then action /* the action performed by the event */
end

A process type PT is characterised by a list of events eP which are guarded
by the type PT itself10; these events will be enabled only for processes of type
PT . Accordingly an event without a guard describes a behaviour shared by all
processes, whatever its type.
10 As a type is a property, it is safe to write a guard p ∈ PT to express that p has the

property PT .
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for each process type PTi = 〈Si ,Ei ,Evti〉:
for each (ei , λi) ∈ Evti with ((si , λi), sj ) ∈ δi where λi = (ini , outi)

Generate an event eλi
associated to λ as follows:

eλi
=̂ any p where p ∈ PTi ∧

p ∈ Ω(si) ∧ ini /* ini = guard(λi) */
then

Ω(si) := Ω(si) − {p} /* update of Ω */
Ω(sj ) := Ω(sj ) ∪ {p} /* update of Ω */
perform the action outi associated to λi

end

Fig. 2. Algorithm to derive events from process type

The derivation of the core event model from the behavioural semantic rules
(see Sect. 2) of the polyadic Mealy machine is then achieved with the following
algorithm (see Fig. 2). This derivation algorithm is then generalised to several
types and extended with the treatment of data specific to the processes.

Generalising the Derivation of Event-Model from Process Types. Con-
sider a process type PT where each process p has the features aa, ff and a
behaviour defined by the events el, eg. To deal with several processes of the
same type PT we need a subset thePTs of PT ; therefore a function is used to
distinguish the feature aa or ff of each element p of the subset thePTs. More
generally, each feature that is modelled with a variable in one process type,

Derivation from Si

used sets
PT /* a given process type */
Da /* the value domain of feature aa */
Df /* the value domain of feature ff */
GT /* a given type */
ChanT /* a channel type */
· · ·

invariant properties
thePTs ⊆ PT /* the set of processes of type PT : P */
aa : thePTs → Da /* each process has an a */
ff : thePTs → Df /* each process has an f */
gv : GT /* a global variable with a given type */
gChan : ChanT /* a global variable modelling a channel */
· · ·

Fig. 3. Global shape of event-based model derived from process type (1)
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results in a function from the set of process identifiers to the value domain of
the considered feature. A process p may have access to global variables modelling
its environment. The guard of each event of p may use global variables gv and
also local variables l resulting in an explicit predicate cond(p, l) or cond(p, gv, l).
In the same way the action may update global variables. Note that the subset
thePTs meets the set P in the definition of polyadic machine, thus the mod-
ifications of Ω are achieved via the modification of thePTs. The generalised
derivation schema for any PTi = 〈Si, Ei, Evti〉 is as in Figs. 3 and 4.

Derivation from Ei ,Evti
event descriptions
el = any p, l /* event depending on local variables l */

where p ∈ thePTs /* p is one of the processes */
∧ cond(p,gv,l) /* with specific conditions cond(p,l) */

then
update of ThePTs /* that is update of Ω */
· · · /* update of other state variables : out */

end ;
eg = any p /* an event with gv a global variable */

where p ∈ thePTs ∧ cond(p,gv)

then
update of ThePTs /* that is update of Ω */
· · · /* update of global variables : out */

end

Fig. 4. Global shape of event-based model derived from process type (2)

Translation into Event-B. According to the shape and the semantics adopted
for the derivation of the event models, the translation into Event-B of the derived
event-based model is straightforward. Asynchronous communication is modelled
with the interleaved composition of process behaviours viewed as event occur-
rences. Event-B/Rodin framework is used for the experimention.

4 Illustration: The Auction System

The auction system is a benchmark11 treated with several approaches [5,6]. It
describes a distributed interaction between several processes of different types;
they communicate via messages. In the auction system, items are proposed by
sellers and bought after bids.

11 (See for example Rubis http://rubis.ow2.org/).

http://rubis.ow2.org/
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The Auction System (à la eBay). The informal requirements of the auction
system are as follows.

“An auction site implements the core functionality of an auction: selling,
browsing and bidding. Several sessions are distinguished: visitor sessions, buyer
sessions and seller sessions. In a visitor session, users do not need to register
but they are only allowed to browse items. Buyer and seller sessions require
registration. In addition to the functionality provided during visitor sessions,
within a buyer session users can bid on items and consult a summary of their
current bids, ratings and comments left by other users. Seller sessions require
a fee before a user is allowed to put up an item for sale. An auction starts
immediately and lasts for a given delay (typically no more than a week). The
seller can specify a reserve (minimum) price for an item.”

Capturing the Process Behaviours with Process Types. From the
requirements we distinguish three kinds of processes corresponding to the
described user sessions: visitor, buyer and seller. We introduce a process man-
ager to model the orchestration of the bids. Applying the proposed method, we
capture the behaviour of each process type, using the extended Mealy machine.
A simplified behaviour of the buyer, where the transitions are only labelled by
an event name is depicted in Fig. 5. The set of events of the Buyer process is then
obtained: Eb={b register, b start, b placeBid, b browse, b consultItem, b pay,
b waitItem, b leave}. This step helps to tune quickly the desired behaviour and
to correct it in case of mistakes.

We modelled the behaviour of the other processes with extended Mealy
machines. The names of the events are prefixed by the initial letter of the process
name so as to favour readability. These four Mealy machines are then used to
build the four process types.

V ISITOR =̂ 〈Statev, Ev, Eventsv〉;SELLER =̂ 〈States, Es, Eventss〉
BUY ER =̂ 〈Stateb, Eb, Eventsb〉; MANAGER =̂ 〈Statem, Em, Eventsm〉
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Fig. 5. A simplified (Mealy) view of the buyer’s behaviour
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Merging the Process Types into a Global Model. The targeted global
reference model is the composition of the process models of the four identified
processes using the fusion operator. We get a global model Auctiong from which
we derive the event-based model of the auction system.

Auctiong =
⊎

{V ISITOR, SELLER, BUY ER, MANAGER}.

Deriving the Event-Based Model. The event-based model is derived from
the process types using the derivation algorithm presented in Sect. 3.3. The
obtained event-based model is completed by an invariant stating the required
properties. For illustration, the complete Event-Models can be found at our
website12.

Formal Analysis of the Final Event-B Model. To illustrate the use of the
obtained reference model we show how preliminary analysis are performed.

Consistency Analysis. Consistency analysis is based on the invariant proper-
ties and the proof obligations generated using Rodin.

ReachabilityAnalysis.An example of such property is as follows: “The received
items are those shipped (for some buyers)”. After analysis and according to the
modelling choices, the property is restructured and rephrased as: When there are
some bought items, the items owned by someone as bought items, are those which
have been payed and shipped.

boughtItems �= ∅ ⇒ dom(boughtItems) ⊆ shippedItems (Pob)

The properties are incorporated in the invariant and then analysed. The
Rodin tool is used to work out the Event-B model. A total of 85 proof obligations
is generated; 100 % of the PO are proved (one PO needs an interactive proof).

5 Conclusion

We proposed a method to systematically capture an event-based global model
of a system using a process-oriented model. The process-oriented model is used
to derive an event-based model using the semantics of a polyadic Mealy machine
which is introduced in this work. The event-model is then translated into Event-B.
The method which is proposed to capture the global formal model, is an enhance-
ment of the preliminary step of a methodological approach previously proposed
to guide the modelling and analysis of different kinds of software. An auction
system is used to illustrate the proposed method. For practical experimentations,
the Rodin tool is used to analyse the obtained Event-B model.

12 http://pagesperso.lina.univ-nantes.fr/info/perso/permanents/attiogbe/nabla/
M2BAuction/.

http://pagesperso.lina.univ-nantes.fr/info/perso/permanents/attiogbe/nabla/M2BAuction/
http://pagesperso.lina.univ-nantes.fr/info/perso/permanents/attiogbe/nabla/M2BAuction/


88 C. Attiogbé

As far as related works are concerned, there are works [4,10] that com-
bine Event-B and process Algebra (CSP); they help to structure the interaction
between sub-systems modelled using B; unlike our approach they are not dedi-
cated to help the construction of B components. At a different abstraction level,
the synthesis of program codes from finite state machines is close to our work.
To the best of our knowledge, there is no similar works which adopt a similar
approach to guide the use of event-based methods including Event-B. In [8], the
authors propose a translation into Event-B from a formalism combining graphi-
cal notation and process algebra. The translation of the behaviours are related,
but their focus is on the analysis of information systems, instead of assisting
event-based modelling as we done. But, in the category of works dedicated to
methods to apply B, the authors of [7] give a methodology of using B patterns
to construct B models; this is a complementary approach to fight the problem
of lack of methods to build formal models. We plan to mechanise the derivation
of events schema, in order to increase the assistance on Event-B modelling.
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Abstract. This paper presents the formal modelling of a nose gear
velocity system, a software-based system for estimating the ground veloc-
ity of an aircraft. We employ the Event-B modelling language to conduct
this case study. Event-B allows us to construct and verify the formal
model of the system using the incremental refinement-based process.
The main goal of the case study is to highlight the need for separating
and integrating explicit semantics of application domain into the for-
mal development process. Traditionally in Event-B development, domain
descriptions of systems containing domain knowledge are treated as
second-class citizens, and the modelling is implicit and usually distrib-
uted between the requirements model and the system model. In this
paper, we highlight the need for explicit modelling of domain contexts
as first-class citizens, and we illustrate concepts related to implicit and
explicit semantics with the help of an example in Event-B.

Keywords: Modelling · Refinement · Formal method · Event-B ·
Implicit semantics · Explicit semantics · Nose gear velocity

1 Introduction

Rigorous modelling and verification of software intensive systems is an actively
developing area of software engineering that is well supported by variety of meth-
ods and tools, e.g., model-checking, automated theorem-provers, simulation and
animation tools, satisfiability solvers, etc. Usually, these methods and tools allow
the developer to construct a formal model of a system under construction and
enable verification of critical system properties, such as performance, reliability,
safety, etc. One of the goals of rigorous modelling approaches is the support for
effective requirements engineering since capturing and structuring valid system
requirements remains one of the main challenges in software engineering.

In refinement-based methods, such as Event-B [1], an induction principle is
implicitly integrated. It is used for proving correctness properties by discharging
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90 D. Méry et al.

proof obligations that are automatically generated. We refer to these features as
implicit semantics, as they are provided by the underlying theory (in this case,
semantics of Event-B). On the other hand, domain knowledges constitute explicit
semantics as they provide external informations about the domain within which
system operates. It has been shown that the domain knowledge [4,5] is crucial
and critical to design safe software-based systems which interact with and, or,
respond to events originating in environment. For example, consider a data bus
ensuring communication among software agents (nodes), and one agent is waiting
for data expressed in the metric unit system, while another one requires same
data in the imperial unit system. The data here, for example, can be the speed
of some vehicle. In this case, respective unit system for each agent provides
critical information for further processing the received data. Another case is the
evaluation of the velocity of an aircraft, expressed in miles per hour, whereas
some other interacting system or component requires a precision in kilometers
per hour. As a one more example, consider the problem of positioning: a vehicle
is guided by the control system and has the strong requirement to know where it
is currently on the route. In this case, it is critical that validation of data on the
route should make a clear distinction between an absolute data and a relative
data.

Allowing formal methods users and developers to integrate — in a flexible
and modular manner — both the implicit semantics, offered by the formal meth-
ods, and the explicit semantics, provided by external formal knowledge models
(e.g., ontologies), is a major research challenge [3]. In an attempt to tackle this
problem, we consider the case study of a Nose Gear velocity system [7]. It is a
critical function responsible for estimating the ground velocity of an aircraft. We
employ the Event-B modelling language and its inherent refinement technique
to formally derive and verify the model of the system. We use this formal model
for identifying and evaluating explicit features involved in this development.
The case study has been developed using the Rodin platform – an integrated
development environment for Event-B [2].

Related work on integrating domain contexts and formal methods includes
notes of MacCarthy [8] proposing the introduction of contexts as abstract math-
ematical entities with useful properties for AI. Here, a context defines the frame
related to the domain of the problem. More recently, Schmidtke and Woo [10]
studied pervasive computing systems and proposed to formally describe per-
vasive computing systems as distributed concurrent systems operating on the
background of a mereotopological context model. It allows to integrate the oper-
ating environment into the model. Finally, Ait-Ameur et al. [3] introduce ques-
tions related to the integration of implicit and explicit semantics in proof-based
development method.

The paper is organised as follows. Section 2 introduces the Nose Gear velocity
problem. In Sect. 3, we present an overview of the case study development and
the reader can consult the link http://eb2all.loria.fr for obtaining the Event-B
archive of the complete Nose Gear velocity model. Section 4 discusses the paper
contribution and summarises the lessons learnt. Finally, in Sect. 5, we conclude
by discussion of future research directions.

http://eb2all.loria.fr
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2 The Case Study and the Modelling Language

The system under consideration is a Nose Gear (NG) Velocity Update func-
tion. It is responsible for estimating the velocity of an aircraft while moving
on the ground. This case study was first posed as a verification challenge in
Third Workshop on Theorem Proving in Certification in 2013. We develop this
case study since it represents a typical system consisting of multiple hetero-
geneous components working together to produce the expected output. It also
represents components assuming different domain knowledge regarding received
data. Hence, it is suitable for our goal of exposing the need for identifying and
integrating explicit semantics in formal modelling. We briefly describe the system
and introduce the Event-B modelling language in this section.

In the NG velocity system, the velocity is estimated by calculating an elapsed
time for a complete rotation of a nose gear wheel. These rotations are monitored
by an electro-mechanical sensor connected to a computer. Whenever there is a
complete rotation of the nose gear wheel, the sensor generates a click (also called
‘pulse’), which subsequently generates a hardware interrupt. An interrupt service
routine (ISR) of the system is then responsible for serving these interrupts. The
ISR increments a 16-bit counter, NGRotations, to capture a complete rotation
of the NG wheel, and stores the current time of an update in a 16-bit variable,
NGClickTime.

The NG velocity system is equipped with a millisecond counter called Mil-
lisecs. This counter is incremented once every millisecond and provides a read-
only access of its current value to all components in the system.

Another component of the system is a real time operating system (RTOS),
responsible for invoking the update function. The RTOS makes sure that this
function is invoked at least once every 500 ms. However, the exact time of each
invocation relative to a hardware interrupt is not predictable.

Finally, the update function is responsible for estimating the current velocity
of an aircraft on the ground. This estimation is based on currently available
values of accessible counters. Estimated velocity is stored in a variable called
estimatedGroundVelocity. Update function has a read-only access to Millisecs
counter along with NGRotations counter and a global variable NGClickTime.
Also, the diameter of the NG wheel is vailable to the function as a compile
time constant called, WHEEL DIAMETER. Moreover, the function can store all
the necessary private data required for calculating an estimation of the ground
velocity. These values are protected from invocation to invocation.

There is one explicit requirement for this system, EXFUN-1: While the aircraft
is on the ground, the estimated velocity shall be within 3 km/hr of the true velocity
of the aircraft at some moment within the past 3 s. Along with EXFUN-1, we have
systematically extracted several other implicit/derived requirements from this
requirements description. In the next section, we present the formal model of
the system and address these requirements.

Event-B [1] is a formal modelling language for expressing state-based models
of reactive systems. It is supported by two proof-assistant-based environments,
namely Rodin [2]. The construction of an Event-B model is based on concepts
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like sets, constants, axioms, theorems, variables, invariants, events; these syn-
tactic constructions are organised in two kinds of structures, namely contexts
for modelling static informations and machines or expressing events modifying
state variables satisfying invariants and safety properties. The validity of a con-
text and a machine is achieved by discharging generated proof obligations using
proof assistants. Proof obligations states conditions derived from the principles
for deriving safety and invariance properties. We are not giving details of syn-
tax and semantics of Event-B and we will progressively add more details when
developing the case study in the next section.

3 Development of Nose Gear Velocity

In this section, we present our attempt on formal modelling of the NG veloc-
ity update function. This development has been performed with a traditional
Event-B modelling approach. That is, we do not treat domain features (explicit
semantics) differently in this development but rather use it as a starting point
for that purpose, and identify them.

The development strategy employed for this modelling is such that we start
with a very unconstrained view of the system. We introduce all components of
the system independently in an incremental fashion, and then, in later refinement
steps, we establish relationships between these components as per requirements.
As we proceed, we gradually unfold a detailed representation of the system, with
an attempt to address a single functionality (or a system component) at each
refinement level. Finally, once all necessary relationships between components
have been established, we address the main requirement, EXFUN-1.

3.1 Initial Model: Updating Ground Velocity

The initial model is the most abstract specification of the system. It introduces
the most fundamental functionality of the system – estimation of the ground
velocity – at utmost abstract level. Hence, this model consists of a single event
addressing an estimation of the ground velocity, which states what is expected
of our system and not how this estimation is performed.

A state variable esmt velocity stores a current estimated velocity of an air-
craft, while event updateGroundVelocity states that esmt velocity holds some
value in MPH unit. A variable old velocity records an old estimated value when
esmt velocity variable is updated with a new estimation. The record of the old
velocity is required to specify system properties (for instance, “estimated velocity
is always available”) later in the development.

INVARIANTS
inv1 : esmt velocity ∈ MPH
inv2 : old velocity ∈ MPH

updateGroundVelocity
begin

act1 : esmt velocity :∈ MPH
act2 : old velocity := esmt velocity

end

The context for this model introduces new type MPH (stands for miles per
hour) to model estimated ground velocity. This type is abstractly specified by
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a set MPH and (constant) injective function mph ∈ N � MPH.1 Note that
we make use of explicit types to model units in this development. This design
decision based on two observations – (1) model is easier to communicate with
other stakeholders (designers, developers, etc.), as it becomes explicit regrading
manipulations of types and their use; (2) from modelling perspective, assigning
types (rather than treating them subsets of N) creates distinct entities which
results in more transparent proofs.

3.2 First Refinement: Introducing Time Progression

The NG velocity system is primarily constrained by the time. Our first refine-
ment introduces a milliseconds counter incrementing for each millisecond. With
this counter we capture the progression of time for the system. As stated in the
system description, we have to model milliseconds counter with a 16-bit capac-
ity constraint. We assume that the counter is unsigned. Hence, the counter is
modelled with a modular semantics.

To model the progressing time, we introduce four new variables Millisec,
dummyTick, updateTime, updateRecords and one new event MillisecTicks in
this refinement.

INVARIANTS
inv1 : dummyTick ∈ N ∧ Millisec ∈ ms[0..MAXBIT ]
inv2 : updateT ime ∈ ms[0..MAXBIT ] ∧ updateRecords ⊆ N

inv3 : updateRecords �= ∅ ⇒ dummyTick > 0
inv4 : esmt velocity �= mph(0) ∨ old velocity �= mph(0) ⇒ updateRecords �= ∅

Context for this refinement intro-
duces a new set MILLISECOND and
three constants. The set MILLISEC-
OND is used as a distinct type to repre-
sent the time in milliseconds.

AXIOMS
axm1 : ms ∈ N � MILLISECOND
axm2 : MAXBIT ∈ N1
axm3 : modMaxBit ∈ Z � 0..MAXBIT

MillisecTicks
begin

act1 : Millisec := ms(modMaxBit(dummyTick + 1))
act2 : dummyTick := dummyTick + 1

end

Event MillisecTicks mod-
els the progression of time for
the system.

Introduction of the time here is necessary to establish various properties of
the system in the later development. As Millisec counter has to be 16-bit, the
problem is to model and establish properties related to continuous progression
of time within Event-B. For this purpose, we introduce a new state variable,
dummyTick, which is modelled as an always incrementing counter and assigned
to Millisec. Variable dummyTick is a dummy variable used to establish time
related system properties in this model – for example, “ground velocity update
is done at some time in the future”.

1 Axioms listing for each context in this ocument is not complete. Here, we list typing
axioms so hat relationships between different types are clear to the reader.
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Finally, updateTime
records the last update
time for esmt velocity,
while set variable
updateRecords keeps
track of all previ-
ous ground velocity
estimation times.

updateGroundVelocity
when

grd1 : dummyTick > 0
then

act1 : esmt velocity :∈ MPH
act2 : old velocity := esmt velocity
act3 : updateT ime := Millisec
act4 : updateRecords := updateRecords ∪ {dummyTick}

end

3.3 Second Refinement: Introducing Interrupt Service Routine

ISR in the NG velocity system is responsible for updating rotation counter and
records the service request time. As per the system description, NGRotations
counter is a 16-bit counter. However, it is observed that NGRotations counter
can be modelled as an always incrementing counter– taking into account possible
diameters of an aircraft wheel, a 16-bit rotations counter is more than enough
for the longest existing runway. To model the ISR functionality, we introduce

serviceInterrupt
when

grd1 : dummyTick > 0
then

act1 : NGRotations := NGRotations + 1
act2 : NGClickT ime := Millisec
act3 : interruptRecords := interruptRecords ∪ dummyTick
act4 : oldRotationCount := NGRotations

end

four state variables
NGRotations, NGClick
Time, oldRotation-
Count and inter-
ruptRecords, as well
as one new event
serviceInterrupt.

INVARIANTS
inv1 : NGRotations ∈ N ∧ oldRotationCount ∈ N ∧ NGClickT ime ∈ ms[0..MAXBIT ]
inv2 : interruptRecords ⊆ N ∧ finite(interruptRecords)
inv3 : interruptRecords �= ∅ ⇒ dummyTick > 0
inv4 : updateRecords �= ∅ ⇒ interruptRecords �= ∅

inv5 : interruptRecords �= ∅ ⇒ NGRotations − RotationCount = 1
inv6 : dummyTick ∈ interruptRecords ⇒ NGClickT ime = Millisec

As discussed earlier, NGRotations is modelled as always incrementing counter
that records the number of complete rotations of a nose gear wheel. We incre-
ment it by one each time an interrupt is serviced (see event serviceInterrupt
below). A new state variable, oldRotationCount, is used to record previous value
of NGRotations after it is updated with a new value. Variable NGClickTime is
confined automatically to modular semantics as it receives values from Millisec
counter.

In the same spirit of collecting information about the system states, inter-
ruptRecords is used as a set for recording time for each invocation of ISR. With
the help of this information we can prove that “NG Velocity system will start
estimating ground velocity only after at least one interrupt is serviced”.

Invariants (3,4,5,6) establish new properties related to serving an inter-
rupt introduced by a serviceInterrupt event. Finally, one more detail is
revealed in this refinement – velocity estimations occur only after at least
one interrupt has been serviced. This is achieved by strengthening guards of
updateGroundVelocity: interruptRecords �= ∅.
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3.4 Third Refinement: Introducing an Electro-Mechanical Sensor

The sensor is responsible for generating a click. We model it as a hardware inter-
rupt generated after each complete rotation. click is represented by either 0 or 1,
where 0 indicates that there is no hardware interrupt or a requested interrupt
has been served, while 1 indicates that there is a new hardware interrupt and
it needs to be served. To model this sensor we introduce events for monitoring
rotation progress and detection of a complete rotation. Finally, this refinement
also addresses that no false-positive click is generated and each complete rotation
takes some time.

To model the sensor, we introduce three new variables click, rotationAngle,
clickRecords and two new events – one for monitoring rotation progress of a wheel
(monitorRotationProgress) and one for generation of a click on a complete
rotation (detectRotationComplete). We do not list actions of these events here,
but rather discuss them in order to give overall idea. The model invariants are
presented below:

INVARIANTS
inv1 : click ∈ {0, 1} ∧ rotationAngle ∈ degree[0..359] ∧ clickRecords ⊆ N

inv2 : clickRecords �= ∅ ⇒ dummyTick > 0
inv3 : rotationAngle = degree(359) ⇒ dummyTick > 0
inv4 : rotationAngle = degree(359) ⇒ dummyTick /∈ clickRecords
inv5 : click = 1 ⇒ dummyTick ∈ clickRecords
inv6 : click = 1 ⇒ rotationAngle = degree(0)
inv7 : dummyTick ∈ clickRecords ∧ click = 0 ⇒ Millisec = NGClickT ime
inv8 : click = 0 ∧ dummyTick ∈ interruptRecords ⇒⇒dummyTick ∈ clickRecords

The context for this refinement step defines a new explicit type DEGREE to
model rotation progress for the NG wheel. As before, we also define a mapping
degree ∈ N � DEGREE.

Event monitorRotationProgress can be considered as a first part for the
required functionality of the sensor. Its action captures the progression of
a rotation angle (rotationAngle). Event detectRotationComplete then con-
stitutes the second part of the functionality. This event is triggered when
a complete rotation is detected. State variable click is set to 1 to indicate
that there is a new hardware interrupt generated by the sensor. The event
monitorRotationProgress is a non-blocking event. That is, after reporting a
new hardware interrupt, sensor continues its work of monitoring the next rota-
tion. With these two events, we establish four new properties targeted for this
refinement step – invariants 3,4,5,6,7,8. Variable clickRecords is used for keeping
record of all interrupts generated since initialisation.

click establisesh the relationship between the electro-mechanical sensor and
the ISR in the previous refinement step – once a hardware interrupt is generated
(i.e., click := 1), ISR can immediately serve that interrupt – it updates the
rotations counter and records that click time. Essentially we model the fact that
some time progresses with each rotation of a wheel. Hence, in this refinement
step we strengthen the guards of serviceInterrupt event so that it is enabled
only when there is a new (unserviced) hardware interrupt.
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3.5 Fourth Refinement: Modelling Basic Functionality of RTOS

A real time operating system (RTOS) invokes the update function at least once
every 500 ms. The case study document [7] explicitly mentions that the exact
invocation time relative to a hardware interrupt is not predictable. The only
assurance we have here is that RTOS will invoke the function once every 500 ms.
We also need to model the case that, once invoked, velocity estimation must
complete within 500 ms.

INVARIANTS
inv1 : invokeT ime ∈ ms[0..MAXBIT ]
inv2 : updateInvoked ∈ BOOL
inv3 : updateInvoked = TRUE ⇒ interruptRecords �= ∅

inv4 : Millisec �= invokeT ime ⇒
ms(modMaxBit(ms−1(Millisec) − ms−1(invokeT ime))) ∈ ms[0..500]

inv5 : Millisec = updateT ime ⇒
ms(modMaxBit(ms−1(updateT ime) − ms−1(invokeT ime))) ∈ ms[0..500]

We model the basic functionality of RTOS explained above and we introduce
two new state variables – a variable updateInvoked that flags the invocation
of update function, and variable invokeTime used to record the exact time at
which update function has been invoked. The invocation of the update function
is modelled by event invokeUpdate.

invokeUpdate
when

grd1 : interruptRecords �= ∅

grd2 : updateInvoked = FALSE
grd3 : Millisec �= updateT ime

then
act1 : updateInvoked := TRUE
act2 : invokeT ime := Millisec

end

In this refinement step, we also add con-
straints on event MillisecTicks to estab-
lish following system properties – “ground
velocity function is invoked at least once
every 500 ms” and “once invoked, update
should finish within 500 ms”.

These properties are totally time dependent, and since we have already intro-
duced the notion of progressing time in our model, these properties are addressed
in a straightforward manner at this step (invariants 4 and 5).

The condition (guard) for executing updateGroundVelocity is now changed –
it can now be entered when there is an invocation by an RTOS: updateInvoked =
TRUE. Earlier abstract models had information related to serviced interrupts
only, so event could be entered when there is at least one interrupt is serviced,
which is ultimately the effect of an invocation by RTOS.

3.6 Fifth Refinement: Modelling the Estimation Process

Now that we have introduced all functional components of the system, in this
refinement we model how an update function estimates the ground velocity. This
step addresses two specific cases – (1) the aircraft travels some distance in a given
time interval and an update occurs; (2) zero distance is travelled in a given time
interval and an update occurs.

Modelling the estimation process requires to take into account the compu-
tation of a travelled distance and an elapsed time before the actual estimation
of the current velocity. There are six new variables introduced in this refine-
ment step – elapsedTime, travldDist, lastRotations, lastClickTime, et computed
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and td computed – as well as three new events for modelling the estimation –
update zeroTravlDist, computeDistance and computeElapsedTime.

INVARIANTS
inv1 : elapsedTime ∈ MILLISECONDS ∧ travldDist ∈ INCH ∧ lastRotations ∈ N

inv2 : lastClickT ime ∈ ms[0..MAXBIT ] ∧ et computed ∈ BOOL ∧ td computed ∈ BOOL
inv3 : NGRotations � lastRotations
inv4 : et computed = TRUE ∧ td computed = TRUE ⇒updateInvoked = TRUE
inv5 : et computed = TRUE ⇒ elapsedTime �= ms(0)
inv6 : travldDist = inch(0) ∧ updateInvoked = FALSE ⇒esmt velocity = old velocity
inv7 : et computed = TRUE ⇒

ms(modMaxBit(ms−1(Millisec) − ms−1(invokeT ime))) ∈ ms[0..500]
inv8 : td computed = TRUE ⇒

ms(modMaxBit(ms−1(Millisec) − ms−1(invokeT ime))) ∈ ms[0..500]

Context for this refinement introduces three new explicit types – INCH,
MILE, HOUR. Constructing functions are also introduced for respective explicit
types, such as inch, mile, hour. These are required for mapping between Event-B
supported integer types and our explicit types. Moreover, we define three addi-
tional constants WHEEL CIRC, cmpElpsdTime and mph velo. The first one
represents the circumference of the aircraft wheel (computed from given wheel
diameter), the second one is the abstract function that computes the elapsed
time, and the last one is the abstract function that converts estimated velocity
form inches per millisecond into miles per hour.

AXIOMS
axm1 : inch ∈ N � INCH ∧ hour ∈ N � HOUR ∧ mile ∈ N � MILE
axm4 : WHEEL CIRC ∈ INCH \ {inch(0)}
axm5 : cmpElspdTime ∈ MILLISECONDS → MILLISECONDS \ {ms(0)}
axm6 : mph velo ∈ (INCH × MILLISECONDS) → MPH

A new event update zeroTravlDist is enabled when there is no distance
travelled (see guard travldDist = inch(0)) and an update process is initiated.
With this event we model that even though there is no distance travelled, update
is performed for a newly calculated elapsed time. The necessary condition to
perform velocity update is that the computation of a travelled distance and an
elapsed time must have been performed earlier. That is, new state variables
et computed and td computed are set to TRUE.

Events computeDistance and computeElapsedTime are modelled as sort of
‘sub-states’. They are indeed part of the overall velocity estimation process. Once
there is an invocation by RTOS, either of the two events can be executed. Once
both these events have been executed, then, based on the value of travldDist,
either event updateGroundVelocity or update zeroTrvalDist is triggered.
update zeroTravlDist
when

grad1 : et computed = TRUE
grad2 : td computed = TRUE
grad3 : travldDist = inch(0)

then
act1 : old velocity := esmt velocity
act2 : updateT ime := Millisec
act3 : updateRecords :=

updateRecords ∪ dummyTick
act4 : updateInvoked := FALSE
act5 : et computed := FALSE
act6 : td computed := FALSE

end

computeDistance
when
Update grad1 : updateInvoked = TRUE

grad2 : td computed = FALSE
then

act1 : travldDist :=
inch((NGRotations − lastRotations)∗
inch−1(WHEEL CIRC))

act2 : lastRotations := NGRotations
act3 : td computed := TRUE

end
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computeElapsedTime
when

grad1 : updateInvoked = TRUE
grad2 : et computed = FALSE

then
act1 : elapsedTime :=

cmpElspdTime(ms(modMaxBit(ms−1(NGClickT ime) − ms−1(lastClickT ime))))
act2 : lastClickT ime, et computed := NGClickT ime, TRUE

end

Finally, a new variable lastClickTime is used for calculating total elapsed time
between two consecutive invocations. Event computeElapsedTime updates the
value of this variable for each invocation. This updated value is then used for
calculating elapsed time for the subsequent invocation. A new state variable
lastRotations is used in a similar manner but for the calculation of a travelled
distance.

3.7 Sixth Refinement: Establishing EXFUN-1

We address the main requirement for the system – EXFUN-1: “Estimated ground
velocity of the aircraft is available only if it is within 3 KPH of the true velocity at
some moment in within past 3 s”. However, there is one more important require-
ment derived from the requirements description – “published velocity should be
available all the time”. To address these two requirements, we have to con-
sider three different cases here – (1) estimated ground velocity is published if
EXFUN-1 is satisfied; (2) old ground velocity is published if the latest velocity is
not yet available and the old velocity continues to satisfy EXFUN-1 (update is in
progress); (3) zero velocity is published if EXFUN-1 is not satisfied.

The property EXFUN-1 adds time constraints on the system’s velocity estima-
tion process. Also, this estimated velocity needs to be available all the time. To
model these two requirements we have made distinction between the estimated
velocity and the published velocity.

The state flow is such that after an invocation by RTOS (1) velocity estima-
tion is performed (as discussed earlier); (2) once the velocity estimation process
is complete, a new velocity is checked against constraints for EXFUN-1; (3.a) if
these constraints are satisfied, we publish the new velocity; (3.b) if they are not
satisfied, but an old velocity is still valid, we keep publishing the old velocity
(3.c) if none of the constraints are satisfied, we publish the zero velocity. With
this design we achieve the second requirement of having velocity published all
the time.

There are three new variables introduced in this refinement step – published
velocity, esmt velo avlbl and actual velocity – and four new events modelling the
stateflowexplainedabove–validateVelocity,publishZeroVelocity,publish
Velocity and publishOldVelocity. Moreover, context for this refinement step
introduces a new explicit type, KPH, in order to address EXFUN-1, which states its
constraints in SI units system. Here, we also need to handle conversions between
MPH to KPH. For these conversions we introduce a new constructed type, mph-
Tokph.2

2 (axm1 : kph ∈ N � KPH, axm2 : mphTokph ∈ MPH � KPH).
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INVARIANTS
inv1 : esmt velo avlbl ∈ BOOL ∧ published V elocity ∈ KPH ∧ actual velocity ∈ KPH
inv2 : esmt velo avlbl = TRUE ⇒mphTokph(esmt velocity) ∈

kph[kph−1(actual velocity) − 3..kph−1(actual velocity) + 3]
inv3 : esmt velo avlbl = TRUE ⇒

ms(modMaxBit(ms−1(Millisec) − ms−1(updateT ime))) ∈ ms[0..3000]

inv4 : ms(modMaxBit(ms−1(Millisec) − ms−1(updateT ime))) /∈ ms[0..3000] ⇒
published V elocity = kph(0)

inv5 : actual velocity �= kph(0) ∧ mphTokph(esmt velocity) /∈
kph[kph−1(actual velocity) − 3..kph−1(actual velocity) + 3] ⇒
published V elocity = kph(0)

inv6 : actual velocity �= kph(0)∧mphTokph(esmt velocity) = published V elocity ⇒(
mphTokph(esmt velocity) ∈ kph[kph−1(actual velocity) − 3..kph−1(actual velocity) + 3]∧
ms(modMaxBit(ms−1(Millisec) − ms−1(updateT ime))) ∈ ms[0..3000]

)

Event validateVelocity is enabled only when a new estimated velocity
is available, and all constraints related to EXFUN-1 are satisfied. A new state
variable esmt velo avlbl is used to flag the availability of a new, valid, velocity
for publishing. In this same event, a new state variable actual velocity is assigned
a value from a local parameter of the event, which represents true velocity of the
aircraft at that instant. Once the esmt velo avlbl is set to TRUE, a new event
publishVelocity can be executed to update the value of a new state variable
published Velocity. We use this variable to denote the published velocity by the
NG velocity system.

As discussed earlier, we also model the case where a new velocity esti-
mation is not available or invalid, but old velocity is still valid with respect
to EXFUN-1. Event publishOldVelocity models this case. Finally, when new
and old velocities are not valid any more with respect to EXFUN-1, we publish
zero velocity. For this, we update published velocity with 0KPH in a new event
publishZeroVelocity. These four new events allows us to meet the functional
requirement that the published velocity is always available.

validateVelocity
any
tureV elo
when

grd1 : trueV elo ∈ KPH
grd2 : mphTokph(esmt velocity) ∈

kph[kph−1(trueV elo) − 3..

kph−1(trueV elo) + 3]
grd3 :

ms(modMaxBit(ms−1(Millisec)−
ms−1(updateT ime))) ∈ ms[0..3000]

grd4 : esmt velo avlbl = FALSE
then

act1 : esmt velo avlbl := TRUE
act2 : actual velocity := trueV elo

end

publishOldVelocity
when

grd1 : esmt velo avlbl = FALSE
grd2 : mphTokph(esmt velocity) ∈

kph[kph−1(actual velocity) − 3..

kph−1(actual velocity) + 3]
grd3 :

ms(modMaxBit(ms−1(Millisec)−
ms−1(updateT ime))) ∈ ms[0..3000]

grd4 : esmt velo avlbl = FALSE
then

act1 : published V elocity :=
mphTokph(old velocity)

end

publishVelocity
when

grd1 : esmt velo avlbl = TRUE
then

act1 : published V elocity :=
mphTokph(esmt velocity)

end

publishZeroVelocity
when

grd1 : mphTokph(esmt velocity) /∈
kph[kph−1(actual velocity) − 3..

kph−1(actual velocity) + 3]∨
ms(modMaxBit(ms−1(Millisec)−
ms−1(updateT ime))) /∈ ms[0..3000]

then
act1 : published V elocity := kph(0)

end
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We have addressed all requirements (both explicit and derived) that we could
extract from the requirements document for the NG velocity system. Hence, we
can conclude that the development of a formal model for the system (with an
adopted refinement strategy) is complete at this stage.

4 Discussion and Lessons Learnt

We make use of explicit types to model units in NG velocity development. Mak-
ing use of explicit types for numerical units is a design decision based on two
observations – (1) model is easier to communicate with other stakeholders (indi-
viduals that interact with formal models in some way), as it becomes explicit
regarding manipulations of types and their use; (2) from the modelling perspec-
tive, assigning types (rather than treating them subsets of N) creates distinct
entities which results in clearer proofs.

Our first goal was to develop a case study which would help us to study
properties and scenarios we were looking for implicit and explicit semantics, and
also to evaluate the suitability of Event-B and Rodin platform for that purpose.
Even though the development was undertaken by people with significant back-
ground in formal verification, the initial modelling attempt was rather unsuc-
cessful. Probably the main reason behind that was the fact that our first model
involved too detailed representation of domain entities. Since the NG velocity
system was a kind of test bed for investigating potentially good ways for incor-
porating explicit semantics into Event-B, the excessively detailed model soon
become too cumbersome for its purpose. As a result, we made a decision that in
the NG velocity model, we only abstractly define all the required entities, while
their complete definitions should be left for the future work. Also, in order to
validate our modelling decisions, the development was constantly accompanied
by discussions with domain experts. On one hand, such discussions allowed us
to reveal new, subtle yet important, properties that our model was lacking in,
yet on the other hand, they resulted in multiple redevelopment of the model.

Based on this experience we argue that, even if formal models are less famed
in software engineering community (one of the reasons may be of being less
indirect in transition from specification to code, which is not a mature area
yet), formal models could at least be used for extracting all requiredsy stem
properties and requirements correctly and unambiguously, before proceeding to
the software design phase. Software and/or hardware systems’ clients in this
case should ask for proved formalisations of their requirements specification from
prime contractors. Finally, we can say that refinement-based modelling method
demonstrated a positive impact on requirement traceability and detection of
missing and contradicting requirements.

Our second goal was to identify and separate domain descriptions, that is
explicit semantics, mixed in the formal model of the NG velocity system. After
realizing the process of specifying domain descriptions from domain engineering
perspective [4,5] (genericity, extendability, and reusability), it is clear how a
classical formal modelling approach bundles everything together in the same
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model, with implicit semantics (i.e. semantics of the underlying theory used
for modelling). A task similar to reverse engineering was performed to extract
probable domain descriptions from the NG velocity system Event-B model. As a
results, we were able to separate two distinct vocabularies from this model. First
vocabulary, describing units and their conversions, is more abstract and relevant
to upper ontology model. That is, the same vocabulary can be used by many
other domain specific vocabularies, such as science and engineering domains.
Second vocabulary is specific to aeronautics domain, which essentially sits lower
in hierarchy to the first one. Future work in this direction is discussed in detail
in the next section.

Our third goal was twofold. We call it separation and integration. By sepa-
ration we mean that one should be able to model explicit semantics separately
as the first class objects. By integration we mean that one should be able to
integrate and (re)use explicit semantics within formal models. Unfortunately,
despite all the strengths of Rodin platform, out of the box it does not provide
modelling support sufficient for achieving this goal. Theory feature is an external
plugin available for Rodin platform and which enables to create reusable com-
ponents [6]. However, our experiments with the theory plugin have shown that,
at the current state, it is also not capable of dealing with the separation aspect.
In particular, there is no appropriate way to define inheritance.

Hence, our solution is to employ ontologies as formal concept models suit-
able to tackle the separation problem. After a comparative survey, PLIB ontology
model was chosen because of its formal, yet executable representation of con-
cepts, and context-explication mechanisms [9]. Our experiment with PLIB model
suggests that it potentially satisfies all criteria for handling the separation aspect
of the problem.

5 Conclusion and Future Work

We have made a first important step towards the separation and seamless inte-
gration of explicit semantic features into the formal development in Event-B.
To explicitly define domain knowledge, we abstractly specified all the required
entities (data types) and relationships between them in model’s contexts. How-
ever, as per the main properties of domain descriptions, these descriptions should
be generic, extendable, and reusable. Therefore, the next important step is to
develop an independent Event-B component – ontology/domain description
library – that will contain formal definitions of data types and functions for all
(not only fundamental) units of physical quantities related to the NG velocity
development (i.e., velocity, distance and time) in two most widely used systems
of measurement (i.e., metric and imperial). Unlike the definitions presented in
contexts of the NG velocity development, these new definitions will be fully
axiomatised using standard physical metrics, which will allow us to guarantee
that each definition in the library is sound and complete. Also, to make our def-
initions more flexible/usable we aim at redefining some of them as instances of
the real numbers and to see whether pre-existing upper ontologies can be re-used
for our purpose.
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We plan to use PLIB ontology model approach both to create the ontology
library and to properly define the set of real numbers. Future research directions
would be towards automated and seamless integration of PLIB concept model
instances and/or schema into Event-B models. This work involves many criteria
to consider, such as automated inferences to discover new logical relationships
among modelled entities. This will require changes/extensions to Rodin platform
side in order to cope-up with automated integration and support reasoning on
explicitly modelled relations in proof obligations. Clearly, once we create, verify
and validate the library for time, distance and velocity, it is important to elab-
orate on this work and extend the library with other physical quantities (e.g.,
weight, mass, temperature, energy). Future plan also includes more case studies
including heterogeneous systems targeting various domains.
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Abstract. During the last years, various MOF-based modeling lan-
guages became de-facto standards in their field of application. Due to
their common application and dissemination the need for extending these
languages also increased in order to integrate domain-specific concepts
or facilitate interoperability and tool support. However, only the minor-
ity of MOF-based modeling languages provides an extension mechanism
and even those defining one, reveal some syntactical issues (e.g., BPMN).
Also MOF itself does not provide an integrated and consistent extension
mechanism. We therefore proclaim the application of the UML-based
profile mechanism for extending the abstract syntax of MOF-based lan-
guages while keeping their original meta models unaffected. Further, the
application of the Diagram Definition (DD) standard for extending the
concrete syntax is outlined and both aspects are integrated. The research
article proposes a generic extension method for MOF-based languages
based on existing concepts and constructs from the MOF environment.
In this context, the article also discusses the positions of the Profiles
package and the Diagram Graphics (DG) package within the OMG meta
hierarchy.

Keywords: Meta meta modeling · Meta model extensions · Profiles ·
Extension methods · Meta object facility · Abstract syntax

1 Introduction and Motivation

The Meta Object Facility (MOF) is a common meta modeling language and a
range of business-oriented conceptual modeling languages are defined by MOF-
based meta models (e.g., BPMN [1]). Some MOF-based modeling languages
became de-facto standards in their particular field of application and this dis-
semination caused the need for language extensions or dialects [2–4]. However,
only the minority of those languages provides a dedicated extension mechanism
[2] and even those languages defining one, reveal some shortcomings or inaccu-
racies [5,6]. For instance, BPMN suffers from abstraction conflicts, as extension
classes are defined within the meta model layer but have to be instantiated for
realizing an extension definition. In addition, BPMN struggles with the concrete
specification of those elements that are extended and there are no capabilities
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 103–115, 2015.
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for specifying the concrete syntax of extensions [2]. The case of BPMN is sym-
bolic in regard of the extensibility of MOF-based languages and even MOF itself
does not provide a consistent extension mechanism. The missing level of stan-
dardization in terms of extensibility impairs interoperability, extension reusing
as well as the integration of different extensions. Instead, extensions are designed
in an ad hoc manner (cf. [7]). This research article therefore aims to outline a
generic method for integrated extensibility of MOF-based modeling languages,
which considers both abstract and concrete syntax. In contrast to the other
approaches, we explicitly consider the concrete syntax, as graphical model repre-
sentation is extremely important in business-oriented modeling1. The intended
method should considerably reuse existing constructs from the MOF environ-
ment. Therefore the extension capabilities of MOF are examined with respect to
a set of requirements, which are derived inductively by an analysis of BPMN’s
shortcomings according to extensibility [5]. Based on this analysis, the well-
known profile mechanism from UML and the Diagram Definition (DD) standard
from OMG are selected as appropriate means for extension design.

The remainder of this paper is as follows. Section 2 presents some fundamen-
tals on language extensibility and related research work. Section 3 proposes the
requirements set and discusses its fulfillment by several extension alternatives in
the context of MOF. Section 4 justifies the meta meta modeling role of profiles
and the Diagram Graphics (DG) package. Afterwards, the proposed extension
method is outlined in Sect. 5 and the article ends with a brief conclusion and a
consideration of further research topics in Sect. 6.

2 Fundamentals and Related Work

2.1 Fundamentals

This research articles primarily addresses MOF-based modeling languages. MOF
is located on the top of the common four layer architecture from OMG which
is the base for the definition of meta data specifications and conceptual mod-
eling languages [8]. Single layers of the architecture are referred as M3, M2,
M1 and M0. M3 is the meta meta model layer where MOF is located on. This
layer aims to provide generic concepts for the definition of meta models on
layer M2. Consequently, meta models are instances of meta meta models aiming
to define particular data formats or modeling languages like UML or BPMN.
Instances of M2 are referred as models. Models are located on layer M1 and
represent considered real world problems. Instances of M1 are understood as
objects, representing the most concrete concepts within the entire architecture.
MOF enables the definition of conceptual modeling languages which constitute
as semi-formal modeling languages in the context of business-oriented modeling.
These languages combine aspects of formal languages and natural languages.
The syntax of semi-formal modeling languages is defined formally within a meta
model and can be divided into abstract syntax and concrete syntax [9]. The first

1 Also, this aspect demarcates our work from rather formally driven DSL approaches.
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one defines the modeling grammar by specifying elements, properties, rules and
constraints. The latter covers the graphical representation in the form of icons,
views or diagrams. Semantics of syntactical elements are usually described in
natural language [10]. An extension can be understood as enhancing the expres-
siveness of a conceptual modeling language by introducing new types, properties
or by specifying existing elements in order to represent purpose-specific concepts.
In the narrower sense, an extension must comply with the extension mechanism
of a modeling language in order to ensure conformity to the original meta model
core. Generally, an extension is neither useful nor functional on its own (referring
to [11]). The extended modeling language is also denoted as host language [3].

2.2 Related Work

Generally, there are only very few research articles explicitly addressing generic
extension mechanisms in the MOF context or its methodical consequences.
Braun (2015) presents the state of the art of extending enterprise model-
ing languages and detects a remarkable lack of precise extension mechanisms
[2]. Atkinson et al. (2013) present extension design principles and introduce
a multi-level modeling approach for extending the concrete syntax and view
definitions [3]. Besides, there are several works addressing extensibility of sin-
gle languages: Braun & Esswein (2014) examine BPMN extensions and the
authors found that only few extensions are compliant to the meta model [6].
Braun (2015) conducts an in-depth analysis of the BPMN extension mecha-
nism and reveals several problematic aspects [5]. Kopp et al. (2011) present
an extensive analysis of BPEL extensions [11] and Pardillo (2010) analyzes
UML profiles [12]. Both works mainly focus on statistical insights. There are
also some research works on particular techniques, which can be leveraged in
the context of extensibility: For instance, multi-level modeling [13], meta model
weaving [14] and even meta model reducing [15]. However, none of the stated
articles considers extensibility already on the meta meta model layer in order to
provide generic extensibility. Our approach aims to tackle this issue.

3 Requirements and MOF Extension Capabilities

3.1 Requirements

A recent study of Braun (2015) reveals syntactical inaccuracies of the BPMN
extension mechanism and an other analysis of business-oriented MOF-based mod-
eling languages demonstrates the general lack of extension mechanisms at all [2].
We inductively generalize the problem notices stated in [5] and create a set of
requirements in accordance to related research work (cf. Sect. 2.2). Table 1 presents
the requirements. Within this article, only syntactical aspects are considered.

The MOF environment provides some promising syntactical constructs for
language extensions which are examined below. General meta model alterations
(e.g., [7]) are not considered in detail as they do not represent actual extension
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Table 1. Requirements for integrated extensibility of MOF-defined modeling languages
with special focus on the syntax.

Req. Title Description

R1 Additive extension The mechanism should enable additive extensions of
the language core, ensuring its validity and a low
coupling between host language and extension [3]

R2 Abstraction levels The mechanism needs to correspond to the
four-layered OMG architecture in order to avoid
abstraction problems and ensure clear type instance
relations between concepts of adjacent levels

R3 Element specification It is required to exactly specify the extended original
element

R4 Interdependencies
between extension
types

The extension mechanism should enable the design of
complex extensions in the sense of specifying
interdependencies between extension concepts by
different relation types (e.g., aggregations and
generalizations)

R5 Type vs. Attribute The mechanism should explicitly distinguish type-wise
and property-wise extensions

R6 Concrete syntax Meta model concepts for specifying the concrete
syntax of extensions are required

R7 Separation of concern It should be possible, to explicitly organize the set of
extension elements and their corresponding core
elements coherently (cf. [3])

R8 Extension integration The mechanism should support the application of
multiple extensions in order to facilitate their
integration and reuse

mechanisms. Although ad hoc modifications benefit from their accuracy of fit
between specific requirements and the designed modeling language, they lack in
terms of model exchangeability, tool support and standardization.

3.2 MOF’s Capabilities for Extension Definitions

Tag-Based Extensions: EMOF provides a simple extension capability for asso-
ciating a collection of name-value pairs with MOF model elements. Therefore,
the Tag element is defined within EMOF’s Extension package. A Tag refers to
one or more Elements and owns a specific name. Each Tag has a string-typed
value property in order to realize name-value pair extensibility of EMOF-based
elements [8, p. 23]. This minimal kind of extension is rather useful for simple
annotating information to meta model elements (e.g., author information), but
it is not useful for expressive extensions as the name-value pairs are not made
for further instantiation in order to enhance the vocabulary of the language and
provide new elements on M1.

Profiles: Profiles provide a worthwhile medium for tailoring existing meta mod-
els towards specific platforms, domains or business objects [8, p. 14]. Profiles
constitute as a lightweight extension mechanism, extending meta models with
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so-called stereotypes as well as properties or constrains [16, p. 193]. The mech-
anism allows the implementation of more restrictive conditions on meta models
by specifying original types without overwriting original elements [16, p. 175].
Profiles are defined within the UML Infrastructure [16, p. 174].

Diagram Definition (DD): DD aims to provide a foundation for modeling
and interchanging graphical notations [17, p. 1]. DD distinguishes two kinds of
graphical information: Graphics under the control of a user and user-independent
graphical definitions. Graphics under the control of a user are related to node
positions and line routing points. These information need to be interchanged
between tools as they refer to particular models on M1. In contrast, those graph-
ics the user does not have necessarily control about, represent the concrete syn-
tax of the language itself on M2. In the light of this differentiation, DD provides
three packages: Diagram Common (DC), Diagram Interchange (DI) and Dia-
gram Graphics (DG). DC provides primitive classes for diagram definitions [17,
p. 7]. DI enables interchange of graphical information users have control over and
the DG package actually specifies the concrete syntax.

3.3 Requirements Fulfillment

Table 2 presents the respective degree of requirements fulfillment of the dis-
cussed extension alternatives. The basic meta model alteration approach has
its strengths in the apposite implementation of domain-specific constructs due
to the high level of modeling freedom (cf. R3–R5), but lacks in fulfilling the
required additive kind of the mechanism (R1). Also, this approach is located on
meta model layer M2 which does not correspond to an accurate separation of
abstraction layers. As meta model alterations are usually implemented in an ad
hoc manner, it is further assumed that there is no specification of the concrete
syntax (R6). Separation of concern could be achieved by simple packaging. The
tag extension approach satisfies requirements R1–R3, but reveals major weak-
nesses according the definition of complex contents. Hence, the application of
this approach would require the definition of further semantical rules on M2.
Consequently, the tag extension approach should not be used as meta model
extension mechanism. The profile mechanism satisfies nearly all requirements,
but requirement R2 needs further investigation as the localization of the Pro-
files package within the four-layer architecture is ambiguous (cf. Sect. 4). The
DD standard takes a special position as it covers only concrete syntax aspects
and is less an extension mechanism at all. Consequently, DD lacks in specifying
the conceptual content of an extension (cf. R3, R4, R5). On the other hand, it
could enable additive extensions of the concrete syntax and ensures separation
of abstract layers (R1, R2). Of course, the great benefit of DD lies in defining
the concrete syntax of a MOF-based meta model (R6).

Based on the consideration of the single alternatives, our extension method
builds on an integration of the profile mechanism (for the abstract syntax)
and the DD specification (for the concrete syntax). However, there is uncer-
tainty, whether profiles can be defined on M3 as it is actually part of the UML
Infrastructure. This issue is therefore discussed in the following Section.
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Table 2. Requirements fulfillment by the introduced extension alternatives.

Req. M2 M3

Meta model Tags Profiles DD

R1 o + + +

R2 – + + (cf. Sect. 4!) +

R3 + + + –

R4 + – + –

R5 + – + –

R6 – – o +

R7 o o + –

R8 o + + –

4 Meta Meta Layer or Meta Layer?

4.1 Profiles

The Profile package is owned by the UML Infrastructure [16] and acts both
as meta meta model and meta model within the MOF environment. On M3,
the Infrastructure is merged and imported by the MOF for reusing fundamen-
tal concepts. On M2, the UML Infrastructure serves as vital part of the UML
specification [16, p. 16]. The UML Infrastructure consists of three main pack-
ages: Core, Profiles and Primitive Types, whereby the first two packages are
assigned to the Infrastructure Library package. The Profiles package contains
all relevant concepts and constructs for profile definition. It becomes obvious,
that the Infrastructure provides generic and reusable meta meta model concepts,
as it “defines a reusable metalanguage kernel [Core package] and a meta model
extension mechanism [Profiles]” [16, p. 27], which are merged and imported by
MOF [8]. Moreover, the profile mechanism is even explicitly intended to be a tool
for extending and adapting meta models for different purposes [16, p. 12]. We
therefore assume, that the Profile package is located on M3 as the Infrastructure
act as meta meta model. However, it remains a syntactical issue, as the current
MOF specification does not provide a merge relation between the Profile pack-
age and EMOF [8]. This is actually required for the definition of profiles, since
meta models are always instances of MOF itself. Nevertheless, we assume the
application of the profile containing Infrastructure on meta meta layer M3 as
there are numerous textual indications on that within the respective specifica-
tions. Locating the Infrastructure on M3 enables the adaptation of the profile
mechanism for meta models of all MOF-based languages.

4.2 Diagram Definition (DD)

Examining integrated extensibility of MOF-based modeling languages requires a
deeper analysis of MOF’s general capabilities in (a) defining the concrete syntax
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and (b) integrating abstract and concrete syntax. While most modeling lan-
guages prefer a minimal definition of the concrete syntax in simple tables, the
DD specification provides more sophisticated constructs [17]. With regard to
the DD architecture presented in [17, p. 5], we criticize some abstraction issues:
Basically, the DG package of DD should be located on the M3 layer as DG
defines generic classes for concrete syntax specification which should be instan-
tiated from M3 to M2. Furthermore, abstract and concrete syntax are per se on
the same level of abstraction from a language-theoretic point of view. Hence we
propose a relocation of the DG package to M3 and a particular instantiation of
a meta-model-specific DG package on M2. This language-specific package (e.g.,
BPMN DG) determines the concrete graphical configuration of single elements
by instantiating the generic DG package from M3. Actually, DD proclaims this
definition for layer M1 (cf. [17, p. 5]), which violates the separation of types (meta
models) and instances (models). The concrete syntax must be defined on M2 by
specifying required graphical elements and their configuration. The instantiation
of meta models for the concrete syntax leads to particular graphics on M1.

We assume, that the DG package is located on M3 and a language-specific
instance of DG has to be defined on M2 in order to specify the concrete syntax.
This relocation leads to a revision of the instantiation relation to MOF [17,
p. 5]. According to the abstract syntax and MOF, DG should be also defined in
a self-reflexive kind. This seems to be reasonable as DG provides generic and
fundamental concepts for defining meta models - namely the concrete syntax.
Besides, the mapping specification between abstract and concrete syntax has to
be taken into account. We therefore proclaim a separate approach in Sect. 5.

5 Construction of the Extension Method

The generic extension method is presented in detail below and the main steps of
the proposed method are depicted in Fig. 1. The abstract syntax is considered by
introducing Extension Profiles (cf. Sect. 5.1). The Extension Diagram Graphics
definition is represented by adapting the DG package from DD (cf. Sect. 5.2).
Both syntax parts need to be integrated within a Profile DG Mapping by apply-
ing the MOF’s Query View Transformation (QVT) [18]. Finally, the serialized
interchange of the designed profiles needs to be addressed.

Abstract 
Syntax 

Concrete
Syntax 

Syntax 
Integration 

Extension 
Profile Extension DG

Profile DG 
Mapping

Integrated Extension Profile

Exchange 
Definition 

MOF2XMI 
Extension DI

Fig. 1. Steps of the profile-based extension method and their particular outcome.
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Figure 2 depicts the integration of relevant standards from the MOF envi-
ronment, namely MOF itself, the UML Infrastructure and DD. MOF and the
Infrastructure are applied for defining the abstract syntax by adapting profile
concepts. The DD standard is adapted for the definition of the concrete syntax
of extension elements. With regard to the previous Section, the Infrastructure
and DD are both located on M3 and the instantiation of an extension DG is
therefore required. Additionally, the integration of abstract and concrete syntax
is outlined by the mapping package, which should work as connector between
both language parts. Therefore, QVT has to be applied in order to map graphi-
cal elements to corresponding concepts. With respect to the space of this paper,
only the first two stages of the proposed method are discussed in detail.

M
2

M
3

Meta Model

DC

«import»

«import»

Profile DG Mapping

«instance of»

«import»

«instance of»

Extension DG

DD

Extension Profile

«merge»

Mapping

«import»

DG
«merge»

«instance of»

Infrastructure

EMOF

«extend»

«instance of»

«merge»
Profiles

MOF

CoreCMOF

«import»

Fig. 2. Proposed profile extension architecture representing the major packages on M3
and M2 as well as their customized relations.

5.1 Abstract Syntax - Extension Profiles

Stereotypes and Tag Definitions for Meta Class Extension: A stereotype
is the pivotal concept for extending original meta classes of modeling languages.
Basically, extending an original meta class with stereotypes and tag definitions
always refers to any kind of property-wise extension, since new properties in form
of tag definitions are applied to an original meta class. Hence, the application
of a stereotype always leads to a specification of the original meta class in the
sense of a stereotyped meta class with a different signature.

From a semantical point of view we differentiate three types of extensions:
(1) property-wise extension in a broader sense, (2) property-wise extension in
a narrower sense and (3) de facto type definitions. The first case refers to the
integration of additional properties, rather independent from original properties.
This might be useful for the annotation of properties which are needed for model
operations. Therefore, a stereotype with a meaningful name has be created and
its tag definitions have to be assigned to that stereotype (cf. Fig. 3a).

The second case refers to restrictions of the valid range of meta class proper-
ties. In order to avoid contradictions due to complete redefinitions, it is recom-
mended to only specify property ranges. For instance, if a meta class C has a
property p with a range r1, a valid extension would constitute as the assignment
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(a) Additional Property (b) Specification (c) "De facto" Type

«stereotype»
Extension

Activity Risk Ext
riskLevel: RiskLevelTypes

«Enumeration»
Extension

RiskLevelTypes
Minor
Critical
Major
Blocker

«stereotype»
Extension

Process Type Spec
processType:
ProcessTypeExtension

«Enumeration»
Extension

ProcessTypeExtension
public (supplier)
none
private (department)
public
private (team)

Data Object
Data

«metaclass»

{required}
completionQuantity:
Integer
startQuantity: Integer
isForCompensation:
Boolean

Activity
Activities

«metaclass»

processType: ProcessType
isExecutable: Boolean
isClosed: Boolean

Process
Process

«metaclass»

«stereotype»
Extension

Cost
maxValue: Double
minValue: Double
costType: String

Fig. 3. Different purposes for extending meta classes and their implementation. The
examples cover different extensions of BPMN meta classes.

of a stereotype S, having a tag definition t with the same identifier like p and a
range r2. This can be interpreted as specification (or logical subset) of r1. Hence,
this property-wise extension in a narrower sense can be seen as specification in
accordance to the type limits of the original class. Technically, properties for this
specification are constructed and applied like in the first case (cf. Fig. 3b).

The third case addresses purposes where it is required to define a new type.
Such type-wise extensions are actually not possible within profile extensions as
each defined stereotype strictly refers to a particular meta class and depends
on it. This condition implies a semantical likeness between a meta class and
the concept that should be integrated. Defining a new type would require the
extension of a fairly generic meta class such as UML classes are. However, the
most MOF-based modeling languages are not that generic. Defining a new type
therefore depends on the existence of sufficient generic meta class in the host
language. However, such meta classes should not have other sub classes, which
would cause class overloading and missing specificity. While this issue is not
discussed very well in literature so far (as profiles are solely used within UML),
we see basically three alternatives for handling this issue:

1. The meta model provides a sufficient generic meta class which can be special-
ized. Technically, the new type is introduced in the same way as presented
for the second case. The only difference consists in the fact, that the meta
class is rather underspecified (cf. Fig. 3c).

2. A rather generic meta class, which is the super class of other meta classes, is
extended. In order to avoid overloading of sub classes, OCL statements may
restrict such applications.

3. If there is no appropriate meta class that can be leveraged, then the definition
of new types by stereotypes should be avoided. Instead, it might be useful to
reference external models [14].

Stereotypes within the meta model are depicted as normal class-like rectan-
gles with a stereotype keyword on top. In contrast, original meta model classes
from the host language are labeled with a metaclass keyword.
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Constraints for Additional Restrictions: It is often necessary to define more
complex restrictions on meta models. This is especially relevant in the context
of profiles, as additive extensibility has some immanent limitations regarding to
specificity as it allows no meta model alterations in the form of redefinitions or
the introduction of new super classes to original classes. Constraint languages
like OCL can remedy on that by determining formal statements on particular
model values and ranges. Constraints are depicted either within a tag definition
or within a separate box, owning a dotted line to the respective meta model
element.

Profiles for Extension Packaging: Profiles are used as container for encap-
sulating related extension concepts. Hence, profiles act as logical and organiza-
tional unit within our approach. A particular meta model can apply a profile
by instantiating the Profile Application class from the Profile package. A profile
may also consist of several sub profiles, which allow a combination of multiple,
purpose-specific extensions [16, p. 187]. It might be also useful to represent rela-
tions between a profile and the extended meta classes or affected packages from
the meta model in order to provide an overview of existing dependencies by
applying metaclassReferences and metamodelReferences [16]. A profile is graph-
ically presented in the same way like a package. The only difference is the profile
keyword above the profile name.

5.2 Concrete Syntax - Extension Diagram Graphics

The concrete syntax of an extension is defined by instantiating the DG package.
Obviously, it is not possible to determine which classes have to be exactly used,
as the graphical appearance of each stereotype-based concept relies to particular
requirements and design preferences. However, we can provide an orientation
about those classes which are defined in the DG package [17]. First of all, there
is some kind of container classes, which can be used for grouping graphical
elements. Groups refer to logical grouping, without visual manifestation, while
Canvas represent a set of elements having a visual manifestation (e.g., a back-
ground color). Furthermore, there is an array of rather concrete classes for the
specification of graphical elements and attributes, for instance: Rectangles, Text,
Images, Polygones or Circles [17]. These classes are used for the actual defini-
tion of the concrete syntax and rely on classes of the DC package (e.g., Bounds,
Dimensions or LineTo).

Figure 4 represents the concrete syntax of the Cost stereotype from Fig. 3.
The defined graphic is conceptualized by an instance of the Group class in order
to encapsulate all relevant graphical elements without a separate visual manifes-
tation. We propose to denote the group in accordance to the related meta class.
If there are multiple graphics for one meta class, then the group names should
be appropriately differentiated. The Cost Rectangle class defines the visual bor-
ders of the entire graphic by defining maximal bounds. The border is specified
within the Cost Rectangle Style class. The icon and its dimensions are defined
by the Cost Icon class. Further, the graphic owns two text labels: Cost Name
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M
1

M
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Extension DG
Cost : Group

Extension DG
Cost Rectangle Style : Style

strokeWidth = 1
fillColor = {red = 255, green = 255, blue =
255}
strokeColor = {red = 0, green = 0, blue = 0}

1

Extension DG
Cost Type Label : Text

bounds = {0, 30, 100, 10}
alignment = center

1

Extension DG
Cost Icon : Image

source = http://my-ext.org/v1-0/src/cost-icon.png
bounds = {0, 0, 100, 30}
isAspectRatioPreserved = false

1

Extension DG
Cost Text Style : Style

fontItalic = false
fontName = Arial
fontSize = 10
fontColor = {red = 0, green = 0, blue = 0}
fontBold = false

1

Extension DG
Cost Name Label : Text

bounds = {0, 40, 100, 20}
data = this.getOwner().getName()
alignment = center

Extension DG
Cost Rectangle : Rectangle

bounds = {0, 0, 100, 60}
cornerRadius = 0

<<Overhead >> 

Office Cost

instance
instance

instance

Fig. 4. Example for instantiating classes from the DG package in order to define the
concrete syntax of the previously introduced Cost extension class.

Label and Cost Type Label. The first one represents the name of a particu-
lar cost instance and the latter explicates the particular cost type. In contrast
to the original DG specification [17, p. 47], we use the data attribute of the
Text class for referencing the property of the abstract syntax element which is
depicted. The Cost Name Label simply renders the name of the extended ele-
ment (this.getOwner().getName()). The Cost Type Label renders the attribute
costType (cf. Fig. 3). The appearance of all textual elements is specified by the
Cost Text Style class.

6 Conclusion and Further Research

This article tackles the issue of extending MOF-based modeling languages in a
generic, integrated way and provides several contributions: We provide an exten-
sion method by adapting the profile mechanism and the DG package from DD.
Hence, we aim to foster the exploitation and integration of existing standards
within the MOF environment. We therefore conducted an in-depth analysis of
the profiles package and the DG package in regard of their actual role within
the meta hierarchy of OMG. We argue that both packages should be located on
the topmost meta meta model layer as they provide fundamental concepts for
meta model definitions. Some researchers may criticize the relevance of such fine-
grained issues as MOF is a very common and prestigious standard, but we argue
that the steady verification and revision of OMG-based standards is extremely
important and also a central task for the research community at all.

Nevertheless, there are different topics for further research. For instance, the
issue of defining new, delimitable types with profiles requires further investiga-
tion. Within UML, this problem does actually not exist as UML is a generic
modeling language and stereotypes of classes are per se some kind of new types
(cf. [19]). Other MOF-based languages like KDM or BPMN are rather domain-
specific but provide also rather generic concepts within their particular domains.
This issue might be solved by coupling profile-based extension with alternative
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extension techniques like model weaving in order to reuse external models and
define new types in this way.

With respect to the outlined extension method, detailed definitions of QVT
models within the mapping package are necessary. Results on that as well as a
prototypical implementation of our approach within the Eclipse Modeling Frame-
work will be published separately. Besides, it is necessary to consider serialization
and interchange of the proposed extension method. Therefore, MOF2XMI trans-
formations and the DI specification from DD should be applied. Finally, further
research on methodical support for extension building is generally required (e.g.,
in terms of selecting appropriate classes for extension).

Acknowledgement. This research was funded by the German Research Foundation
(DFG) within the research project SFB Transregio 96.

References

1. OMG: business process model and notation (BPMN) - version 2.0. Object Man-
agement Group (OMG) (2011)

2. Braun, R.: Towards the state of the art of extending enterprise modeling languages.
In: MODELSWARD (2015)

3. Atkinson, C., Gerbig, R., Fritzsche, M.: Modeling language extension in the enter-
prise systems domain. In: Proceedings of the 17th IEEE EDOC, pp. 49–58 (2013)
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to Handle Context

An Ontology Modeling Approach
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Abstract. The capturing of the semantics is a key challenge in Data
Engineering. Indeed, it is a very complicated task and it involves various
dimensions like Data Quality and Context. In this paper, we focus on the
notion of Context in Data Engineering and on handling it at the level
of database systems. First, we propose a formal and generic Model to
represent Context, then, we propose a complete extension of an existing
Semantic Database called OntoDB. This is realized by the extension of its
ontology Meta-Model in order to support semantic definition of Context
and the extension of OntoQL exploitation language in order to support
context-aware querying. An implementation of the proposed extensions
is described.

Keywords: Context modelling · Ontology model · Semantic database ·
Context-aware querying

1 Introduction

In information systems area, ontologies [6] have been introduced as knowledge
models that describe the explicit semantics of a given domain. However, the cap-
turing of the semantics is a very complicated task that involves various dimen-
sions like Data Quality and Context.

Importance of context representation has been underlined by several
researchers, Chen [3] suggested that Entity Relationship approach has to be
extended to integrate data quality and context aspects. Pierra [7] claimed that
the main difference between ontologies and conceptual models is the context-
sensitivity and identified requirements for making ontologies less contextual.

The aim of the work presented in this paper is to focus on the notion of Con-
text in Data Engineering domain and to propose a complete extension of Semantic
Databases (SDBs) to handle Context and allow context-aware querying.

The paper is organized as follows: Sect. 2 presents the related work. Section 3
presents the background needed in this paper. Section 4 introduces our Context
Model and its connexion with ontological concepts and presents in details the
extension of the SDB OntoDB to handle Context. Section 5 presents a case study
from the medical domain validating our proposal. Section 6 concludes the paper
by summarizing the main results and suggesting future work.
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 119–127, 2015.
DOI: 10.1007/978-3-319-23781-7 10
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2 Related Work

Many approaches for representing Context and incorporating it in database (DB)
systems have been proposed [2,10,11,13–15]. Table 1 summaries theses works
and compare them according to six criteria: (1) C1: Domain: This criterion
indicates the domain (DB or DW) in which the considered approach is presented.
(2) C2: Context Model : this criterion indicates if the approach provides a generic
Model of Context. (3) C3: Modeling Level : this criterion indicates if the Context
is defined at the conceptual level. C4: Storage of Context Model : this criterion
indicates if the approach allows physical storage of the proposed model. C5:
Semantic explicitation: this criterion indicates if the approach gives solution
to make explicit the semantic of data manipulated. C6: Dedicated Exploitation
Technique: this criterion indicates if the approach offers dedicated techniques to
exploit the proposed Model. The study of the table shows that our approach is
more complete and overcomes other works’ limitations.

Table 1. Related work comparison

Ref. Description C1 C2 C3 C4 C5 C6

[10] A relational DB system that supports context
and preference-aware query processing

DB

[15] Annotation of preferences with contextual
information

DB x

[2] Context-aware views over relational DBs DB x x x

[11] A contextual cube model text OLAP DW x x

[13,14] Context-aware generalization fore cube
measures

DW x x x

Our app-
roach

Extending Semantic Databases to handle
Context

SDB x x x x x

3 Background

3.1 OntoDB: A Semantic Database

SDBs are databases that contain data, ontologies and links between these data
and the ontological elements that define their meaning [4,12].
OntoDB [5] is a SDB whose architecture consists of four parts: (1) the data part,
(2) the ontology part and (3) the meta-schema part that represent respectively
the abstraction levels: data instances, models and meta-model, and (4) the meta-
base part that contains the system catalog of the database. OntoDB supports,
when needed, the evolution and the extension of the used ontology model (Fig. 1).
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Fig. 1. OntoDB architecture

3.2 OntoQL Exploitation Language

OntoQL [8] is an exploitation language implemented on OntoDB. It exploits the
power offered by the four quarts architecture of OntoDB and allows complete
manipulation of ontological models and concepts. Indeed, OntoQL allows to
define, manipulate and query the ontology model, its instances and its meta-
model. It is defined from three components: (1) a Data Definition Language
DDL (using CREATE and ALTER clauses), (2) a Data Manipulation Language
DML (using INSERT INTO, UPDATE and DELETE clauses) and (3) a Data
Query Language DQL (using SELECT clause). It is based on a core ontology
language compatible with different ontology languages and can be extended with
the OntoQL language itself (Table 2).

Table 2. Examples of OntoQL statements

Level Statements

Meta model CREATE ENTITY #Context(#oid int,...);

Model CREATE CLASS Patient(name string, age int,...);

Instances INSERT INTO Patient(name, age) VALUES (’Okba’,33);

3.3 The Notion of Context

The Context has been studied in various fields of computer science and many
interpretations of its notion have been emerged. The widely accepted definition
for context is the one given by Dey and Abowd [1]: “Any information that can
be used to characterise the situation of an entity. An entity is a person, place,
or object that is considered relevant to the interaction between a user and an
application, including the user and application themselves”.

Our conception of the Context follows database community’s research works
[7,9,13] which describe the context as a dependency relationship between con-
textualized and contextualizing attributes. The former is the attribute whose
value depends on context and the latter, also called context parameters, are the
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parameters whose values impact on the value of the contextualized attribute.
For example, the weight of a person depend on time context. The time here is a
context parameter and the weight is a contextualized attribute.

4 Our Approach

Our approach, aiming to extend SDBs to handle Context, consists in a generic
solution for any SDB that allow manipulating ontology model. More specifically,
our proposal is based on four steps that we discuss in the next subsections:

4.1 Context Modelling

In order to define our Context Model, and based on our conception of context
presented above, we classify Context into four main categories:

– Mathematical Function Context: we talk about Mathematical Function
Context when the relationship between contextualized and contextualizing
attributes is a mathematical function. For example, the calculation of the
Average Length of Stay (ALOS) of patients in a hospital depends on Con-
text. Indeed, depending on the hospital ward, the mathematical calculation
formula of the ALOS change: for a long stay ward such as ‘Psychiatry’, we
use the following formula: “Average Length Of Stay = Total Inpatient Days Of
Care/Total Admissions”, for short stay wards, this formula is used: “Average
Length Of Stay = Total Discharge Days/Total Discharge”.

– Functional Dependency Context: the context information is represented
by a functional-dependency-like relationship1 between the contextualized
parameters and their context parameters. For example, the category of the
blood pressure depends on some context parameters, indeed it is functionally
dependent of the age of the patient, his smoking status and the measure of
the blood pressure itself.

– Unit of Measurement Context: the context information is represented by
associating quantitative attributes with their correspondent units or curren-
cies. For example, the value of the property price depends on the currency
context.

– Spatio-Temporal Context: the context information is represented by
attaching the considered attribute to its eventual spatial or temporal context.
For example, the price of medical procedures depends on temporal context
(eg. the validity time of tariffs).

Once the classification is done, we define our Context Model presented in Fig. 2.
The root entity of our Model is CONTEXT. Its sub-entities represent the differ-
ent context categories introduced above. CONTEXT entity is associated with a
CONTEXT URI entity which characterizes each context with the following set
of attributes: a code: used to give a unique identifier, a name: used to describe
1 http://en.wikipedia.org/wiki/Functional dependency.

http://en.wikipedia.org/wiki/Functional_dependency
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the context with a linguistic term and a classification: used to associate a cate-
gory to each context. In order to strengthen the formal and consensual aspects,
our model communicates with other ontologies to define external parameters and
elements. For example, time and units of measure used in our model are defined
respectively by Time Ontology2 (TO) and Ontology of Units of Measure3 (OM).

Fig. 2. UML representation of our context model

4.2 Extension of OntoDB with Context

OntoDB allows storing both ontological and Context models in the same reposi-
tory. Thanks to OntoQL language, the manipulation of the different components
of these models is possible. Hence, the extension of OntoDB to handle Context
consists of defining a set of OntoQL CREATE clauses that extend the Ontol-
ogy Model by creating the different elements of the proposed Context Model.
For example, the creation of the Context URI entity is done with the following
clause: (Notice that the use of the symbol (#) means that the creation is done
at the entity meta-model level.)

CREATE Entity #Context URI (#code int,#name string,#classification string);

4.3 Linking Ontology and Context

Once our Model is defined, a link with Ontology Model has to be define. It’s
the role of CONTEXT LINK entity which attach any ontological concept repre-
sented by Property or Class entity to its correspondent context. The following
OntoQL statement creates CONTEXT LINK entity:

CREATE ENTITY #Context Link(

#property or class REF (#Property or Class),#context REF(#Context));

2 http://www.w3.org/2006/time#.
3 http://www.wurvoc.org/vocabularies/om-1.8/.

http://www.w3.org/2006/time#
http://www.wurvoc.org/vocabularies/om-1.8/
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4.4 Extension of OntoQL to Handle Context-Aware Querying

In order to incorporate Context in OntoQL queries, we developed a context
interpreter on the top of the OntoQL engine by the introduction of a sub-clause
USING CONTEXT to the OntoQL SELECT clause. The syntax of the new
SELECT clause is as follows:

SELECT’selection’ FROM’tableReference’ Using Context’contextIdentifier’

Note that Context URI whose role is to characterize the context is used as a
context identifier. Beside the new syntax, an interpretation function is associated
with each context category defined by our model. When the USING CONTEXT
is interpreted, the query is automatically rewritten to a classical select query that
take into account the specificities of the considered context. A detailed example
is done in the next section.

5 Case Study

In order to validate our approach, we present a simplified case study from the
medical domain. Let us consider a DB recording several observations about med-
ical activities and patients. Our DB allows the storage of information about
sojourns effectuated in a hospital (eg., Average Length Of Stay, Beds Utiliza-
tion Rate) and different measures concerning patients (eg., Temperature, Blood
Pressure, Heart Rate). We consider the ontology presented in Fig. 3 to define the
medical domain concepts.

5.1 Ontology Creation and Instantiation

We use OntoQL language to create our ontology and instantiate it. For example,
the following OntoQL statements create Measure and Patient classes.

CREATE #CLASS Patient (PROPERTIES(idPatient int, namePatient STRING, age INT, ageCat-

egory Enum (’Infant’,’Adult’,’MiddleAged’), smoker boolean));

Fig. 3. Medical domain concepts
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CREATE #CLASS Measure (PROPERTIES(heartRate int, bloodPressure int, BPCategory Enum

(’low’,’Normal’,’High’)));

Figure 4 shows the instantiation part of Measure and Patient classes. Note
that, for readability, the names are used in the figures instead of the identifiers.

Fig. 4. Ontology instantiation example

5.2 Context Defining and Querying

In this section, in order to explain the practical usefulness of our proposal, we
give a detailed example of a real problem and explain how our approach can be
used to overcome it.

Lets take the example of the category of the blood pressure (High, Normal,
Low) which depends on the age of the patient, his smoking status and the mea-
sure of the blood pressure itself. Without considering these contextual informa-
tion, our database is incapable to respond for example to a doctor who want to
know “which patient have a High Blood Pressure?”. To fix this problem, such
contextual information have to be persisted into the database. Figure 5 shows
how our approach allows to do this through the instantiation of our Context
Model and linking it to the correspondent ontological concept.

Fig. 5. Functional dependency context instantiation example

Once contextual information are defined, one can use the new clause Using
Context to formulate an OntoQL query that corresponds perfectly to the need of
the doctor: Select Patient.name, Measure.blood pressure From Patient, Measure Using context

High Pressure;. When the Using Context clause is used in the case of a Functional
Dependency Context, the interpreter considers the conditions defined for this
context and rewrites the query by putting them in the where clause. Indeed, the
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previous query is automatically rewritten as follows: “Select Patient.name, Mea-

sure.bloodPressure From Patient, Measure where (Measure.bloodPressure > 14) and

(Patient.smoker = True) and (Patient.ageCategory = ‘Adult’)”. Taking the ontology
instantiation example presented in Fig. 4, the previous query returns the patient
‘Okba’ which is the accurate result.

6 Conclusion

In this paper, we have focused in the notion of Context in Data Engineering
domain. We have proposed a formal and generic Model to represent it and have
described how a Semantic database can be extended to handle context modelling
and querying. The proposal has been validated through a comprehensive case
study from the medical domain. We are currently working on the refinement of
the proposed model and the implementation of new operators at the DDL and
DML components levels of OntoQL language.
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Abstract. Entity resolution (aka record linkage) addresses the problem
to decide whether two entity representations in a database or stream
correspond to the same real-world object. Knowledge-based entity reso-
lution is grounded in knowledge patterns, which combine rules defined by
Horn clauses with conditions prescribing when the rule is applicable, and
conditions specifying when the application of the rule is not permitted.
So far, these positive and negative conditions are expressed as bindings
of the variables appearing in the Horn clause. In this paper the condi-
tion part of a knowledge pattern is generalised to a context, which is still
defined by a positive and a negative part, but for both equations involv-
ing operators are permitted. The paper concentrates on conditions over
a monoid for the constraints in a context. With this generalisation stan-
dard properties of knowledge patterns such as minimality, containment
and optimality are investigated, which altogether minimise redundancy
and thus optimise the inference of equivalences between entities.

1 Introduction

Entity resolution (aka record linkage) addresses the problem to decide whether
two entity representations in a database or stream correspond to the same real-
world object. It is widely accepted that entity resolution is one of the major
impediments affecting data quality in information systems and stream data
analysis. The difficulty of this problem has been widely acknowledged by research
communities and industry practitioners [2,5,6]. State-of-the-art approaches to
entity resolution favor similarity-based methods [3]. Numerous classification
techniques have been developed under a variety of perspectives such as prob-
abilistic [6,9], cost-based [14], ruled-based [4], active learning [1,10,13], and col-
lective classifications [2,5].

A common rationale behind similarity-based methods is that, the more sim-
ilar two entities are, the more likely they refer to the same real-world object.
However, entities that look similar may refer to different objects, and entities
c© Springer International Publishing Switzerland 2015
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that look different may refer to the same objects. Thus, similarity-based methods
are far from perfect. Such problems become more evident when the information
about entities is inadequate. For instance, if for two entities it is only known that
they have the same name, deciding whether they refer to the same real-world
object is impossible.

Knowledge-based entity resolution has been developed by the authors as an
alternative approach to conquer such problems. The key idea is to use explicit
knowledge about identification, which can be expressed by rules [11] together with
a context comprising conditions that restrict, when the rule can be applied as well
as exceptions, when the rule cannot be applied. Thus, the idea of knowledge-based
entity resolution has been concretised by the introduction of knowledge patterns
(�, r) that combine a Horn clause � with a context relation r ranging over all the
attributes that correspond to the variables in �. Each row in r is either positively
or negatively marked, so each instantiation of � using the bindings in a row of r
defines a (positive or negative) query. The semantics of a set of knowledge patterns
is then defined by an inflationary fixed-point [12].

The complexity of such a fixed-point computation depends heavily on the
number of patterns and the number of queries defined by each of them. Therefore,
the theoretical investigation of knowledge patterns for entity resolution empha-
sised redundancy among different patterns and within single patterns [12]. We
have redundancy between patterns, if one pattern P2 contains another one P1,
i.e. P1 ⊆ P2 iff on any database instance I we always obtain P1(I) ⊆ P2(I). For
a single pattern (�, r) we are seeking that the number of rows in r is minimal,
and for patterns with the same rule it is desirable to optimize the total number
of rows in the context relations. Containment, minimality and optimisation were
thus the focus of the research in [12].

The objective of this paper is to generalise the notion of context in knowl-
edge patterns. We observe that each row in a context relation just defines a set
of bindings, so we will now investigate contexts, where each (positive or neg-
ative) binding is generalised to permit more complex terms. However, we will
first consider only terms involving a single operator defined by a monoid. This
already captures equations involving string concatenation with unknowns. Then
the applicability of an instantiated rule requires to ensure the satisfiability of a
set of such constraints.

2 Knowledge Patterns with Context Relations

Let S = {R1, . . . , Rn} be a relational database schema, where each Ri is asso-
ciated with a set {Ai

1, . . . , A
i
ni

} ⊆ A of attributes, and each attribute A ∈ A
is associated with a countable domain dom(A) ∈ {Di | i ∈ I}. Let one of the
domains, say D0, be a countable set of identifiers. Let E = {E1, . . . , Ek} be a
set of binary relation symbols, disjoint from S, such that each Ei defines an
equivalence relation over D0.

A knowledge pattern P is a triple (�, r+, r−) with a Horn clause � of the
form Ei(x, y) ← ϕ(x1, . . . , xm, x, y) with Ei ∈ E , in which ϕ is a conjunction
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of atoms over S ∪ E , and relations r+ and r− over attributes that are in 1-1
correspondence to the variables x1, . . . , xm in ϕ with the modification that the
value λ /∈ ⋃

i∈I Di may appear as value for any attribute. The relations r+ are
r− are called the positive and negative context relation of P , respectively.

Each tuple t in r+ and r−, respectively, defines an instantiation of the rule �:
for t(Ai) = vi �= λ replace the variable xi corresponding to the attribute Ai by v;
for t(Ai) = λ do not replace xi. Denote this instantiation by ϕt(x̄1, . . . , x̄m, x, y),
so x̄i = vi or x̄i = xi. Then for a database instance I over S ∪ E define
Pt(I) = {Ei(x, y) | ∃x.ϕt(x̄1, . . . , x̄m, x, y)}, where x refers to the sequence
of variables xi in ϕt. Using this we can associate an immediate consequence
operator with a knowledge pattern P , which maps I to another instance P (I)
defined by P (I)(Ri) = I(Ri) and P (I)(Ei) =

⋃
t∈r+ Pt(I) − ⋃

t∈r− Pt(I).
This can be extended to an immediate consequence operator for a finite

set P of knowledge patterns. For each equivalence relation schema Ei ∈ E let
P(I)(Ei) =

⋃
P∈P P (I)(Ei). In this way, starting from a database instance

I0 over S, i.e. I0(Ei) =, we obtain an ascending sequence I0 ⊆ I1 ⊆ I2 ⊆ . . .
with Ii+1 = Ii ∪ P(Ii). On these grounds the semantics J of P is defined by the
inflationary fixed-point of such a sequence.

For the construction of the (inflationary) fixed-point it is desirable to min-
imise the application of the immediate consequence operator. Thus, for a single
knowledge pattern P = (�, r+, r−) the number of tuples in r+ and r− should be
minimal.

We define v � λ for every v ∈ Di ∪ {λ}. Then we say that t1 subsumes t2
(notation: t2 	 t1) iff they belong both to r+ or r−, respectively, and t2(A) �
t1(A) holds for each attribute A. Furthermore, for t1 ∈ r− and t2 ∈ r+ we say
that t1 upward subsumes t2 (notation: t2 	↑ t1) iff t2(A) � t1(A) holds for each
attribute A. Then define P to be minimal iff for t2 �	 t1 and t2 �	↑ t1 hold for any
two context tuples t1, t2. The following result states that for a minimal knowledge
pattern P none of the context tuples can be omitted without changing the result
of the immediate consequence operator for at least one database instance. In
[12] it has been proven that if P is a minimal knowledge pattern, then (1) Pt1 �⊆
Pt2,(2) Pt′

1
�⊆ Pt′

2
and (3) Pt1 �⊆ Pt′

1
holds for any different context tuples

t1, t2 ∈ r+ and t′1, t
′
2 ∈ r−.

If P1(I) ⊆ P2(I) holds for every database instance I, we say that the knowl-
edge pattern P1 is contained in the knowledge pattern P2 (notation: P1 ⊆ P2).
Naturally, if this is the case, P1 could be removed from a set P of knowledge
patterns containing also P2, as it would not contribute anything to the inflation-
ary fixed-point. With the following result containment of knowledge patterns
can be reduced to containment of conjunctive queries, and thus is decidable. In
[12] it was shown that for knowledge patterns Pi = (�i, r+i , r−

i ) (i = 1, 2) we have
P1 ⊆ P2 iff (1) for each t1 ∈ r+1 there exists a t2 ∈ r+2 with Pt1 ⊆ Pt2 , and (2)
for each t1 ∈ r+1 and t′2 ∈ r−

2 there exists a t′1 ∈ r−
1 with Pt1 ∩ Pt′

2
⊆ Pt1 ∩ Pt′

1
.

Optimisation targets to reduce the number of tuples in context relations in
cases, where neither a tuple can be simply removed to obtain minimality, nor
two knowledge patterns contain each other. Thus, call P ′ a positive optimisation
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of a set P of knowledge patterns iff P and P ′ are equivalent, the total number of
tuples in positive context relations ri

′+ of P ′ does not exceed the total number
of tuples in positive context relations r+i of P, and there is is no other P ′′ also
satisfying these properties with a strictly lower number of tuples in positive
context relations than P ′. Analogously, call P ′ a negative optimisation of a set
P of knowledge patterns iff P and P ′ are equivalent, the total number of tuples
in negative context relations r′−

i of P ′ does not exceed the total number of tuples
in negative context relations r−

i of P, and there is is no other P ′′ also satifying
these properties with a strictly smaller number of tuples in negative context
relations than P ′. An optimisation of P is a positive optimisation of P that
cannot be further optimised positively nor negatively.

Concentrate on knowledge patterns P = (�, r+, r−) with the same rule part �.
For t1 ∈ r+ and t2 ∈ r− we say that t1 downward subsumes t2 (notation: t2 	↓ t1)
iff t2(A) � t1(A) holds for each attribute A. Furthermore, define the intersection
t1 � t2 of two tuples by building the minimum on each attribute with respect
to �. If this is not possible, the intersection is not defined. Analogously, define
the union t1 � t2 of two tuples by building the supremum on each attribute with
respect to �. According to [12] an optimisation of P can be obtained be applying
the following three steps:

Normalisation. For r+ = {t1, . . . , tn} replace P by n knowledge patterns Pi =
(�, {ti}, r−).

Elimination. For t1 ∈ r−
1 and t2 ∈ r+2 with t1 	↓ t2 replace t1 by {t1 � t3 | t3 ∈

r−
2 }, if r−

2 �= ∅, or otherwise omit t1.

Composition. Define two patterns P1, P2 to be compatible iff r−
1 �r+2 	 r−

2 and
r+1 � r−

2 	 r−
1 hold. Furthermore, if P1, . . . , Pn are pairwise compatible, then

t1 ∈ r−
i and t2 ∈ r−

j are mergeable iff for all t ∈ r+k there exists a t− ∈ r−
k

with t � (t1 � t2) 	 t−. Then decompose the set P of knowledge patterns into
sets of pairwise compatible knowledge patterns and for each such subset build
a single knowledge pattern taking the union of the positive context relations,
and the union of negative context relations, such that mergeable tuples t1, t2 are
replaced by t1 � t2. Choose the decomposition and the mergeable tuples in such
a way that the resulting negative context relation has a minimum number of
elements, which according to [12] is an NP-complete optimisation problem.

3 Knowledge Patterns with Contexts

For the generalisation of the notion of context in knowledge patterns we keep
the basic definitions from the previous section with the following extensions.
For some domains Di (other than D0) assume that they carry the structure of
a monoid, i.e. we have an associative operator ◦ and a unit element e ∈ Di.
A standard example are strings over some alphabet with concatenation and the
empty string as unit.

With monoid structures we obtain a richer set of terms: (1) Each variable
and each constant v ∈ Di is a term. (2) If Di is a monoid, then t1 ◦ t2 is a
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term, whenever t1, t2 are terms. A constraint clause over Di is a conjunction of
equations t1 = t2 with terms t1, t2 (over Di)

A very important result of Makanin states that the solvability of such conjunc-
tions of equations over a monoid is decidable [8]. Furthermore, based on Makanin’s
decision procedure, Jaffar developed an algorithm which, when an equation has a
solution, generates all its solutions and halts if the set of solutions is finite [7].

A contextual knowledge pattern P is a triple (�, C+, C−) with a Horn clause �
of the form Ei(x, y) ← ϕ(x1, . . . , xm, x, y) with Ei ∈ R, in which ϕ is a conjunc-
tion of atoms over S ∪ E , and sets of constraint clauses C+ and C−. The sets
C+ and C− are called the positive and negative context of P , respectively.

Note that this definition subsumes the original definition of knowledge pat-
terns as a special case. A tuple t in r+ (or r−, respectively) defines a conjunction
of equations: for t(Ai) = vi with Ai corresponding to the variable xi we obtain
the equation xi = v. Likewise, we can consider each database instance I over
S ∪ E as a set of constraint clauses.

Let I = {d1, . . . , dk} be the set of constraint clauses defining the database
instance I. If the body of the rule � contains an atom R(t1, . . . , tn), then this also
defines a constraint clause of the form x1 = t1 ∧ . . . ∧ xn = tn. If for each such
atom we choose an applicable constraint clause di, then (after some necessary
renaming of variables) the constraint clause d1 ∧ . . .∧dn ∧x1 = t1 ∧ . . .∧xn = tn
defines an instantiation of the atom, while the conjunction of these instantia-
tions defines a rule application. Furthermore, a constraint clause cj ∈ C+ adds
further constraints. Thus, each such combination of a constraint from C+, the
constraints contained implicitly in the rule body, and constraints from I asso-
ciated with the various atoms of the rule body defines a new constraint clause.
Using Makanin’s algorithm we can decide the satisfiability of this constraint
clause. If it is satisfiable, it defines a tuple (x, y) for the head predicate Ei. As
the constraint clauses defined by I enforce a unique binding of the variables
x, y in the head, Let Φ+ define the set of all such pairs. Analogously, determine
a set Φ− in the same way using the rule body, the given database instance I,
and the constraint clauses in C−. Thus, as before we can define an immediate
consequence operator for P with P (I)(Ei) = Φ+ −Φ−. This can be extended for
a finite set P of knowledge patterns by defining P(I)(Ei) =

⋃
P∈P P (I)(Ei).

In this way, starting from a database instance I0 over S, i.e. I0(Ei) = ∅, we
obtain an ascending sequence I0 ⊆ I1 ⊆ I2 ⊆ . . . with Ii+1 = Ii ∪ P(Ii), and the
semantics J of P is defined by the inflationary fixed-point of such a sequence.
For instance, let the database instance be

Aid Name Affiliation Email

1 Q. Wang PBRF Office, University of Otago . . .

2 Qing Wang Dept. of Information Science, University of Otago . . .

3 Qing Wang RSCS, Australian National University . . .

4 Q. Wang CAU Kiel, Germany . . .

5 Q. Wang Dept. of Information Systems, Massey University . . .
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Use the rule Eauth(x, y) ← Author(x, x1, x2, x3) ∧ Author(y, y1, y2, y3) and
the constraint clause c of the form x1 = QzWang ∧ x2 = z1Uz2Otago ∧ y1 =
Qz′Wang ∧ y2 = DepzInformation Science, Uz2Otago. Instantiating the atoms
in the rule � with the i’th and j’th tuple in this table, respectively, leads
to constraint clauses dij , e.g. d12 ≡ x = 1 ∧ x1 = Q. Wang ∧ x2 =
PBRF Office, University of Otago ∧ y = 2 ∧ y1 = Qing Wang ∧ x3 =
. . . ∧ y3 = . . . ∧ y2 = Dept. of Information Science, U. . . . Otago. For i = 1, 2
and j = 2 the constraint clauses c ∧ dij are solvable, so we get the pair (1, 2) for
Eauth (plus more by building the reflexive, transitive closure).

4 Reduction of Redundancy

Let us now address the problem to reduce redundancy in the generalised setting
of contextual knowledge patterns. As before we analyse three different cases:
(1) the minimisation of the constraint theories associated with a sigle contextual
knowledge pattern, (2) containment among knowledge patterns, and (3) optimi-
sation of knowledge patterns with the same rule.

We want to generalise the result on minimality for knowledge patterns to
contextual knowledge patterns. Basically, the minimality condition guarantees
that positively (or negatively, respectively) generated tuples for the head pred-
icate of � using t ∈ r+ (or t ∈ r−, respectively) cannot always be produced by
other context tuples t′ ∈ r+ (or t′ ∈ r−, respectively). Furthermore, positively
generated tuples for the head predicate of � using t ∈ r+ should not always be
producable by a negative context tuple t′ ∈ r−.

For constraint clauses instead of context tuples this naturally generalises to
implication or equivalently inclusion of the set of solutions. On the grounds of
Makanin’s and Jaffar’s algorithms we know that this is decidable. Therefore,
we define a contextual knowledge pattern P = (�, C+, C−) to be minimal iff
for all different c1, c2 ∈ C+ and different c′

1, c
′
2 ∈ C− we always have c1 �⇒ c2,

c′
1 �⇒ c′

2 and c1 �⇒ c′
1. If Pc(I)(Ei) denotes the set of tuples for Ei generated by

using the constraint clause c with the database instance I, we say Pc ⊆ Pc′ iff
Pc(I)(Ei) ⊆ Pc′(I)(Ei) holds for all database instances I. Then it can be shown:
If P is a minimal contextual knowledge pattern, then (1) Pc1 �⊆ Pc2 , (2) Pc′

1
�⊆ Pc′

2

and (3) Pc1 �⊆ Pc′
1

hold for any different constraint clauses c1, c2 ∈ C+ and
c′
1, c

′
2 ∈ C−.
Concerning containment the definition for knowledge patterns generalises

naturally to contextual knowledge patterns. We have P1 ⊆ P2 iff P1(I) ⊆ P2(I)
holds for all database instances I. With this a generalisation of the contain-
ment result from [12] can be shown: For contextual knowledge patterns Pi =
(�i, C+

i , C−
i ) (i = 1, 2) we have P1 ⊆ P2 iff (1) for each c1 ∈ C+

1 there exists a
c2 ∈ C+

2 with Pc1 ⊆ Pc2 , and (2) for each c1 ∈ C+
1 and c′

2 ∈ C−
2 there exists a

c′
1 ∈ C−

1 with Pc1 ∩ Pc′
2

⊆ Pc1 ∩ Pc′
1
.

However, the crucial question is, whether these conditions (1) and (2) are
still decidable. For this first note that for any constraint clauses c1 and c2 the
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conjunction c1 ∧ c2 is also a constraint clause, and we have Pc1(I) ∩ Pc2(I) =
Pc1∧c2(I). Thus, decidability boils down to the problem, whether Pc ⊆ Pc′ is
decidable. As this is equivalent to showing c ⇒ c′ decidability is a consequence
of the results of Makanin and Jaffar.

Let us finally look at the optimisation steps for knowledge patterns with the
objective to generalise them to contextual knowledge patterns. Normalisation
can be immediately generalised to the replacement of a contextual knowledge
pattern P = (�, C+, C−) by n contextual knowledge patterns Pi = (�, {ci}, C−)
(i = 1, . . . , n) for C+ = {c1, . . . , cn}. Obviouly, the inflationary fixed-point
defined by P is the same as the one defined by {P1, . . . , Pn} on any database
instance I.

For elimination the generalisation to contextual knowledge patterns is like-
wise straightforward, as downward subsumption t1 	↓ t2 generalises to impli-
cation c2 ⇒ c1 for constraint clauses. Thus, the elimination step for contextual
knowledge patterns Pi = (�, C+

i , C−
i ) (i = 1, 2) amounts to take c1 ∈ C−

1 and
c2 ∈ C+

2 with c2 ⇒ c1 and to replace c1 by {c1 ∧ c3 | c3 ∈ C−
2 }, provided C−

2 �= ∅
or otherwise simply omit c1. Then it can be shown that if P ′ = {P ′

1, . . . , P
′
n}

results from P = {P} after normalisation and follow-on elimination of negative
constraint clauses, then P ′ produces the same inflationary fixed-point as P on
any database instance.

For composition, for sets C ′ and C of constraint clauses write C ′ ⇒ C iff
for each c′ ∈ C ′ there exists some c ∈ C with c′ ⇒ c. Then two contextual
knowledge patterns Pi = (�, C+

i , C−
i ) (i = 1, 2) are compatible iff {c1 ∧ c2 | c1 ∈

C−
1 , c2 ∈ C+

2 } ⇒ C−
2 and {c1 ∧ c2 | c1 ∈ C+

1 , c2 ∈ C−
2 } ⇒ C−

1 hold. This is
a natural generalisation of the compatibility condition for ordinary knowledge
patterns.

Similarly, we obtain a generalisation of mergeability. For this let Pi = (�, C+
i ,

C−
i ) (i = 1, . . . , n) be pairwise compatible. We say that c1 ∈ C−

i and c2 ∈ C−
j

are mergeable iff {c ∧ (c1 ∨ c2) | c ∈ C+
k } ⇒ C−

k holds for all k = 1, . . . , n. So,
analogous to the ordinary knowledge patterns we obtain a graph of compatible
contextual knowledge patterns, and graphs of mergeable constraint clauses, out
of which we have to select constraint clauses in a way that an optimal model
(with minimised number of constraint clauses) results. It can then be proven
that the optimisation from a given set P of contextual knowledge patterns is
NP-complete.

5 Conclusion

In this paper we generalised the knowledge patterns from [11] to contextual
knowledge patterns. Instead of defining instantiations of a Horn clause by con-
text tuples we used constraint clauses instead. These are defined as conjunc-
tions of equations over algebraic structures. For a start we considered only free
monoids for these structures, because decidability of the equational theory on
these structure is known for a long time [8]. On these grounds we could gener-
alise the inflationary fixed-point semantics and argue that the theoretical results
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concerning the reduction of redundancy in knowledge patterns can be easily
generalised to the new, more complex situation.

However, we can make already a very important observation. All generalisa-
tions discussed in this paper amount to replacing the relationships and operations
on tuples exploited in [12] by logical relationships on the equational theory of
monoids. This should also be the case for other structures. This means that the
questions whether an equational theory on some structure is decidable is decisive
for the further generalisation of our theory to even more complex contexts. This
will be explored in future research on knowledge-based entity resolution with
contexts.

References
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Abstract. Biclustering is a thriving and of paramount task in many
biomedical applications. Indeed, the biclusters aim, among-others, the
discovery of unveiling principles of cellular organizations and functions,
to cite but a few.

In this paper, we introduce a new algorithm called, BiARM , that
aims to efficiently extract the most meaningful, low overlapping biclus-
ters. The main originality of our algorithm stands in the fact that it relies
on the extraction of generic association rules. The reduced set of associa-
tion rules faithfully mimics relationships between sets of genes, proteins,
or other cell members and gives important information for the analysis
of diseases. The effectiveness of our method has been proved through
extensive carried out experiments on real-life DNA microarray data.

Keywords: Biclustering · Association rules mining · Data mining ·
Bioinformatic · DNA microarray data

1 Introduction

Clustering gene expression data is an important task in bioinformatics. It allows
researchers to gather information such as cancer occurrences, specific tumor sub-
types and cancer survival rates. Biclustering is a particular clustering type that
helps achieve this. Cheng and Church [12] were the first to apply biclustering to
gene expression data. Afterwards, many other algorithms were proposed. Biclus-
tering tasks aim to discover sub-matrices (biclusters) of genes and conditions
such that the rows exhibit a correlated pattern over a subset of columns. Thus
it is a highly combinatorial problem and known to be NP-Hard [12].

Several surveys of biclustering algorithms have been given. According to [17],
existing biclustering algorithms can be grouped into two main classes: Systematic
search algorithms and stochastic search ones. Algorithms adopting systematic
search contain: The Divide-And-Conquer (DAC) based approach [32,35], the

c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 139–153, 2015.
DOI: 10.1007/978-3-319-23781-7 12
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Greedy Iterative Search (GIS) based approach [7,11] and the Biclusters Enu-
meration (BE) based approach [5,34]. While those adopting stochastic search
include: The Neighborhood Search (NS) based approach [6,14], the Evolutionary
Computation (EC) based approach [15,16] and the Hybrid (H) based approach
[18,27].

Despite their large number, the algorithms mentioned above have limita-
tions. Thus, they do not guarantee that their extracted biclusters are optimal. It
was for this reason that researchers introduced the new Formal Concept Analy-
sis (FCA)-based approaches. In [29], for instance, the authors proposed a new
approach, called FIST, for extracting bases of extended association rules and
conceptual biclusters, using the frequent closed itemsets. Whereas, in [22], they
used the scaling of numerical data and considered that formal concepts are the
groups of genes whose expression values are in the same intervals for a sub-set of
conditions. In [21], the authors refer to the algorithm given in [22], using Triadic
Concept Analysis in order to extract biclusters with similar values. In [26], the
authors proposed GenMiner algorithm, which allows to mine association rules
from genomic data. While in [33], they proposed the Debi algorithm which is
based on 0/1 discretization, then, generate association rules. In [10], the authors
proposed an association rules-based biclustering algorithm that uses the Apri-
ori algorithm. The authors in [28] provide a recent review of various biological
applications of association rules mining.

These biclustering algorithms using formal concept analysis, however, have
the tendency to either focus on one type of biclusters, extract overlapping ones
or refrain from biological validation.

In this paper, we address the issue of extracting biclusters from gene expres-
sion data using ARM (Association Rules Mining). The key of our BiARM con-
cerns the use of the IGB (Informative Generic Base) representation defined by
[19] as a set of valid association rules. The IGB is a generic base of association
rules, based on the Galois connection semantics. This generic base is informa-
tive and compact [19]. The IGB’s generic rules represent implications between
minimal premises and maximal conclusions (in terms of the number of items).
Indeed, It was proven in the literature that this type of rules is the most general
(i.e., conveying the maximum of information).

The remainder of the paper is organized as follows: Sect. 2 recalls the main
definitions and notations that will be used throughout the remainder. Section 3 is
dedicated to the description of our BiARM algorithm. The encouraging results
of the application of our algorithm on real microarray datasets are shown in
Sect. 4. Conclusion and perspectives are sketched in Sect. 5.

2 Basic Notions and Preliminaries

We give, in the following, the basic notions and definitions needed in this work;

Definition 1 (Biclustering and Biclusters). The biclustering problem
focuses on the identification of the best biclusters of a given dataset.
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In Biclustering, microarray data is represented by a data matrix M(I, J),
where each cell represents the gene expression level of a gene under an experi-
mental condition.

A bicluster is a subset of genes associated with a subset of conditions in which
these genes are co-expressed. The bicluster associated with the matrix M(I, J)
is a couple (A,B), such that A ⊆ I and B ⊆ J , and (A,B) is maximal (if there
does not exist a bicluster (C,D) with A ⊆ C or B ⊆ D).

Definition 2 (Formal Context). A formal context is a triple K = (G,M,R)
where G is a set of objects, M is a set of attributes and the binary relation
R ⊆ G × M shows which objects have which attributes. A formal context can be
represented by a cross- table (Table 1). For A ⊆ G, we define: A

′
= {m ∈ M |

∀ g ∈ A, (g,m) ∈ R} and dually for B ⊆ M : B
′
= {g ∈ G | ∀ m∈ B, (g,m) ∈

R}. Roughly speaking, A
′
is the set of all attributes common to the objects of A,

while B
′
is the set of all objects that have all attributes in B.

Definition 3 (Itemsets). A non-empty finite set of I ⊆ M in K is called an
itemset. An itemset containing k items is kalled k − itemset.

Definition 4 (Support). The support of an itemset I, denoted supp(I), is
the frequency of occurrence of I in K.

Supp(I) =
|{g ∈ G|I ⊆ g}|

|{G}| . (1)

Definition 5 (Frequent Itemsets). The itemset I is frequent if the support
of I in K is at least equal to the user-defined threshold minsupp.

Definition 6 (Frequent Closed Itemsets). An itemset I ⊆ I is said to be
closed if the application of the Galois closure operator ω to I gives I (I = ω(I)),
and is said to be frequent with respect to the minsupp threshold if supp(I) ≥
minsupp [19].

Definition 7 (Association Rules). Association rule derivation is achieved
from a set F of frequent itemsets in an extraction context K, for a minimal
support minsupp. An association rule R is a relation between itemsets of the

Table 1. Example of a formal context.

A B C D E

1 × × ×
2 × × ×
3 × × × ×
4 × ×
5 × × × ×
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form R : X =⇒ (Y − X), in which X and Y are frequent itemsets, and X ⊂
Y . The itemsets X and (Y − X) are called, respectively, the premise and the
conclusion of the rule R [19].

Definition 8 (Confidence). The Confidence of an association rule R : X =⇒
(Y − X) is the ratio of the support of the itemset X

⋃
Y to the support of the

antecedent in the rule R

Conf(R) =
|supp(X

⋃
Y )|

|supp(X)| (2)

The valid association rules are those having Conf(R)greater than or equal to the
minimal threshold of confidence minconf. If Conf(R) = 1 then R is called an
exact association rule, otherwise it is called an approximative association rule.

Definition 9 (The Generic Base IGB). Let FCI be the set of frequent
closed itemsets and GI the set of minimal generators of a frequent closed item-
set I.

IGB = {R : gs ⇒ (I-gs) | I ∈ FCI ∧ I	= ∅ ∧ gs ∈ GI′ , I’ ∈ FCI ∧ I’ ⊆ I ∧
confidence(R) ≥ minconf ∧ � g′ / g’ ⊂ gs ∧ confidence(g′ ⇒ I-g′)≥ minconf} [19].

Definition 10 (Jaccard Indice). The Jaccard measure of two biclusters B1, B2

is defined as follows [20]:

Jaccard(B1, B2) =
|B1

⋂
B2|

|B1

⋃
B2| (3)

So, for the genes i ∈ |I1
⋂

I2| and the conditions j ∈ |J1

⋂
J2|, we can redefine

the Jaccard measure as follows:

Jaccard(I1, I2) =
|I1

⋂
I2|

|I1
⋃

I2| (4)

and

Jaccard(J1, J2) =
|J1

⋂
J2|

|J1

⋃
J2| . (5)

3 The BiARM Algorithm

The BiARM biclustering algorithm is an ARM-based algorithm that identifies
biclusters from gene expression data. BiARM operates in four main steps. The
first one is the discretization step which consists in the binarization of the ele-
ments of the input data matrix. In this step, we start by discretizing the initial
numerical data matrix into a −101 data matrix that represents the relation
between all conditions for the gene set in the gene expression matrix, then we
discretize the −101 data matrix into a binary one. The second step is the mining
step where we extract the generic ARs that represent the bicluster’s conditions.
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The third step is the closing step; this one corresponds to the discovery of genes
that support the conditions extracted in the mining step. Finally, we have the
filtering step in which we compute the similarity measure. This latter is defined
as the ratio between the conjunctive support of two biclusters and their dis-
junctive support where we consider only those having the Jaccard measure not
exceeding a given threshold minjaccard. This is done in order to remove the
biclusters that have high overlap.

The pseudo-code description of BiARM is shown in Algorithm 1.

Algorithm 1. BiARM

Data: A gene expression matrix M, minsupp, minconf and minjaccard.
Result: The set of biclusters β.

1 begin
2 β := ∅ ;
3 /* The first step */
4 Discretize M using Eq. 6 to obtain M2 ;
5 /* The second step */
6 Discretize M2 using Eq. 7 to obtain M3 ;
7 /* The third step */
8 Extract all generic ARs using minsupp and minconf ;
9 Extract genes that support the frequent items (the supporting transactions)

// obtained from line 8 ;
10 /* The fourth step */
11 for each two biclusters B1,B2 do
12 if jaccard (B1,B2) < minjaccard then
13 β = β

⋃ {B1andB2}
14 else
15 β = β

⋃ {B1orB2}
16 return β;

Table 2. Example of gene expression matrix.

c1 c2 c3 c4 c5 c6

g1 10 20 5 15 0 18

g2 20 30 15 25 26 25

g3 23 12 8 15 20 50

g4 30 40 25 35 35 15

g5 13 13 18 25 30 55

g6 20 20 15 8 12 23
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Table 3. The −101 data matrix (M2)

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15

g1 1 −1 1 −1 1 −1 −1 −1 −1 1 −1 1 −1 1 1

g2 1 −1 1 1 1 −1 −1 −1 −1 1 1 1 1 0 −1

g3 −1 −1 −1 −1 1 −1 1 1 1 1 1 1 1 1 1

g4 1 −1 1 1 −1 −1 −1 −1 −1 1 1 −1 0 −1 −1

g5 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

g6 0 −1 −1 −1 1 −1 −1 −1 1 −1 −1 1 1 1 1

3.1 Step 1: From Numerical Data to −101 Data Matrix

Our method, at first, applies a preprocessing step to transform the original data
matrix M into a −101 data matrix M2. This step aims to highlight the trajectory
patterns of genes. According to both [25,31], in microarray data analysis, we add
genes into a bicluster (cluster) whenever their trajectory patterns of expression
levels are similar across a set of conditions.

Interestingly enough our proposed discretization step keeps track of the pro-
file shape1 over conditions and preserves the similarity information of trajectory
patterns of the expression levels.

Before applying the ARM algorithm, we must first discretize the initial data
matrix (Line 4). The discretization process outputs the −101 data matrix. It
consists in combining in pairs, for each gene, all the conditions between them.
Indeed, the −101 data matrix gives an idea about the profile. Furthermore, one
can have a global view of the profile of all conditions between them.

In our case, each column of −101 data matrix represents the meaning of the
variation of genes between a pair of conditions of M. The −101 data matrix offers
useful information for the identification of biclusters i.e., up (1), down (−1) and
no change (0).

Formally the matrix M2 (−101 data matrix) is defined as follows:

M2 =

⎧
⎪⎨
⎪⎩

1 if M [i, l] < M [i, l2]
−1 if M [i, l] > M [i, l2]
0 if M [i, l] = M [i, l2]

(6)

with:
i ∈ [1 . . . n]; l ∈ [1 . . . m − 1] ; l2 ∈ [i + 1 . . . m];
Let us consider the dataset given by Table 2. Using Eq. 6, we represent the

−101 data matrix as shown in Table 3.

1 Which may be either monotone increasing, monotone decreasing, up-down or down-
up, etc.
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Table 4. The binary data matrix (M3)

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15

g1 0 0 0 1 0 0 0 0 1 0 1 0 1 0 0

g2 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1

g3 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0

g4 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1

g5 1 1 0 0 0 1 1 1 0 0 0 0 0 0 0

g6 1 0 1 1 0 0 0 0 0 1 1 0 0 0 0

3.2 Step 2: From −101 Data to Binary Data Matrix

Let M2 be a −101 data matrix (Table 3), in order to build the binary data
matrix (Line 6), we compute the average number of repetitions for each column
in the matrix M2, e.g., for the column C1 we have:

1. Maxrepeat that stands for the Maximum number of occurrences by column
is set equal to 3 and corresponds to the maxvalue 1.

2. Minrepeat that stands for Minimum number of occurrences by column is set
equal to 1 and corresponds to the minvalue −1. In addition, mediamrepeat
is 2 and corresponds to the value 0. So, the average value is 0.

Then, we define the binary matrix as follows:

M3 =

{
1 if x1 = average value

0 otherwise
(7)

Using Eq. 7 we obtain the binary matrix sketched in Table 4. It is better to choose
the mean value since the maximum will produce a huge number of overlapping
biclusters, while the minimum value generates biologically none-valid biclusters.

3.3 Step 3: Extracting Biclusters

After preparing the binary data matrix, we move to extract Biclusters from
the matrix M3 (Table 4). To perform this task we divide the problem into two
sub-problems:

1. Finding all the generic ARs that represent bicluster’s conditions (from the
transactional representation).

2. Extracting the genes that support the conditions extracted in the previous
step.

The problem of mining association rules was initially applied to market basket
analysis. This problem consists in finding interesting associations among items
and itemsets from transactional datasets. ARM was introduced for pattern min-
ing and knowledge discovery. It has been studied by many authors who tried
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Table 5. Transactional representation of the binary data set given in Table 4.

Transactions Items

1 4 9 11 13

2 9 15

3 3 4 7 8

4 5 9 12 14 15

5 1 2 6 7 8

6 1 3 4 10 11

Table 6. IGB basis association rules extracted from Table 5 (minsupp = 40 %,
minconf = 80 %).

Association rule Support Confidence

R1 : 3 =⇒ 4 0.33 1

R2 : 7 =⇒ 8 0.33 1

R3 : 11 =⇒ 4 0.33 1

R4 : 8 =⇒ 7 0.33 1

R5 : 15 =⇒ 9 0.33 1

to improve the task. Thus, there exists a wide range of efficient methods and
techniques to ascertain association rules from enormous data repositories. The
majority of these studies concentrated on finding the best way to extract the
most relevant ARs. They proposed several theoretical frameworks in order to
minimize the search space, improve the effectiveness of the AR extraction from
the dataset and reduce the number of the generated rules. In this work, we use
the IGB representation of the set of valid ARs defined by [19]. Our choice of this
base is justified by the theoretical framework presented in [19]. We extract the
generic ARs from the transactional representation (Table 5) that represent the
bicluster’s conditions with respect to minconf and minsupp measures (Line 8)
where we use confidence as the homogeneity criteria. In other words, we try to
increase the confidence and decrease the value of the support. After extracting
the IGB base, we move to extract the supporting transactions (genes) from each
rule in this base (Line 9).

By using the previous example we obtain as a result the association rules
presented in Table 6. Taking the example of the rule R1, the obtained biluster
is B1 =< (g3, g4), (C3, C4) >.

3.4 Step 4: The Similarity Measure

The BiARM algorithm has already been able to identify overlapping biclusters.
In order to compute the similarity between two biclusters B1 and B2, we use the
Jaccard measure (Definition 10). This latter measures the overlapping between
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two Biclusters. This score is used to measure the overlap between two BiARM -
Biclusters in terms of both genes and conditions.

In fact, for the filtering process (Lines 13 and 15), we consider only biclusters
with a low overlap (if two biclusters have a high overlap, then they have the same
biological signification).

The correlation measure achieves its minimum of 0 when the biclusters do
not overlap at all and its maximum of 1 when they are identical.

4 Experimental Results

In this section we provide the experimental results of using our algorithm on two
well-known real-life datasets. The evaluation of the biclustering algorithms and
their comparison are based on two criteria: Statistical criteria and Biological cri-
teria. We compare our algorithm with the state-of-the-art biclustering algorithms
and the Trimax algorithm2 [21] which use Formal Concept Analysis.

4.1 Description of the used datasets

In order to assess the performance of our proposed algorithm and analyze its
results, we conduct a series of experimentations on the following real gene expres-
sion datasets.

Yeast Cell-Cycle Dataset: The yeast cell-cycle3 is a very popular dataset in
the gene expression data. In fact, it is one of the most known organisms and
the functions of each gene are well known. We used the Yeast cell-cycle dataset
available in [13], it contains 2884 genes and 17 conditions. In the experimenta-
tions we conduct on this base, the parameters of BiARM minsupp, minconf ,
minjaccard are experimentally set to 20 %, 80 % and 25 %. The running time of
BiARM on this test was 99 sec.

Human B-cell Lymphoma Dataset: The Human B-cell Lymphoma dataset
[1] contains 4026 genes and 96 conditions4. We experimentally set the BiARM
parameters minsupp, minconf and minjaccard to 20 %, 90 % and 25 %, for
our experiments on this dataset. The running time of BiARM on this test was
279 sec.

4.2 Statistical Relevance

To evaluate the statistical relevance of our algorithm, we use the p-values by
applying the web tool FuncAssociate and the coverage criteria.

2 Available at https://github.com/mehdi-kaytoue/trimax.
3 Available at http://arep.med.harvard.edu/biclustering/.
4 Available at http://arep.med.harvard.edu/biclustering/.

https://github.com/mehdi-kaytoue/trimax
http://arep.med.harvard.edu/biclustering/
http://arep.med.harvard.edu/biclustering/
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Table 7. Human B-cell Lymphoma Coverage for different algorithms.

Human B-cell Lymphoma

Algorithms Total coverage Genes coverage Conditions coverage

BiMine 8.93 % 26.15 % 100 %

BiMine+ 21.19 % 46.26 % 100 %

BicFinder 44.24 % 55.89 % 100 %

MOPSOB 36.90 %

MOEA 20.96 %

SEBI 34.07 % 38.23 % 100 %

CC 36.81 % 91.58 % 100 %

Trimax 8.50 % 46.32 % 11.46 %

BiARM 73.12% 99.97% 100%

Table 8. Significant GO terms (process, function, component) for two biclusters on
yeast cell-cycle data extracted by BiARM.

Bicluster1 Bicluster2

Biological process cytoplasmic translation
(15.0 %, 2.4 %, 8.39e-51)

single-organism process
(55.6 %, 49.5 %, 9.74e-13)

DNA repair (8.8 %, 3.4 %,
7.55e-08)

cell cycle process (11.6 %,
8.3 %, 1.17e-11)

organic substance
biosynthetic process
(40.7 %, 29.4 %, 2.98e-07)

single-organism cellular
process (49.7 %, 44.0 %,
5.88e-11)

Molecular function structural constituent of
ribosome (14.4 %, 3.1 %,
3.80e-35)

structural molecule activity
(6.8 %, 4.8 %, 8.88e-07)

structural molecule activity
(16.5 %, 4.8 %, 2.25e-28)

structural constituent of
cytoskeleton (0.8 %, 0.3 %
0.00984)

Cellular component cytosolic ribosome (15.2 %,
2.4 %, 1.90e-51)

non-membrane-bounded
organelle (22.9 %, 18.3 %,
5.34 e-12)

cytosolic part (15.7 %, 3.2 %,
4.53e-41)

intracellular
non-membrane-bounded
organelle (22.9 %, 18.3 %,
5.34e-12)

cytosolic small ribosomal su
bunit (7.3 %, 0.9 %,
3.43e-30)

organelle (65.4 %, 60.4 %,
2.60e-09)
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Fig. 1. Proportions of Biclusters significantly enriched by GO annotations (Yeast cell-
cycle dataset)

Coverage: As in [4,23,24], we use the criterion of the coverage which is defined
as the total number of cells in microarray data matrix covered by the obtained
biclusters. We compare the results of our algorithm with Trimax [21] and those
reported by [2], namely, CC [12], BiMine [3], BiMine+ [5], BicFinder [4], MOP-
SOB [24], MOEA [27] and SEBI [16].

Table 7 presents the coverage of the obtained biclusters, we can show that
most of the algorithms have relatively close results. For the Human B-cell Lym-
phoma dataset, the biclusters extracted by our algorithm cover 99.97 % of the
genes, 100 % of the conditions and 73.12 % of the cells in the initial matrix. How-
ever, Trimax has low performance since it covers only 8.50 % of cells, 46.32 % of
genes and 11.46 % of conditions. This implies that our algorithm can generate
biclusters with high coverage of a data matrix due to the discretisation step
where the combinations of all the paired conditions give useful information since
a bicluster may be composed of a subset of non contiguous conditions.

P-Value: To assess the quality of the extracted biclusters, we use the web tool
FuncAssociate5 [9] in order to compute the adjusted significance scores for
each bicluster (adjusted p-value6). Indeed, The best biclusters have an adjusted
p-value less than 0.001 %. The results of our algorithm are compared with CC
[12], ISA [8], OSPM [7] and Bimax [32], we report the results of the algorithms
mentioned before from [2]. We also compare our algorithm with Trimax [21].

The obtained results of the Yeast Cell Cycle dataset for the different adjusted
p-values (p = 5 %; 1 %; 0,5 %; 0,1 %; 0,001 %) for each algorithm over the
5 Available at http://llama.mshri.on.ca/funcassociate/.
6 The adjusted significance scores asses genes in each bicluster, which indicates how

well they match with the different GO categories.

http://llama.mshri.on.ca/funcassociate/
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percentage of total biclusters are depicted in Fig. 1. The BiARM results show
that 100 % of the extracted biclusters are statistically significant with the adjusted
p-value p < 0.001%. By contrast, Trimax achieves 100 % of statistically signif-
icant biclusters when p < 1%. It is important to note that Bimax achieved
its best results when p < 0.1%, while CC, ISA and OSPM have a reasonable
performance with p < 0.5%.

4.3 Biological Relevance

The biological criteria allows to measure the quality of the resulting biclusters, by
checking whether the genes of a bicluster have common biological characteristics.

To evaluate the quality of the extracted biclusters and identify their biolog-
ical annotations, we use GOTermFinder7 which is designed to search for the
significant shared Gene Ontology (GO) terms of a group of genes. The ontologies
are represented by direct acyclic graphs where GO terms represent nodes and the
relationships between them represent edges. GO is organized according to 3 axis:
biological process, molecular function and cellular component8. GOTermFinder
can find the significant shared GO terms for genes within the same bicluster.
We show in Table 8 the result of a random selected set of genes for the biological
process, molecular function and cellular component, we report the most signif-
icant GO terms. The values within parentheses after each GO term in Table 8,
such as (15.0 %, 2.4 %,8.39e-51) in the first bicluster, indicate the cluster fre-
quency, background frequency and the statistical significance, respectively. The
cluster frequency shows that for the first bicluster, 15.0 % of genes belong to this
process, while background frequency shows that this bicluster contains 2.4 % of
the number of genes in the background set and the statistical significance is
provided by a p-value of 8.39e-51 (highly significant).

The results on these real datasets show that our proposed algorithm can
identify biclusters with a high biological relevance.

5 Conclusion

A new ARM-based biclustering method (BiARM ) was proposed as a new
biclustering algorithm for gene expression data. Our algorithm relies on the
extraction of ARs from the dataset by discretizing this latter into a binary data
matrix. The resulting biclusters were filtered with the help of the similarity
measure in order to remove those with a high overlap.

The performance of the BiARM algorithm is assessed on two real DNA
microarray datasets. These experimentations show that BiARM allows to extract
high quality biclusters. These biclusters were evaluated with Gene Ontology
(GO) annotations which checks the biological significance of biclusters. The
obtained results confirm the BiARM ’s ability to extract significant Biclusters.

7 Available at http://db.yeastgenome.org/cgi-bin/GO/goTermFinder.
8 http://geneontology.org/.

http://db.yeastgenome.org/cgi-bin/GO/goTermFinder 
http://geneontology.org/
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Other avenues of future work concern the application of BiARM on syn-
thetic datasets where the original Jaccard measure is improved by using the
match score to analyze our algorithm’s ability to extract all implanted biclus-
ters. Furthermore, we plan on using our method in other application domains
such as text mining, target marketing and multimedia data processing. We also
wish to extend our work to other correlations measures [30] through classifying
them into classes of measures sharing the same properties. In addition to that we
intend to confirm the efficiency of our algorithm by calculating its complexity.
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Abstract. Cultural objects and art works need ongoing conservation inter-
ventions in order to be available for the generations to come. The most
object-friendly analysis approaches are based on non destructive techniques
(NDTs) that allow both the materials characterization/evaluation as well as the
decay detection and assessment of cultural artifacts.
Non destructive testing and evaluation includes the employment of several

methods such as the well-established technique of Diffuse Reflectance Spec-
troscopy with Fiber Optics (FORS). FORS allows the reflectance spectral anal-
ysis of the pigments used in artifacts, which leads to their identification. Such
techniques produce output with large volumes of data for each different pigment
used in objects. In this work, we present a data management solution that con-
tributes with (1) a library of known reference pigments/colors of archaeological
objects along with (2) a proposed novel pattern matching technique that allows
the automatic classification of any new pigment that is recovered from cultural
objects using the FORS measurements. The proposed technique is based on a
k-NN classifier. The experimental evaluation results of the proposed technique
show that the data processing proposed is both effective and efficient. Feedback
for the proposed approach is particularly encouraging as it allows automation and
therefore radically decreased time for pigment/color matching and identification.

Keywords: Matching colors � Fiber optics diffuse reflectance spectroscopy �
Data management � Non destructive techniques � NDT image analysis

1 Introduction

Cultural objects and art works need continuous conservation interventions in order to
survive for the generations to come. The most object-friendly analysis approaches are
based on non destructive techniques (NDTs) that allow the materials characterization as
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well as the decay detection and evaluation of conservation interventions on cultural
works. Non-destructive methods are used for the examination of surfaces in situ [3],
without sampling, thus without damaging the under investigation artifact. In archae-
ology, in situ refers to measurements performed on artifacts at their location (i.e.
museum, archaeological site). Such an approach accords with strict regulations where
sampling or micro-sampling, or even the transfer of the artifacts for laboratory analysis
is prohibited, for the protection of their integrity.

NDT techniques such as FORS (Fig. A, Table 1) usually produce large amounts of
data sets, typically consisting of images, spectral data and graphs. Therefore, it is
imperative to work towards the data management in order to achieve a comprehensive
analysis of the obtained data, aiming to define a specific data process which can be
easily integrated in decision support systems finally. The aim is to rise as much as
possible information on the materials identification and the decay patterns detection
and characterization (i.e. type, extent) of the artifacts.

The generic characteristic of most of the non-destructive diagnostic methods is that
they are recent technological applications and have not yet developed their full
potential. In general, it is highly preferable to combine the employment of NDTs with
advanced sophisticated methods to be used in laboratory on samples, when sampling is
permitted, for the performance of a more detailed study regarding the identification of
materials and damage assessment.

For this task, we have developed a new technique for the automatic classification of
pigments, based on in situ VIS-Near IR Fiber Optics Diffuse Reflectance Spectroscopy
(FORS) measurements, a technique that is further analysed in Sect. 2. The proposed
data matching technique follows a pattern recognition approach and it is based on a
kNN classifier, which constitutes the most popular representative of the family of
deterministic methods [7, 8]. The goal of any automatic pattern recognition system is to

Table 1. VIS-Near IR Fiber Optics Diffuse Reflectance Spectroscopy (FORS) output
description. Fig. A. Experimental set up: USB4000 Fiber Optic Reflectance Spectrometer
(4) equipped with a reflection bifurcated probe (1), a tungsten-halogen light source (3) and a
probe holder (2)

Method in situ VIS – Near IR Fiber 
Optics Diffuse Reflectance 
Spectroscopy (FORS)

Output 
Diagrams/ 
Spectra

Diffuse reflectance spectra 
in the spectral range of 350 -
1000 nm (produced from Spe c-
trasuite Software)

x-axis Wavelength (nm) 
y- axis Reflectance (%) 
Spectrasuite 
data file (provi d-
ing values in 
notepad format) 

Wavelength (λ) data vs  Re-
flectance (R) data (values in 
notepad format,) which can be 
processed as needed (in excel, 
origin, etc environment) in 
order to produce the spectra in 
the range of 350 -1000 nm
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estimate the correct label (class identifier) corresponding to a given feature vector or a
template, based on the prior knowledge obtained through training [5, 6]. In our case,
the goal is the automatic recognition of the pigment used on the object of interest, based
on one (or more) FORS measurements obtained from it. The system uses prior
knowledge that is provided in the form of a library data set of measurements, taken
from known pigments identified by experts’ analyses.

The proposed technique can be implemented either as a standalone system, or as
part of a more comprehensive analysis/classification tool, in conjunction with other
NDT techniques (i.e. portable XRF spectroscopy), and/or with the intervention of a
human analyst. In any case, the obtained results are indeed very promising, thus
encouraging the exploration of other similar approaches within the NDT framework.

The major tasks involved in the development process were (a) the selection of the
system model (i.e. the k-NN classifier) out of a number of possible approaches, (b) the
collection of the training and validation datasets, (c) the derivation of a suitable
data-enhancement procedure, and (d) the selection of the system parameters through a
series of validation experiments. The paper is organized as follows: Sect. 2 presents the
FORS NDT method. Section 3 presents the novel algorithmic system. Section 4 pre-
sents validation experiments. Finally, Sect. 5 concludes the paper.

2 Image Processing Methods on the NDTs Methods
and Output

In recent years, major effort has been made in order to develop techniques for the
elaboration of data obtained by NDTs [2, 3]. These techniques are usually based on a
set of basic tools developed for this purpose. These tools usually produce a low quality
data set, typically a series of images, spectral data and graphs. Therefore, this action
should include a comprehensive analysis of the obtained data, in collaboration with
scientists working on the analysis of these data, aiming to define a specific data
structure which can be easily integrated. The aim is to rise as much as possible
information on the materials identification and the decay patterns detection and char-
acterization (i.e. type, extent) of the artifacts.

The recognition procedures of specific regions or edges has been studied and
improved as well. A great deal of effort will be devoted to study the various layers of
NDTs processing procedures in order to exploit information which was not visible so
far. Before proceeding to the presentation of new techniques, in order to exploit the
information contained in spectral data and charts, we discuss shortly the experimental
device and data output of FORS technique.

In situ VIS-Near IR Fiber Optics Diffuse Reflectance Spectroscopy (FORS) is used
to identify pigments in pictorial layers of works of art by comparing the spectra
collected in situ with suitable spectral databases of reference pigments. As mentioned
above, measurements are non-invasive, even without any contact, and can be imple-
mented in situ, without transferring the art works under investigation from the place
where they are exposed. The experimental device, delivers a series of data (Table 1).
The numerical processing of pigment identification is given below.
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3 The Proposed System

3.1 Outline

The implementation of the proposed system can be divided into two major phases,
namely the design phase, and the running phase. In the following subsections, we give
a brief description of the steps involved during the design phase, as well as an outline
of the proposed algorithm that will be executed during the running phase.

System Design. Training & Validation data sets: Collect a data set of FORS mea-
surements, from known pigments (classes), from both real objects, as well as reference
substances, according to the above presented guidelines.

• Preprocessing. Design a preprocessing procedure, tailored to the specific needs of
the FORS measurements, with the goal of data enhancement.

• Specification of system parameters: Conduct a series of experiments using the
validation data set, with the goal of maximizing system performance, with respect to
the following degrees of freedom:
• Pattern selection:

• Case A: Every training sample is a pattern. In this case, each class is rep-
resented by the (whole) respective set of training instances.

• Case B: Each class is represented by a single pattern. This single represen-
tative can be the average (or some other cendroid) of the training instances
that belong to the same class.

• Value of k.
• Employed Distance Function.

Algorithm. Input: measurement array of unknown class (pigment).
Preprocessing: apply the same procedure used for training data.

1. Calculate distances of input template form the patterns of the training data set.
2. Sort the resulting array of distance values.
3. Count the memberships of each class in the first k labels of the sorted distance array.
4. Assign the class with the highest membership to the input template.

3.2 Design Aspects

Training Data. As explained in the previous section, the proper selection of the
training and validation data sets plays an important role in the design of a pattern
recognition system, such as the kNN classifier presented here. On the one hand, the
training data set comprises the knowledge of the system regarding the different classes
it is required to recognize. On the other hand, the validation data set represents a sample
of the future (unknown) measurements and can be used in order to estimate the system
performance in real conditions.
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With these goals in mind, we constructed our training data set from a series of pure
reference pigments measurements, obtained in lab conditions. Each of the selected
pigments represents the fundamental ingredient of its corresponding class, thus forming
a basis of elements that is able to express the vast majority of the pigments encountered
in real measurements. More specifically, the training data set consists of 10 reference
measurements from each of the following classes (Table 2).

Validation Data. The validation data set on the other hand, consists of measurements
taken from real cultural objects and it is used in the final design stage for the evaluation
of system performance and the selection of its parameters. An illustrative example of
the measurement procedure, involving historic church wall paintings, is shown below.
The results obtained from the FORS measurements on the red and green color
impressions of the wall paintings presented in Fig. 1 (a and b) identified the presence of
Cinnabar and Green Earth pigments, respectively. The respective FORS spectra
acquired are demonstrated in Fig. 3a.

Table 2. Training data set, pigment library of ancient cultures

Class/ID Pigment Class/ID Pigment

(RED COLOR) (GREEN COLOR)
1 Caput mortuum 9 Green Earth
2 Hematite 10 Malachite
3 Minium (BROWN COLOR)
4 Red ochre
5 Sienna Burnt 11 Umber Burnt

(YELLOW COLOR) (BLUE COLOR)
6 Sienna Raw 12 Azurite
7 Yellow Ochre 13 Egyptian Blue
8 Massicot 14 Ultramarine

(a) (b)

Fig. 1. Wall paintings decorating the Sanctuary of the Byzantine Theotokos Church at Meronas,
Amari, Crete, representing: (a) the Melismos (in Greek Μελισμός), and (b) the presentation of
the virgin (Color figure online).
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Preprocessing. As it is readily apparent, the classification performance of kNN
depends heavily on the separability of the class-representative measurements com-
prising the training data set. In cases where the discriminative (i.e. class-dependent)
characteristics of the original measurements are obscured by irrelevant features (e.g.
offset or amplitude), the introduction of preprocessing steps with the goal of elimi-
nating the latter features and emphasizing the former ones, is unavoidable.

Since, as we are going to see, the FORS measurements comprising the training data
set of the kNN pigment classifier fall into this category, a number of such
data-enhancement steps are implemented in our system as well. The rationale behind
these steps, as well as their enhancement effect, are best illustrated through a simple
example involving three FORS measurements of red pigments from the given data set,
with the first two corresponding to hematite (Fig. 2 blue and red lines), while the third
one to cinnabar (Fig. 2 black line). The aforementioned measurements, which will be
denoted as x1ðknÞ; x2ðknÞ and x3ðknÞ, respectively, n ¼ 1; 2; . . .;N, with kn standing for
wavelength (nm), are depicted following.

As it can be easily observed from above (Fig. 2a), x1ðknÞ and x2ðknÞ present
common spectral characteristics (thus revealing their common identity), which are quite
different from those of x3ðknÞ. However, due to a number of factors that will be shortly
analyzed, the true identity of the measurements is not reflected by their Euclidean
distances, as the following table demonstrates.

To be more precise, according to the pairwise distances of the measurements, the
nearest neighbor of x2ðknÞ is x3ðknÞ and not x1ðknÞ, a fact that does not correspond to

Fig. 2. (a) Original measurements (with their linear trends) (b) removal of linear trend (c) final
outcome after normalization (Color figure online).

Distance x1ðknÞ x2ðknÞ x3ðknÞ
x1ðknÞ – 9:7� 105 11:9� 105

x2ðknÞ 9:7� 105 – 0:76� 105

x3ðknÞ 11:9� 105 0:76� 105 –
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their true class memberships and could easily lead to misclassification errors in the final
system. We must also stress here that this example does not represent an isolated case,
but rather a common issue related to all measurements of the data set, as it will be
demonstrated in the next section.

Linear Regression. A preprocessing approach that leads to an effective enhancement of
the useful, class-dependent features of the measurements, is based on the observation
that the initial measurements are distorted by different linear trends, as demonstrated in
Fig. 2a. While these two features bare no useful information for the system (i.e. are not
class dependent), they actually dominate the value of the Euclidean distance and
account for the misleading measurement distances presented above. Thus, a prepro-
cessing step able to neutralize their effect and yield a more representative version of the
original measurements, must be introduced.

To this end, let us define the distortion model M, as follows:

M : xiðknÞ ¼ cisi knð Þ þ lðkn; ai; biÞ þ wi knð Þ;

n ¼ 1; 2; . . .;N; i ¼ 1; 2; . . .; L;

where si knð Þ is the useful (i.e. informative) portion of the signal, lðkn; a; bÞ is the
unwanted linear trend, parameterized by the unknown parameters ai, bi, i.e.:

l kn; ai; bið Þ ¼ aikn þ bi;

and wi knð Þ is some additive noise process. For our purposes, the effect of the additive
noise will be considered as negligible (i.e. wi knð Þ � 0), since this is an issue that can be
dealt with separately (e.g. by means of a denoising lowpass filter). The first goal of the
preprocessing procedure is the estimation of the linear trend of the input measurement,
i.e. of the unknown parameters ai, bi, in a least squares framework. By following this
approach, the total estimation error e2 ai; bið Þ is defined as the sum of the squared
individual residuals, i.e.:

e2 ai; bið Þ ¼
XN
n¼1

r2i kn; ai; bið Þ;

where

ri kn; ai; bið Þ � xi knð Þ � aikn þ bið Þ:

Then, the estimation of the unknown parameters ai, bi, is obtained by the solution of
the following minimization problem:

min
ai;bi

e2ðai; biÞ;

which in our case leads to the following system of linear equations:
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@e2ðai;biÞ
@a ¼ 0

@e2ðai;biÞ
@bi

¼ 0:

(

After some mathematical manipulations, the optimal estimators of the unknown
parameters can be obtained in a closed form solution, requiring only simple calcula-
tions over the input samples:
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Having obtained an estimation l̂i knð Þ ¼ âikn þ b̂i of the linear trend of the mea-

surement data, the desired useful signal si knð Þ can then be estimated by subtracting
l̂i knð Þ from the original sequence xi knð Þ, i.e.:

ŝiðknÞ ¼ ri kn; âi; b̂i
� � ¼ xi knð Þ � l̂i knð Þ:

The application of this preprocessing step to the measurements of the above men-
tioned example, namely x1ðknÞ; x2ðknÞ and x3ðknÞ, results in the enhanced versions
ŝ1ðknÞ, ŝ2ðknÞ and ŝ3ðknÞ, respectively, which are displayed in Fig. 1b.

As we can see, by removing the respective linear trends, the inherent
class-dependent features of each measurement stand out and the new versions of the
measurements can be more easily classified. Still, it is obvious that the amplitude
difference, which is most observable between ŝ1ðknÞ and ŝ2ðknÞ, introduces a false
distance offset that does not correspond to the actual resemblance of the measurements.
In order to eliminate this difference, we are going to introduce a simple normalizing
step where we divide each of the above sequences by its maximal value. This yields the
final versions of the measurements, denoted as ŝo1ðknÞ, ŝo2ðknÞ and ŝo3ðknÞ that are
depicted in Fig. 1c. (Note that in many cases, the maximum is taken in the middle of
the kn interval, e.g. for 500� kn � 900 in order to avoid the extreme values that are
sometimes present toward the ends of the interval. This is especially true for the
measurements involving real objects, rather than the ones taken from pure pigments.

As we can see, the application of the presented preprocessing steps has had a very
significant impact on the original measurements, with ŝo1ðknÞ and ŝo2ðknÞ being virtually
identical, something that is verified by the pairwise Euclidean distances of the
enhanced versions, shown in the Table 3 below.

As we can see, the distance between ŝo1ðknÞ and ŝo2ðknÞ is much less than the other
two pairwise distances, something that is in total accordance with our expectations of
two measurements taken from the same reference pigment in lab conditions. Figures 3
and 4 demonstrate the results of the proposed preprocessing step to a number instances
from the available data set, both in reference, as well as real measurements.
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4 Validation Experiments

As already mentioned in previous section, the goal of the final system design stage is
the evaluation of the validation performance of the system, for a set of different
parameter values.

Based on these results, the values that yield the best overall performance are
selected. By using the available validation data set (described in Sect. 4.2), we con-
ducted a series of experiments, with the goal of examining the performance variations
with regard to the following parameters:

Table 3. The pairwise Euclidean distances of the enhanced versions

Distance ŝo1ðknÞ ŝo2ðknÞ ŝo3ðknÞ
ŝo1ðknÞ – 31:5 178:6
ŝo2ðknÞ 31:5 – 238:2
ŝo3ðknÞ 178:6 238:2 –

(a)                                                          (b)
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Fig. 3. A preprocessing example involving the real measurements of Cinnabar (red) and Green
Earth (green), obtained from the objects that are displayed in Fig. 1. (a) Original, (b) processed
(Color figure online).

Fig. 4. A preprocessing example involving the reference measurements of Yellow Ochre.
(a) Original, (b) processed. Μήπως εδώ θέλετε να πείτε Fig. 4 (Color figure online).
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(a) The number of patterns per class,
(b) The employed distance function, and
(c) The value of k.

In the first case, we examined the impact of selecting one pattern per class (i.e. the
cendroid of the measurements), against considering each measurement as a pattern. In
the second case, the performance achieved by the two distance functions that will be
shortly defined, is examined. Finally, in the third experiment, we are concerned with
the selection of the value of k. In each experiment, we fix the values of two parameters
and evaluate the validation performance (i.e. the percentage of successful recognitions),
for different values of the third one. The obtained results, as well the importance of
each selection, are presented in the following subsections.

4.1 Number of Patterns Per Class

As already mentioned, two scenarios were examined:

1. ALL the instances of the training data set and conduct experiments with various
values of k in order to select the most suitable. This implementation leads to the
most comprehensive representation of the classes, and it is expected to yield the best
classification results. On the other hand, it requires the calculation of N distance
values, where N the number of training patterns, as well as a sorting scheme of the
resulting 1 × N array of distances, for the implementation of step 3 in the outline of
k-ΝΝ presented in Sect. 3.3.

2. Construct a SINGLE representative for each class by using some “centroid” (e.g.
the average or the median) of the patterns belonging to the same class. By defini-
tion, in this case k can only equal 1. Thus, the k-Nearest Neighbors rule degenerates
simply to Nearest Neighbor. In other words, the unknown measurement is assigned
to the class represented by the nearest centroid. Note that leads to a much lower cost
implementation, since, on the one hand there is only one comparison per class and
on the other, only the minimum of the distance array is required, which eliminates
the need of a sorting algorithm.

The experimental results concerning the system at hand, regarding the number of
patterns per class, are summarized in the following table. The parameter values, that led
to the best results, are shown on the right hand side column of Table 4.

4.2 The Employed Distance Function

The examined distance functions were the Euclidean Distance and the Inverse Cor-
relation Coefficient, as defined as follows:

Weighted Euclidean Distance: Inverse Correlation Coefficient:

dw x; y;mð Þ ¼ Pd
i¼1

mi xi � yið Þ2
� �1

2

dk x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPd

i¼1
x2i
Pd

i¼1
y2i

q
Pd

i¼1
xiyi
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The experimental regarding the selected distance function, are summarized in the
following Table 5.

4.3 Selection of k

In cases where the data set presents itself with well-defined and well-separated classes,
the particular selection of k is not overly important. Here, regardless of the selection of
k, the k nearest neighbors of the unknown measurement, with high probability, will
belong to the same (correct) class, and thus be the measurement will be correctly
classified. This however is not the case in several cases where the distinction between
classes is much more ambiguous. In these cases, the particular selection of k plays
important role, and rigorous experimental exploration is necessary.

The experimental results concerning the system at hand, regarding the selected
value of k, are summarized in the following Table 6.

Table 4. Number of patterns per class

Number of patterns per class (Distance: Euclidean,
k ¼ 1; 4, respectively)
Data set One (mean) All

Red Ochre (42 samples) 27 (64 %) 30 (71 %)
Red Cinnabar (5 samples) 4 (80 %) 4 (80 %)
Yellow Ochre (25 samples) 20 (80 %) 22 (88 %)
Green Earth (12 samples) 10 (83 %) 10 (83 %)
Total (84 samples) 61 (73 %) 66 (79 %)

Table 5. Distance function

Distance function (k ¼ 4, patterns: all)
Data set Euclidean Corr. Coeff.

Red Ochre (42 samples) 30 (71 %) 28 (64 %)
• Red Cinnabar (5 samples) • 4 (80 %) • 4 (80 %)
• Yellow Ochre (25 samples) • 22 (88 %) • 21(80 %)
• Green Earth (12 samples) • 10 (83 %) • 10 (83 %)
• Total (84 samples) • 66 (79 %) • 63 (75 %)

Table 6. Different values of k

Value of k (distance: Euclidean, patterns: all)
Data set k ¼ 4 k ¼ 6 k ¼ 8 k ¼ 10

Red Ochre (42 samples) 30 (71 %) 31 (74 %) 30 (71 %) 29 (69 %)
Red Cinnabar (5 samples) 4 (80 %) 5 (100 %) 5 (100 %) 4 (80 %)
Yellow Ochre (25 samples) 22 (88 %) 23 (92 %) 21 (84 %) 21 (84 %)
Green Earth (12 samples) 10 (83 %) 11 (91 %) 10 (83 %) 10 (83 %)
Total (84 samples) 66 (79 %) 70 (83 %) 66 (79 %) 64 (76 %)
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5 Conclusions and Future Steps

In this work, we present a data management solution that contributes with (1) a library
of known reference pigments/colors of archaeological objects along with (2) a pro-
posed novel pattern matching technique that allows the automatic classification of any
new pigment that is recovered from cultural objects using the FORS measurements.
The proposed technique follows a pattern recognition approach and it is based on a
kNN classifier. The experimental evaluation results of the proposed technique show
that data management is both effective and efficient. The obtained results are indeed
very promising, thus encouraging the exploration of other similar approaches within
the NDT framework. Initial feedback for the proposed system is encouraging as it
would allow automation and therefore radically decreased time for pigment/color
identification and therefore it can contribute significantly towards the selection and
employment of the most appropriate conservation-restoration procedures.

Future steps include the implementation of automatic classification for other NDT
techniques such as in situ X-Ray Fluorescence Spectroscopy (XRF) that produce
spectra with the characteristic X-ray emissions of chemical elements. Finally, the
images, spectral data and charts obtained from the NDT techniques will be combined
so as to make full use of NDTs data in a single window system.
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Abstract. Telemonitoring systems are expected to accomplish two basic
tasks: continuously collect data from data sources wherever they may
be; and allow remote communication between stakeholders to access
data. The implementation and maintenance of these systems requires
specific attention of software engineers for data management because of
the complexity of the management of various data sources and because of
privacy-related issues of personal data. In this paper we propose a data
model that is generic enough to describe and to support many kinds of
telemonitoring applications, especially those combining sensor data with
data mining techniques and outputs. We show that our data model is use-
ful for a smooth management of data mining outputs and that it avoids
the integration effort for dealing with different heterogeneous storage
mechanisms. We show also that our data model eases the management
of the granularity of data and that it facilitates software designers’ tasks
for the implementation of privacy protection mechanisms.

Keywords: Sensor data · Telemonitoring · Data model · Data mining ·
Data granularity · Privacy management

1 Introduction

Telemonitoring systems can be viewed as the conglomeration of various tech-
nologies and techniques which primary aim is to enable remote monitoring of
an on-going process [11,19,23]. The technology aspect makes possible the collec-
tion of data related to this process, and data storage for subsequent access and
analysis. Technologies are well distributed and embedded at all scales throughout
everyday life, which offers for instance to monitored patients more freedom in
mobility as well as restoring their independent living, and to researchers to follow
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any kind of events remotely. Moreover, technologies are developed to enable the
communication among different parts of the system. Sophisticated sensors make
the collection of various types of data and the prevalence of wireless devices and
mobile technologies ensure that these data can be transmitted almost anywhere
and at any time.

At their core, telemonitoring systems are expected to accomplish two basic
tasks: continuously collect data from data sources wherever they may be; and
remotely communicate with stakeholders, for instance patients, medical staff,
and other stakeholders such as relatives or friends. Differences exist as to the
target ailment or activity monitored. We cite a few of them in the domain of
health-related telemonitoring. Some systems telemonitor patients suffering from
cardiovascular and respiratory diseases [17,20]. Others deal with less involved
scenarios like a program for diet management and improvement of lifestyle.
Lastly, dedicated systems are also implemented that telemonitor elderly patients
[2,7]. We can also distinguish existing telemonitoring systems as to how they han-
dle and process the data they collect. It is worth noting that many telemonitoring
systems only use, if they use at all, low level data processing techniques. Data
sensed from a data source is (i) transmitted, and screened (ii) possibly stored in
static and repositories, and (iii) sporadically accessed by the concerned individu-
als. There are efforts to apply higher level analytic to the stored data [18,22,24].
A solution has been proposed to integrate to the system newly created evolutions
of data processing models [12].

Our belief is that systems that collect data and computes indicators (through
processing models such as data mining) about the status and activities of the data
sources should implement a generic data model adapted to combinations of data
(including indicators). Also, these systems should store the newly calculated indi-
cators. Indeed, indicators constitute different levels of information (from detailed
to coarse-grained), which values can be used either to start automatic feedback
programs or to compute other indicators. A concrete example of raw data are the
ECG signal (Electrocardiogram) and the accelerometer data, and example of com-
puted data are instant heart rate, daily heart rate, health status.

An essential feature is that data mining models can be conveniently created
and updated whenever new information or new scenarios are available, and thus
generate new indicators. The challenge is here to be generic enough to efficiently
incorporate the entire process of creating, using, and updating models based on
existing data and indicators, and to allow a uniform management of data without
introducing different heterogeneous data management systems. Also telemonitor-
ing systems’ task is to communicate data and to take into account potential pri-
vacy issues. The approach most respectful of individual’s privacy would probably
be to enable them to decide themselves who is allowed to access their data. Addi-
tionally to privacy concerns, it is not meaningful allowing stakeholders to access
data if they cannot understand it. Therefore, different granularities of data should
be implemented according to the targeted users. We believe that privacy issue as
well as granularity levels of information should be considered early in the design
of a telemonitoring system, and that a generic and uniform model can ease and
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accelerate the software design, implementation and maintenance for the manage-
ment of sensed and processed data.

In this paper, we propose a data model that is generic enough to describe
telemonitoring applications’ data and that eases the implementation of such appli-
cations. More generally, our approach targets the data architecture to ease the
development of all types of applications dealing with the data collection, data
analysis, data storage, and access delivery to sensitive information. We will first
describe in Sect. 2 an illustrative scenario in the domain of health, then we will
present in Sect. 3 our generic data model. Section 4 presents how our data model
is useful as for the uniform management of different levels of information extracted
using data mining models, and how it eases privacy management implementation.
Sections 5 and 6 present respectively the discussion part and the conclusion.

2 An Illustrative Scenario

The illustrative scenario is situated in the field of e-health where we developed
several applications. Michel is a man having metabolic syndrome disease. This
disease is a combination of cardiac problems, diabetes, overweight and sleep dis-
orders. Michel suffers from isolation, he lacks sportive activity, he eats unhealthy
food, often, and he neglect taking drug prescriptions. Michel cannot be perma-
nently accompanied by a care giver.

A telemonitoring application must be designed for both remote supervision
and remote human support in order to quickly help him improve his lifestyle and
health status. The supervision and the support can be given remotely by differ-
ent types of actors: medical care givers (generalists, nurses, and psychologists),
relatives and friends, other metabolic patients. Wearable sensors, communication
means, and knowledge extraction processes are used to record, store and deliver to
the actors timely and reliable health-related data concerning Michel. Data process-
ing methods such as data mining are used to extract higher level information and
identify regularities or abnormalities in the daily activities of Michel. However
Michel is reluctant on letting the system broadcast all his personal data to each
of his contacts (medical values, activities he has been doing, places he has visited,
daily habits, etc.). He is also aware that some of his contacts may have difficulties
in the interpretation of medical data and may infer wrong conclusions. He has cre-
ated 3 groups of people in his contact list: care givers, family, and friends. He has
assigned to each of these groups a data granularity level so that care givers have
access to detailed medical information, family members access to some aggregated
medical information (such as daily activity level), and friends have only access to
his general profile.

Among different tasks, software engineers of the described software has to con-
sider the storage of sensed and processed data, and they have to implement a
privacy engine that filters the data delivered to stakeholders in combining their
profile with the granularity of data. Our proposal aims to make these design and
maintenance tasks easier in providing a generic data model.
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3 AGeneric DataModel for Telemonitoring Systems

The data model should be generic enough to cover data from diverse situations
and for different uses. Data generated by sensors during a session appears in the
form of files stored within a file system (FS). Depending on the objectives of the
final application and on the processing needs, two types of approaches can be fol-
lowed: self-supported and centralized. In the self-supported approach, data files
are stored and processed directly on the wearable system [3]. In the centralized
approach, files are transmitted (on the fly or after a temporary storage on the
wearable device) to a server [4]. In both approaches the processing of data can be
synchronous or asynchronous. It leads either to the creation of new files, or to the
insertion of data into a data base (DB). Wearable devices generally do not host a
DB Management System due to their inappropriate needs of resources.

The telemonitoring applications should consider 2 different types of records:
simple file names with the access path in the file system (for data stored into files),
and data records (for data stored into a data base). These 2 types of records (data
files and data records) provide either directly from sensors or from data process-
ing. A unification of these data sources and recording means is given in Fig. 1.
Sensors (i.e. Raw Sensors, RS) produce Raw Sensor Data (RSD). Virtual Sensors
(VS) can use as inputs RSD and (if any) Virtual Sensor Data (VSD). VS generate
additional Virtual Sensor Data (VSD). VSD can then be obtained by means of
combinations of any RSD and/or VSD. RSD and VSD can consist of data stored
into files or into a DB. Finally, we use the term Generalized Sensor to abstract the
two kinds of sensors (RS and VS). This modeling is convenient for describing in
a unique form data records, whatever their means of production (sensor based or
processed data).

Fig. 1. Building a unified view for sensor data

The data model used for the design of a telemonitoring application should be
generic enough in order to cover any kind of such applications. The model we
propose (Fig. 2) is described in UML (Unified Modeling Language). In the figure,
arrows indicate how to understand the names of relations, and important prop-
erties have been added after some relation’s names. The model is based on the two
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abstract entities: Generalized-Sensor (from Fig. 1) and Entity-or-Phenomenon
(EoP). The EoP entity represents things that can be sensed and that will provide
values: a person, a connected object, or even phenomenons in the real or the dig-
ital world such as snow falls intensity or the estimated mood of friends on social
networks. An EoP has properties that can be listed in the EoP Property table.
EoPs can have an unlimited number of properties. They are modeled as values in
the EoP Property table. At least we recommend the property Composition which
is convenient for distinguishing simple and complex EoPs.

Fig. 2. Generic data model for telemonitoring applications

Similarly as for EoP, the Sensor Property table is used to describe proper-
ties of sensors. Properties can be easily added here. As a sensor produces either
files or data into a data base we recommend to introduce the property Storage
type with the property values = {file; data base}, and to describe this property as
mandatory. Also, as a sensor (i.e. virtual sensor) can be based on combinations of
other sensors, we introduce the From property which has to be repeated for each
{SensorID} value composing this sensor.

Two entities are used to link sensors with the data they produce: Raw file
description and Context. The Raw file description simply holds meta-data related
to file generated by a sensor: file access path and name, start time stamp, end time
stamp, sampling rate, bytes per sample. Some of these attributes may not be use-
ful when files are auto-descriptive (self-sufficient). The Context entity holds data
values generated by a sensor (i.e. generalized sensor). A context value v(S, P )i,j
is the unique value delivered by the sensor S during the session P from time i to
time j. The entity Context Value is used to introduce predefined values for con-
texts, as for example are v(S)= {Normal, Abnormal} for blood pressure, v(S′)=
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{Standing, Sitting, Lying} for the person’s position, etc. The field URI (Uniform
Resource Identifier) is a string of characters that can be used to identify a context
value through the web. This is a convenient way to make use of predefined con-
text values from existing ontologies on the Web. The successive values delivered
by a sensor S during session P and between time 0 and n will then be represented
as v(S, P )0,1, v(S, P )1,2, v(S, P )n−2,n−1, v(S, P )n−1,n. Notice that the durations
from time i to i+1 are not necessary identical for each i.

The next section will present the keys aspects of this model for telemonitoring
applications, especially for the ease it produces for the management of data, the
integration of data granularity and its compliance with data mining outputs and
privacy control.

4 Usefulness of the Generic DataModel

We have previously written that the data model is generic enough to be used in
many different telemonitoring applications. In this section, we emphasize the fact
that this model is also suited for both integrating data mining processes and stor-
ing their results, and for dealing with privacy issues in the case of sensible personal
data.

4.1 Integration of Data Mining Outputs

Numerous research papers have mentioned the crucial role of data mining in tele-
monitoring, especially when related to sensor based applications [10]. In a data
mining project, there are typically six major steps [25]: (1) the problem under-
standing, (2) the data understanding, (3) the data preparation, (4) the modelling,
(5) the evaluation, and (6) the deployment.

In our illustrative scenario (Michel who suffers from sleep disorders), our app-
roach can be invaluable for helping him to restore a normal sleep. Data mining
studies can be launched on top of our data model, combining different sensor data
in order to extract higher level information: identification of characteristics, indi-
cators of normal or abnormal situations, situation recognition, etc. The precise
recognition of the sleep progress during the night and the identification of the dif-
ferent sleep stages (with rapid eye movement –REM– stages and non-rapid eye
movement –NREM– stages, divided in 3 sub-stages NREM1 to NREM3) will allow
the care givers to better understand the problem and then provide the treatment
which will be the most appropriate for Michel.

In the proposed approach (summarized in Fig. 3 adapted from [12]), the process
of introducing data mining models results in creating virtual sensors (for exam-
ple a general “sleeping stage sensor” based on an accelerometer sensor and an
eye movement detection sensor) and adding context values related to this newly
created sensor. This new virtual sensor will facilitate the transitions between the
2nd (data understanding), 3rd (data preparation) and 4th (modelling) data min-
ing steps: from raw data (signals generated from the sensors) to knowledge (the
sleep stages identification with sequence mining techniques: NREM1, NREM2,
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NREM3, REM). The execution of the data mining models produces then the inser-
tion of context values (for example: stage value NREM3 from tx to ty).

Essential needs in data mining integration are the facts that (1) data gener-
ated from the models can be incorporated and readily accessible into the applica-
tion and (2) processing models can be easily updated whenever new information
is available.

For the former need, we stipulate that inputs of data mining models are either
data from the raw files (entity Raw File Description) or from Context data, i.e.
data from any generalized sensor and related to any Entity or Phenomenon (EoP).
The data mining processes extract information from these inputs. Outputs of these
processes are stored as instances of higher-level Context data. Thus the Context
entity plays a central role in the data model and for the processing of data: any
process combining different raw data and/or different context data generates addi-
tional context data. Thus, designers of software based on this data model has not
to integrate 2 types of data storage in their project. Contrarily, the same data
model can be used for sensed data and the processes data. This facilitates the
design, the implementation and the maintenance of such systems.

As for the second need, there are thereby feedbacks from the 5th data mining
step (the evaluation) to the 4th data mining step (the modeling) for improving
the processing models (Fig. 3). We have proposed in [12] the so-called Knowledge
Engineering (KE) component which is a convenient way for incorporating the cre-
ation, the use, and the evolution of data mining model in a single and coherent
environment.

Fig. 3. Integrating data mining models into data sensing

4.2 Unified Data Granularity for a Simplified Privacy Management

Data granularity is an key concept in telemonitoring applications because it relates
to the quantity and the interpretation of data delivered to users, and to the man-
agement of access control especially when it comes to personal data. These aspects
must be considered very early in the design process. Our model fundamentally
supports this aspect especially through the Context entity which can be used to



Improved Data Granularity Management 173

characterize EoPs (Entity or Phenomenon) at different levels of granularity during
the same time periods. For example, a person (EoP) can be initially “character-
ized” by raw files (ECG data, accelerometer data, temperature, sensed with high
frequency) and by several inferred Contexts such as the Hourly medical status
(with possible values: Fine, Medium, Bad), the Daily medical status (same possi-
ble values), the Current activity (with possible values Walking, Sitting, Running,
Standing, etc.).

From a software design point of view since our data model unifies sensor data
and processed data software engineers have only one single database to deal with,
independently from the type of data and from the way data has been obtained.
Consequently this significantly simplifies the design, implementation and mainte-
nance processes. As a proof of concept, we have implemented on top of our data
model and data access APIs the policy enforcement engine Protune [5]. We thus
combine access policy principles with the various levels of granularity of data into
rules. The policy enforcement engine interprets these rules and delivers access to
the data to users. Our data modeling approach made this implementation much
easier than if we would have to combine data records from different bases when
expressing the rules and when interpreting them. The maintenance of the system
is also much facilitated because evolutions of the data model uniformly impacts
the system.

5 Discussion

Kortuem and Segall [14] have proposed the WearCom design methodology for
rapid prototyping of wearable community systems. WearCom proposes a design
language, a design process and a software platform [13], as well as 6 general princi-
ples that guide the design activity. This early contribution defines an epistemology
of this domain (vocabulary, method, functions, etc.), however no data model nor
application architecture is proposed for the design of such systems.

Numerous papers ([3,4,8,9] to cite a few) propose application architectures
for telemonitoring or sensor based applications. We observe that these descrip-
tions generally start from the physical layer to progressively go through different
higher-level layers such as data production layer, privacy layer, data aggregation
or data mining layer, and application or user-oriented layer. We point out the fact
that these layers are not associated to a generic data model and that this super-
position of layers is not convenient for supporting the comprehensive interwoven
processes of telemonitoring applications such as data mining processes and privacy
issues management. Indeed, data production should not be limited to the sensor
layer: data mining processes also generate data and knowledge. Thus, the appli-
cation architecture as well as the data model supporting the application should
be compatible with that and this would simplify the software design. Similarly,
the management of data privacy requires a comprehensive approach of the data
participating in the application. Debate and proposals on the topic privacy can
be found in [15] (privacy by design), [16] (privacy by method), [21] (privacy by
negotiation), [1] (user controlled privacy). Our proposal in this paper enables the
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privacy by design principles. Raw data as well as processed data is concerned by
privacy issues. Thus, the data model we propose here makes convenient the devel-
opment of a unified management of privacy for all levels of granularity of data.
Descriptions of implementations of our approach in different applications can be
found in [5,6,12]. An extract from the database and screenshot examples are given
in Figs. 4, 5, and 6.

Fig. 4. Extract of an implemented table mapping users and sensors (with sensor and
context data types)

Fig. 5. Screenshot example of an application in telemonitoring
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Fig. 6. Screenshot example for data granularity selection

6 Conclusion and FutureWork

In this paper we have defined a data model which takes into account and articu-
lates the fact that telemonitoring applications deal not only with raw data, but
also very much with processed data i.e., with combinations of raw and processed
data, forming then an unlimited number of information levels. We have shown
that our generic data model enables the management of these information levels
and that it simplifies the software design, implementation and maintenance. Our
approach is specifically convenient when telemonitoring applications requires the
implementation of data mining processes and/or when they require the manage-
ment of privacy related to personal data. Our model can be used for longitudinal as
well as for cross-sectionals applications. Further research developments will lead
us towards a generic application architecture. Following our data model, our aim is
to use our experience in application development to propose a generic application
architecture suited for many kinds of telemonitoring applications.
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Abstract. We focus on horizontally scaling NoSQL databases in a cloud
environment, in order to meet performance requirements while respecting
security constraints. The performance requirements refer to strict latency
limits on the query response time. The security requirements are derived
from the need to address two specific kinds of threats that exist in cloud
databases, namely data leakage, mainly due to malicious activities of
actors hosted on the same physical machine, and data loss after one or
more node failures. We explain that usually there is a trade-off between
performance and security requirements and we derive a model checking
approach to drive runtime decisions that strike a user-defined balance
between them. We evaluate our proposal using real traces to prove the
effectiveness in configuring the trade-offs.

1 Introduction

Cloud computing is an evolving paradigm that has transformed the way organi-
sations and individuals store, share and access their information. It introduces a
number of advantages and benefits by supporting a computational infrastructure
where availability of resources is dynamic, meaning that hardware and software
are provided on demand when users need them at a reasonable monetary cost.
On the other hand, the paradigm also creates challenges and introduces concerns
related to security. In fact, many organisations and individuals are still avoiding
cloud services mostly because they are not sure if the services provided, typically
by different providers, are suitable for their security requirements.

Security concerns related to data leakage and data loss are of particular
importance. Simply speaking, data leakage is the unauthorised transfer of data
from one user to another. Each user should have access to their own data and
not be able to access the data of others unless are authorised to do so. In the
cloud, the risk of data leakage is increased due to the storage of data in a multi-
tenant environment. A recent study [6] has shown that the risk of data leakage
is increased for a company when employees use cloud-based services. On the
other hand, data loss refers to a condition where data is destroyed and becomes
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unavailable. This could be the result of a malicious act (e.g. an attack to an
organisation’s data), due to human error or due to hardware/software/network
failures. In a cloud environment - and in particular in a multi-tenant environ-
ment - the risk of data loss can be increased due to the multi-tenancy situation.

We deal with a particular feature of cloud databases, namely elasticity, in
light of security concerns. Elasticity allows cloud users to modify the amount of
resources used on-the-fly, so that they can always handle the external request
load, even when load changes are unanticipated. It is manifested in three main
forms, horizontal scaling, where virtual machines (VMs) are added or removed,
vertical scaling, where the hardware configuration of the existing VMs is mod-
ified, and migration, where existing VMs are moved between physical hosting
machines. More specifically, in this work, we extend our previous work [14]
on performance-oriented horizontal scaling so that we can reach elasticity deci-
sions that take into account both performance and security requirements. Per-
formance requirements are expressed as a threshold regarding the maximum
allowed response time to user requests, while security requirements are expressed
through the probability of data leakage due to multi- tenancy and of data loss
through hardware failure and/or due to multi-tenancy. Ideally, one would aim to
attain zero violations of the performance threshold, no security incidents, while
minimizing the monetary cost associated with the provision of cloud VMs.

Problem Challenges. The main challenge in the setting described above stems
from the fact that the three requirements, that is bounded response times, mini-
mal monetary cost and protection from failures and data leakage, are essentially
intertwined and contradicting to a large extent, as explained below:

– NoSQL databases partition the data across several nodes and can benefit
from the inherent feature of cloud infrastructures to dynamically provision
resources. The combination of these two characteristics allow cloud databases
to horizontally scale when the external load increases, so that more servers
become available to respond to user requests. If horizontal scaling is performed
carefully, for example, in a load balancing way that avoids over-reacting, the
average response time can be maintained to a certain desired level regard-
less of any changes in the external load. More specifically, more VMs can be
added (scale-out) when the load increases, but this comes at an increased
monetary cost. Analogously, when the external load decreases, some servers
can be released by the user on the grounds that over-provisioned servers incur
unnecessary monetary cost. In private clouds, monetary costs are implicit
(e.g., through increased energy consumption), whereas, in public clouds, a fee
is actually paid.

– Online services may become unavailable due to failures of both the physical
machines and the network, which can lead to data loss. The main mechanism
to address this type of threat is through replication (or mirroring) that allows
for data to be copied to several servers. The more the copies, the more resis-
tant to failures the system becomes. However, this comes at the expense of
higher response times when updating data, since eventually changes need to
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be propagated to all copies. Moreover, the more VMs are employed, e.g., for
performance reasons, the higher the probability a number of VMs equal to or
greater than the replication factor to fail thus leading to data loss1.

– Despite any efforts from cloud providers, there is always the danger that
malicious cloud users hosted on the same physical machines as the databases
get unauthorized access to data. Intuitively the more physical machines are
used to host the database, the higher the danger, whereas, at the same time,
public machines are more vulnerable.

To summarize, scaling out a database may improve the performance, but this
may incur unnecessary monetary costs due to over-provisioning. Mirroring can
be combined with scaling out and may cause performance problems but increases
the robustness to failures. Scaling out may also exacerbate the data leakage and
data loss threats. As such, keeping latency low through scaling-out is in contrast
to monetary cost and avoiding the threat of data leakage and data loss.

Real-World Motivating Example. We take motivation for our work from a real-
case scenario, the Greek National Gazette Infrastructure, involving the shar-
ing and storage of large number of documents. The Greek National Gazette is
responsible for publishing laws and legal decisions on the Government’s news-
paper in order for these laws and decisions to be active and applicable. Besides
legal decisions there are also a number of decision categories originated from
the private and public sector that by law must be send for publications to the
Governments’s newspaper. In such scenario, the dynamic provision of services
with acceptable performance is very important as is the need to make sure that
documents are not leaked before the official publication, and they are not lost
after they are published.

Contributions. The contributions of this work are twofold. First, we present a
Markov Decision Process (MDP) modeling approach to cloud elasticity, coupled
with probabilistic model checking and accompanied by a security threat-aware
decision mechanism; to this end, we build upon our performance-oriented pro-
posal in [14]. The elasticity decision mechanism can account for user-defined
trade-offs between performance and security requirements, while aiming to avoid
over-provisioning in any case. Second, we present an evaluation that sheds light
upon the impact of security requirements on the elasticity behavior. Our results
show that our decision making proposal can effectively strike a configurable bal-
ance between the conflicting requirements mentioned above.

Structure. The remainder of this paper is structured as follows. In Sect. 2, we
present the MDP models and the decision mechanisms developed. In Sect. 3, we
evaluate our proposal for a wide range of security attack and failure probabilities
using real cloud database traces. We discuss the related work in Sect. 4 and
conclude in Sect. 5.
1 The volume of lost data decreases with the number of VMs for the same replication

factor.
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2 Model-Based Security-Aware Elasticity

This section presents the probabilistic Markov Decision Process (MDP) model,
which serves as the basis of our proposed security-aware elasticity decision mak-
ing mechanism. We first introduce the basic modeling representation at a con-
ceptual level and how it is used to drive performance-oriented elasticity (initially
proposed in [14]); this approach is then extended and refined to cover both per-
formance and security issues.

MDPs are specified by their states, actions, transition probabilities and
rewards [17]. In our model, each state corresponds to a different cluster size,
where the size equals to the number of active cloud virtual machines (VMs),
vms num, running a NoSQL database, such as HBase and Cassandra. The
NoSQL database is typically both sharded and replicated; i.e., its tables are
horizontally fragmented and each fragment is allocated to multiple VMs. For
readability reasons, we denote a state as s[vms num]. There are three types of
possible actions on every state: (1) add for VM additions, (2) rem for removals,
and (3) no op for no operation. For every distinct number of VM additions or
removals (ex. add1, rem2) there is a separate action, and the corresponding tran-
sitions between two states through the same action have aggregate probability 1.

s4

s5

s3 current

sx

sx1 sx···
sxn

basic

extended

n
o
op

n
o
op

n
o
op

add
1

a
d
d
2

ad
d 1

rem
1

re
m

1

re
m

2

p
rob

pr
ob

1
p
ro
b ·

··

prob
2

add

remove

no op

Fig. 1. MDP model overview (Color figure online).

Figure 1 (left) illus-
trates a simplified
instance of the MDP
model, where the states
represent the number
of active VMs. The
edges represent the pos-
sible actions: (1) addx
(blue arrow), (2) remx

(red arrow), and
(3) no op (black arrow);
x is the number of new
or removed VMs. In this
example, the maximum
number of VMs allowed
to be added or removed
in every step is 2, while
the current number of active VMs is 3 (s3 state). The action type is labelled
on top of every transition ([addx/remx/no op]). The MDP associates a reward
value to each state and action taking into account the current external con-
ditions. State and action rewards are calculated based on user-specified utility
functions, as discussed later. The external conditions considered in this work are
captured by the user external load λ, which is measured as the amount of sub-
mitted queries per time unit. When the model is verified at runtime, the reward
at state s[vms num] essentially reflects the expected utility of the system when
there are vms num active VMs for the current value of external load.
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The probabilistic nature of our model can easily capture the uncertainty
of the environment that follows every elasticity decision; for example, for the
same cluster size and external load, p% times in the past where no performance
violations and (1-p)% there were ones. To mitigate uncertainty, Fig. 1 (right)
illustrates an extension to the states of the model of Fig. 1 (left). Each model
state for a specific cluster size is extended to n states, to better map the behavior
of interest (i.e. performance, security). Each new smaller state corresponds to
a different expected system behavior and is derived through clustering the log
entries for the same external load and cluster size, resulting in deviations from
expected behavior. The probability of transition to each possible state is com-
mensurate to the probability of occurrence of the corresponding’s state behavior.

2.1 Model-Based Elasticity for Performance

A common performance requirement is the latency lat of processing user requests,
i.e. the time elapsed from query submission to answer, not to exceed a certain
threshold x, regardless of the number of concurrent users. However, for the same
number of VMs and the same amount of incoming load λ, the latency may vary
significantly, due to factors that are both external to our model and hard to
model; e.g., a time-consuming operating system process is initialized. To ame-
liorate this, as presented in Fig. 1 (right), there are more than one model states
(sx1 , sx··· , sxn

) for a single size x.
In [14], several elasticity policies are examined, and the most effective one was

termed as ADV+VC+PRE, standing for advanced+violation-cluster+prediction.
More specifically, the policy is termed as advanced because it computes the
cumulative reward after a pre-specified number of transitions in the model, called
steps; this configurable parameter is set to 3, based on experimentation with
different values [14]. The VC label indicates that one of the extended states in
the model of Fig. 1 (right) covers those states that violate the response latency
threshold, while the other extended states correspond to non-violating states
with different behavior. PRE indicates that a prediction mechanism of future
incoming load is utilized. Rewards are associated only to model states and are
derived according to the following utility function: u(vms) =

{
0, if lat > x

1 + (1/vms), if lat ≤ x,

where vms is the current number of VMs. As such, this utility function includes
a user-specified constraint and manages to take into account both performance
issues (through the lat threshold) and the monetary costs. The latter are implic-
itly considered by decreasing the utility in a way inversely proportional to the
number of machines when there is no performance violation. Overall, this utility
function penalizes both under-provisioning and over-provisioning. In this policy,
one initial state in Fig. 1 (right) is mapped to more than one states to cover (i) the
occasion of latency threshold violations and (ii) normal execution. The transition
probability for each state is estimated according to log measurements of similar
past conditions; the similarity is defined in terms of the external load. Finally,
the model is equipped with a prediction module, which allows for predicting the
evolution of the external load and thus computing the expected reward of each
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model state at each time step in the future more accurately. The probabilities
and state rewards are instantiated every time elasticity actions are considered
based on the current external load.

Then, a two-phase model verification procedure takes place to decide the
optimal path considering the performance. To this end, the PRISM tool is used
[10]. PRISM property specification language is PCTL probabilistic temporal log-
ics. In the first phase, we ask for the maximum cumulative reward of the model,
generating multiple optimal paths (sequences of states) that lead to the same
optimal reward. Secondly, every first action of every optimal path is checked
with another PCTL property to define its maximum probability of performance
specific Service-Level Agreement (SLA) violation. The first action with the min-
imum maximum performance violation probability is the one selected from our
decision mechanism:

Pmax =?[F (stop)&(lat > x)&(first action = [action]),

where [action] is every first action of every possible path which leads to the
optimal cumulative reward and stop is a flag that indicates that the verification
of a path should stop if the maximum number of steps is reached.

2.2 Model-Based Elasticity for Data Leakage

The performance-oriented model aims to avoid performance violations, while
avoiding costly over-provisioning. In this section, we describe how our model is
enhanced with capabilities to capture data leakages and consider them during
elasticity decision making. The modifications refer to both the main model and
the decision policy.

More specifically, we further extend the state transformation presented in
Fig. 1 (right) introducing two-layer extensions. Hence, every sxi

state is further
transformed to sxia

and sxina
states, where i ∈ [1, n], a stands for attack and na

stands for no attack. The probability of these two new states is computed through
the multiplication of the probi probability and the probability of attack probia
or no attack probina

, respectively, i.e., probi = (probi · probia) + (probi · probina
),

since the data leakage attacks and latency violations are considered to be inde-
pendent events. We consider that there is an explicit mechanism to count and
report the number of attacks leading to data leakages in a periodic manner, e.g.
[15]. The data leakage probability information is used in our models to initial-
ize the transition probabilities to states that represent safe or not safe states.
A reasonable assumption is that the probability of attacks per VM is the same
and equal to proba, and the attacks on different VMs are statistically indepen-
dent; in that case, probia becomes equal to i · proba

In addition, we apply modifications to the above model verification proce-
dure:

1. The utility function is extended to account for data leakages and performance
trade-offs through a 3-parameter function. The exact formula employed is as
follows:
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u(vms) =

⎧
⎪⎨
⎪⎩

0, if attack = true

a, if lat > x

b + (c/vms), if lat ≤ x ∧ attack = false.

where a, b and c are user defined values and attack is a flag that indicates
a data leakage. In Sect. 3 we show how setting the 3 parameters, can yield
configurable trade-offs between the different objectives.

2. The second PCTL property (Sect. 2.1) is transformed to seek the first action
with the minimum maximum probability of both performance specific SLA
violation and data leakage:

Pmax =?[F (stop)&(lat > x ‖ attack)&(first action = [action]).

2.3 Model-Based Elasticity for Data Loss

As discussed in the introduction, data loss can be caused by malicious co-tenants
and system failures. The attacks due to insecure multi-tenancy can be handled in
exactly the same way as those leading to data leakage. For the data loss threat,
the same 3-parameter utility function can be employed as well. However, the
model transition probabilities to states corresponding to failures require a bit
more attention and need to be aware of the degree of replication r. To suffer from
data loss, at least r machines need to become unavailable at the same time. If
the probability of failure of one machine is pf , then the probability of r machines
failing simultaneously is

(
n
r

)
prf .

3 Evaluation

Experimental Setup. We have used logs from a real Cassandra infrastruc-
ture to conduct systematic experiments. The collected measurements are used
firstly, to populate the initial logs, and secondly, to emulate a real situation.
Through emulation, we have managed to fairly test each policy or configuration
on an equal basis. The workload consists of asynchronous read requests (req),
the volume of which evolves in a sinusoidal manner varying from 4000 to 16000
req/sec coupled with 2 plateau periods at 13000 req/sec for 1000 time units
each. We collected measurements every 30 secs and, in our emulation, a time
unit is equal to this measurement collection period. In each sine period, there
are 360 measurements. We allow an elasticity action to take place every 10 time
units, to emulate a system that may modify the VMs every 5 mins (or 10 mins
is cases of add action, to allow the system to stabilize). As the emulated load
is generated based on the logs, which also act as training set, we consider that
the system is well trained, and as such, the MDP models are instantiated in
an accurate manner. In every up-scale action, up to 3 VMs can be added, while
during down-scaling, up to 2 VMs are allowed to be removed in a single step. The
cluster sizes varies from 8 up to 18 VMs. Every experiment runs for 5 iterations.
Further details are provided in [14].
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Fig. 2. Latencies for 8 (left) and 18 (right) VMs

Figure 2 presents the latency distribution in two characteristic states of the
collected dataset, where the dotted line shows the latency threshold of 45 msecs
and the solid line of 50 msecs in both figures. For the minimum cluster size and
lowest amounts of load, there are few latency values that violate the thresholds
(mostly caused by the cold cache of the system at the beginning of the mea-
surement collection) and the system can handle load up to about 8000 req/sec.
However, additional machines need to be added if the load further increases
to avoid performance threshold violations. For the maximum number of active
VMs (18), except from a few outlier measurements, the system can handle the
full amount of the incoming load.

3.1 Experimental Results

Our experiments show the trade-offs between security attacks and latency vio-
lations for a series of utility function configurations and probabilities of attack
incidents.

Data Leakage Results. The utility function presented in Sect. 2.1 tries to
maintain the lowest number of active VMs, when there is no latency violation
applies. In these cases, as the number of active VMs is placed in the denomina-
tor (1+(1/vms)), over-provisioning is avoided, which additionally, alleviates the
data leakage threat. The utility function presented in Sect. 2.2, aims to control
the data leakage probability both more directly and in cases, where the perfor-
mance threshold is exceeded, through deriving an acceptable tradeoff between
the increase in the number of latency violations and the decrease in the number
of data leakage attacks.

In the first set of experiments, the latency threshold in the utility function is
set to either 45 msecs or 50 msecs. Initially, we set the probability of data leakage
attack per VM per step to 0.1 %; later, we examine data leakage probabilities
that differ by an order of magnitude. We examine four different parameter setups
for the utility function presented in Sect. 2.2:
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Table 1. Average number of active VMs (0.1 % attack probability)

ADV+VC+PRE DLeak-0 DLeak-1 DLeak-2 DLeak-3

45 msecs 12.5 8 12.3 11.7 12.4

50 msecs 12 8 11.8 11 11.9

– DLeak-0 : a = 100, b = 100, c = 1
– DLeak-1 : a = 0.5, b = 1, c = 1
– DLeak-2 : a = 100, b = 100, c = 160
– DLeak-3 : a = 100, b = 1000, c = 1600.

Intuitively, DLeak-0 tries to avoid attacks at any performance cost. The other 3
policies place more importance on latency violations than DLeak-0. In Fig. 3,
we present the adaptation of the number of VMs to the incoming load for
each policy. The red dotted line represents the incoming load while the solid
blue line represents the number of active VMs. Except few instabilities, due
to imminent environment uncertainty infused in our emulations, all the poli-
cies/configurations can broadly follow the load variation.

Figure 4 (left) on the left presents the percentage of time steps where latency
violations (left blue bar) and data leakages (right green bar) occur for the
ADV+VC+PRE policy. In this experiment, the latency threshold is 45 msecs,

Fig. 3. Variation of the external load and the number of active VMs
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Fig. 4. Aggregated Latency Violations and Data Leakage Percentage for 45 msecs (left)
and 50 msecs (right) latency thresholds and 0.1 % data leakage probability per VM
(Color figure online).

and, for cluster size from 8 to 18 VMs, the attack probability ranges from 0.8 %
(lower bound) to 1.8 % (upper bound)2. ADV+VC+PRE manages to yield a
very low number of performance violations, at the expense of non-negligible secu-
tiry attacks. The second pair of columns in the same figure presents the results
for DLeak-0, where the system is actually penalized (zero reward) only for the
attack situations, as the latency violation reward is very close to the no-attack
no-violation case. As expected, the number of VMs is kept at the minimum pos-
sible number, i.e. 8 VMs; see Table 1. Overall, the attacks are reduced to their
minimum, however the latency violations are reaching their highest percentage
(65.63 %).

As we also observe in Fig. 4, the DLeak-2 parameterisation achieves a reduc-
tion in the deviation from the lower bound of probability attacks of 20 % (from
0.4 % to 0.32 %) compared to the ADV+VC+PRE policy, at the expense of an
increase in the latency violations, since the system is prohibited to scale in sev-
eral cases to avoid data leakage attacks. DLeak-1, DLeak-3 parameter setups
increase the number of violations without being able to decrease the number of
data leakages. As we observe in Table 1, DLeak-2 keeps the number of active
VMs lower than the DLeak-1 and DLeak-3 i.e. 11.7, which explains the decrease
in the number of data leakages. This also is an indication that different parame-
ter configurations can achieve different trade-offs but this needs to be performed
carefully.

Figure 4 (right) presents an experiment where latency violation threshold
becomes 50 msecs. The data leakages percentage is decreased in all the security
enhanced policies, with DLeak-3 achieving the optimal tradeoff. In DLeak-3,
2 This implies that the database owner fully accepts the 0.8 % probability of attacks.

However, all the numbers can be transferred to a setting, where the cloud is hybrid
with 8 private VMs and up to 10 public VMs. If the attack probability is 0 % for the
private ones, then all attack percentages become 0.8 % less.
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Fig. 5. Aggregated Latency Violations and Data Leakage Percentage for 45 msecs (left)
and 50 msecs (right) latency thresholds and 1 % data leakage probability per VM

Table 2. Average number of active VMs (1 %)

ADV+VC+PRE DLeak-0 DLeak-1 DLeak-2 DLeak-3

45 msecs 12.4 8 12.2 10.9 12.2

50 msecs 12 8 11.4 10.8 11.6

the deviation of data leakages from their lower bound is reduced by 21 % while
the latency violations are slightly increased. In the second line of Table 1, the
average number of active VMs in the DLeak-3, is bigger than the one from
DLeak-2 achieving almost the same data leakages reduction albeit with a more
significant increase in latency violations.

In Fig. 5 the data leakage probability because of multi-tenancy is changed to
1 %, hence the percentage of data leakage throughout the cluster ranges from 8 %
to 18 % in a single step. As we observe, the data leakage percentage is reduced
from 12.89 % to 11.70 % for the DLeak-2 with an increase in the latency viola-
tions (i.e. 14.56 % from 0.44 % achieved by ADV+VC+PRE policy), reaching a
significantly better trade-off than DLeak-0. The mean number of the active VMs
in DLeak-2 is reduced from 12.4 to 10.9, presented in Table 2. The parameter
setups DLeak-1 and DLeak-3 achieve almost the same reduced percentage of
data leakage attacks i.e. 12.2 %, while DLeak-3 achieves lower latency violations
number. When the latency violation threshold is changed to 50 msecs (see Fig. 5
(right)) the same trend applies, with the exception of an increase in the data
leakage attacks of the DLeak-3 compared to DLeak-2 parameter setup. As it is
expected the average number of active VMs is reduced in all the cases between
the 45 msecs and the 50 msecs latency thresholds (presented in Table 2). Finally,
DLeak-2 achieves the most fair tradeoff between the data leakage attacks and
the latency violations.
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Fig. 6. Aggregated Latency Violations and Data Losses Percentage for 45 msecs (left)
and 50 msecs (right) latency thresholds and rep = 2, pf = 1 %

Table 3. Average number of active VMs (r = 2, pf = 1 %)

ADV+VC+PRE DLoss-0 DLoss-1 DLoss-2 DLoss-3

45 msecs 12.4 8 12.3 11.7 12.4

50 msecs 12 8 11.8 11 11.9

Data Loss Results. In this set of experiments, we also try to achieve an
acceptable tradeoff between the latency violations and the occurrences of data
losses due to machine failures. The failure probability of one machine is set to
pf = 1%, while we run experiments for two values of replication factor i.e.
r = 2 and r = 3 and two values of latency threshold, 45 and 50 msecs. The
utility function presented in Sect. 2.2 is utilized, and similar parameter setups
are examined:

– DLoss-0 : a = 100, b = 100, c = 1
– DLoss-1 : a = 0.5, b = 1, c = 1
– DLoss-2 : a = 100, b = 100, c = 160
– DLoss-3 : a = 100, b = 1000, c = 1600.

Figure 6 presents the results for pf = 1% and r = 2 for both 45 (left)
and 50 (right) msecs latency thresholds. The data loss probability ranges from
0.28 % for 8 VMs, up to 1.5 % for 18 VMs. As we observe in the left figure,
DLoss-0 achieves the minimum possible percentage of data losses i.e. 0.28 %,
with the cost of the highest observed latency violation percentage, i.e. 65.32 %
as it maintains the minimum number of VMs (see Table 3). DLoss-1 and DLoss-
2 obtain a good tradeoff reducing the data losses percentage up to 8.8 % in
absolute numbers. DLoss-3 is the less effective approach in this experiment. As
we observe in Table 3, the amount of data loss incidents is correlated to the
mean number of active VMs, as expected. Exactly the same trend is observed
in the 50 msecs latency threshold experiments, shown in Fig. 6 (right). DLoss-
2 reduces the data losses by 13 %, while the latency violations are far less
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Table 4. Average number of active VMs (r = 3, pf = 1 %)

ADV+VC+PRE DLoss-0 DLoss-1 DLoss-2 DLoss-3

45 msecs 12.5 10.5 12.3 11.9 12.4

50 msecs 12 10.8 11.9 11 11.9

Fig. 7. Aggregated Latency Violations and Data Losses Percentage for 45 msecs (left)
and 50 msecs (right) latency thresholds and rep = 3, pf = 1 %

(i.e. 5.59 %) than the maximum possible. (i.e. 61.29 % see DLoss-0 in the same
figure). As previously noted the same trend applies for the mean active VMs
number, presented in the second line of Table 3.

Next, we change the replication factor from r = 2 to r = 3 and repeat all the
experiments. As the replication factor is increased, the data loss probability is
reduced and ranges from 0.0056 % for 8 VMs, up to 0.0816 % for 18 VMs. Figure 7
presents the results. As we observe in this figure, the DLoss-0 parameter setup
behaves differently from all the previous experiments, as it achieves a tradeoff
between the data losses and the latency violations, without keeping the amount
of VMs to the lowest possible vale. As it is depicted in Table 4, the mean number
of active VMs for the DLoss-0 is 10.5, which explains the results of Fig. 7. The
change in the behavior is explained by the reduction in the probability of the data
loss incident. As the probability is too low, even the small difference (i.e. 1/V Ms)
between the reward for the latency violation state (i.e. 100) and the reward for
the no-attack no-violation state (i.e. 100 + 1/V Ms) makes the difference and
guides the system to avoid latency violations. Taking into account the highest
latency violation percentage, which is 65 %, DLoss-0 is able to reduce both the
data losses and the latency violations for both 45 and 50 msecs latency violation
thresholds. DLoss-3 in Fig. 7 (left) is not able to reduce the data losses as it
utilizes almost the same mean number of VMs with the ADV+VC+PRE policy.
In Fig. 7 (right), where the latency threshold is set to 50 msecs, all the policies
reduce the data losses, while the Dloss-2 achieves the best tradeoff with mean
number of VMs equal to 11 as depicted in Table 4.
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Generic Lessons. A more thorough parameter analysis using also additional
settings is left as future work. However, the lesson learnt from the above experi-
ments is that the elasticity decision making approach along with the 3-parameter
utility function in Sect. 2.2 provides a powerful tool for striking a balance between
security and performance requirements. As a rule of thumb to be used by system
administrators, we advocate setting the parameters a and b at the order of hun-
dreds (2 orders of magnitude higher than the reward for the security incident)
and the parameter c an order of magnitude higher than the maximum cluster
size, in order to yield an effective approach in reaching a mid-way balance. Fol-
lowing this rule, our work can be applied in a real-world example, including the
motivating one, given a desired threshold on performance and understanding
of the maximum probability of occurrence of security-related events that can
be tolerated. Our solution comes also with a clear interface with different cloud
providers, various NoSQL databases and data leakage/loss reporting mechanisms
[14] in order to provide a complete system, and, finally, it has very low running
overhead.

4 Related Work

The literature is rich with research efforts that consider security issues within
the context of cloud computing. Recent initiatives mainly from the industry
and government organisations such as ENISA and Cloud Security Alliance, have
sought to produce a number of guidelines and methods to help in the selection of
cloud providers as well as addressing some specific security concerns of the cloud.
Yet such guidelines appear often too cumbersome with no clear indications as
to when a CSP may be considered as not being trustworthy. This makes the
valuable information detailed within these documents hard to exploit.

Gong et al. [4] showed that using a side-channel attack, an attacker can
instantiate new VMs of a target virtual machine so that the new VM can poten-
tially monitor the cache hosted on the same physical machine. [7] identified
four possible places where faults can occur in cloud computing: provider-inner,
provider-across, provider user and user-across. Mulazzani et al. [13] showed that
attackers can exploit data duplication techniques to access customer data by
obtaining hash code of the stored file. Wenzel et al. [21] consider security and
compliance analysis of outsourcing services in the cloud computing context.

There are also works that focus on the development of model-based
approaches to security analysis in cloud environments. A goal-drivel approach is
introduced to analyse security risks of cloud based system [8]. Goals, threats and
risks are consider from three main components: data, service/application, and
technical and organisational measure. We have also contributed to this line of
research with the development of a model-based framework that enables elicita-
tion, analysis of security and privacy requirements and selection of deployment
models [9] and service providers [12] based on such requirements. These works
provide important developments in analysing and modelling security in cloud
computing but they do not take into account performance issues.
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Our work is also related to proposals that deal with cloud elasticity to main-
tain specific performance characteristics. Tan et al. [19] combine cloud elastic-
ity with anomaly prevention, which refers to the resource contention, software
bugs or hardware failures. This proposal utilizes a prediction technique based on
system metrics to vertically scale the resources of the VMs or to decide for VM
migration, i.e. they consider different forms of elasticity, as is also the case in Shen
et al. [18] and Gong et al. [5]. A work that indirectly solves MDP models utilizing
reinforcement learning-based policies to guide elasticity appears in Tsoumakos
et al. [20], which is extended in our previous performance-oriented work in [14].
Differently to our work which considers the same VM types, Hector et al. [3] and
Qi et al. [22] deal with VM type heterogeneity issues. A significant number of
proposals use rule-based techniques to guide the elasticity, e.g., Moore et al. [11]
and Copil et al. [2]. In Copil et al. [2], a technique is proposed that addresses
the implications of an elastic action across multiple dimensions, providing for
example the cost implication of a horizontal scaling action. None of those tech-
niques is accompanied by online probabilistic verification of elasticity properties.
Finally, model checking and runtime quantitative verification for cloud solutions
other than horizontal scaling has been proposed in Calinescu et al. [1] and Perez
et al. [16]. The former, utilizes PRISM to guide service adaptation, while the
latter presents a technique to predict the minimum cost of cloud deployments
using PCTL over MDP models. In summary, to the best of our knowledge, our
proposal is the first one that addresses the elasticity problem taking into account
both performance and security issues.

5 Conclusions

This work presents a novel approach, to support elasticity decisions for cloud
databases, which considers both performance and security requirements. Since,
these requirements are contradicting, we have developed a probabilistic model
checking solution that accounts for user-defined trade-offs between them. As
demonstrated by the experiments, our proposal is capable of striking a config-
urable balance between security-related incidents and performance degradation.

We are working towards improving our approach towards the following direc-
tions. Additional utility functions can be investigated, along with further exper-
imentation under different settings. Also, tackling data leakage and data loss
concerns during elasticity solves only a part of the security problems in cloud
databases. With a view to providing more holistic solutions, we aim to investi-
gate model checking based techniques to help database owners decide the initial
deployment of their systems on the cloud.
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Abstract. Today we are noticing a significant increase in energy costs
used by High-Performance Computing. However, increasing demand for
information processing have led to cheaper, faster and larger data man-
agement systems. This demand requires employing more hardware and
software to meet the service needs which in turn put further pressure
on energy costs. In data-centric applications, DBMSs are one of the
major energy consumers. So faced to this situation, integrating energy in
the database design becomes an economic necessity. To satisfy this key
requirement, the development of cost models estimating the energy con-
sumption is one of the relevant issues. While a number of recent papers
have explored this problem, the majority of the existing work considers
prediction energy for a single standalone query. In this paper, we consider
a more general problem of multiple concurrently running queries. This
is useful for many database management’s tasks, including admission
control, query scheduling and execution control with energy efficiency as
a first-class performance goal. We propose a methodology to define an
energy-consumption cost model to estimate the cost of executing con-
current workload via statistical regression techniques. We first use the
optimizer’s cost model to estimate the I/O and CPU requirements for
each query pipeline in the workload, then we fit statistical models to the
observed energy at these query pipelines, finally we use the combination
of these models to predict concurrent workload energy consumption. To
evaluate the quality of our cost model, we conduct experiments using
a real DBMS with a dataset of TPC-H and TPC-DS benchmarks. The
obtained results show the quality of our cost model.

1 Introduction

The growth and creation of new data centers now days, in conjunction with
the increase in electricity and cooling prices and a great concern for the envi-
ronment, induce an emerging paradigm shift for data center administrators and
managers. Previous issues faced by administrators such as manageability, scal-
ability, efficiency and security in the data centers have now to add the energy
efficiency concern in hardware and software systems they manage. Data centers
consume an enormous amount of energy: estimates for 2010 indicate that they
consume around 1.5 % of the total electricity used worldwide [9]. Electricity cost
thus represents a significant burden for managers. The report issued by the US
Environmental Protection Agency (E.P.A.) in August of 2007 estimated that
c© Springer International Publishing Switzerland 2015
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the consumption of data center servers would be from 2005 to 2010 to roughly
100 billion kWh of energy at an annual cost of $7.4 billion [21]. Database Man-
agement Systems (DBMS) in large data centers are today one of the major
challenges towards energy efficiency. Generally, database servers are a huge cus-
tomer of computational resources in data centers, which turn DBMS to be a
major energy consumer [16].

Traditionally, designing a database application mainly focuses on speeding
up the query processing cost to satisfy the needs of end users (e.g., decision
makers). This design ignores the energy dimension. Therefore, there is a need to
develop DBMSs with energy efficiency as a first-class performance goal [20]. The
Claremont report on database research [1] states the importance of “designing
power-aware DBMSs that limit energy costs without sacrificing scalability”. As
a result, energy management has become an active research topic in the data-
base research community. Current work in energy-aware DBMS has focused on
energy-aware query optimization that considers both processing time and energy
consumption [10,23]. Unlike other studies that deal with prediction energy for a
single standalone query, this paper addresses a more general problem of multiple
concurrently running queries. Since in real-world database servers, the queries
are generally executed concurrently, estimating power consumption for concur-
rent queries is more important than estimating for standalone queries. This is
useful for a number of database management tasks, such as admission control,
query scheduling and execution control with energy efficiency as a first-class per-
formance goal. Also, with the current tendency of database as a service (DaaS)
this solution will be even more attractive, in a way that service level agreements
(SLAs) violations and energy consumption are minimized.

In this paper, we propose a methodology to define an energy-consumption cost
model to estimate the cost of executing concurrent query workloads. Specifically,
we study the following problem: “Given a collection of queries q1, q2, · · · , qn,
concurrently running by the database system, predict the energy that entire
workload will consume.”

Our methodology is based on a machine-learning approach. We first use the
optimizer’s cost model to estimate the I/O and CPU requirements for each query
pipeline in the workload, we choose pipeline level modeling because, based on
our experiments observation, we found that power consumption usually change
when current running pipeline change, and not when running queries change
(we will show this in the next sections), this is because most databases are
usually implemented in an iterator model [6]. Then we fit statistical models
based on multivariate regression technique to the observed energy at these query
pipelines, in order to capture the energy behavior of queries under concurrency.
Finally, we use the combination of these models to predict concurrent workload
energy consumption. As stated in [7,23], we claim that estimating the energy
consumption of query workload running by a DBMS is an essential part toward
energy-aware computing system.

1.1 Effect of Concurrency on Power Consumption

We demonstrate the effect of varying multiprogramming levels (MPL) (i.e., the
number of queries executing concurrently) on workload power consumption using
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Fig. 1. Variation of workload power consumption with different multiprogramming
levels (MPLs).

a real example based on the widely-used TPC-H decision-support benchmark1,2.
In this example, we created workloads for each 22 query templates based on a
given MPL, the workload contain the same query but with different instances,
we executed the workloads and logged their power consumption. Then we calcu-
lated the minimum, maximum and average power at each MPL. Figure 1 shows
the results. As expected, the power consumption increases as we increase the
degree of concurrency, this is because the system becomes more loaded. In fact,
the system reaches its maximum throughput at MPL = 40 and consume its
maximum power (95 W) as provided by the hardware manufacturer. Moreover,
we observe a large difference between the minimum, maximum, and average
power consumption at the same MPL. Thus, modeling for a concurrency run-
ning queries is far more challenging than for standalone query. One of the main
difficulties to define power cost models is the identification of parameters related
to the used materials (e.g., size of buffer, page size of the disk, etc.), the workload
(e.g., type of queries, the selectivity factors, sizes of intermediate results, etc.)
and the execution strategies. The main technical contributions of this paper are:
(i) we experimentally demonstrate that pipelines are a robust indicator to esti-
mate power consumption for concurrent queries, (ii) we develop a multivariate
regression model that predicts the power consumption for a given workload based
on its I/O and CPU costs, (iii) we show experimental results obtained from a real
benchmarks study that supports our claims and verifies the effectiveness of our
predictive models. Our predictions are on the average within 6 % of the actual
values, and 10.5 % as maximum. The remainder of this paper is organized as fol-
lows: Sect. 2 describes in details our power cost models and a motivating example
for using the pipeline-based model in power estimation is presented. Section 3
highlights our theoretical and real experiments that we conduct to evaluate the
quality of our cost model. Section 4 reviews the most important works on power
consumption in the database context. Section 5 concludes the paper.
1 http://www.tpc.org/tpch/.
2 The datasets and the system setup we used in our experiments can be found in

Sect. 3.

http://www.tpc.org/tpch/
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2 Methodology

We begin with an overview of our power consumption predictor of concurrency
running queries. Figure 2 shows the overall workflow of our modeling process. As
a first step, we generate different training query mixes samples, then we run a
series of experiments using a client coordinator. Our client coordinator is a client-
side program that creates client threads, each with a separate connection to the
DBMS. Every thread then selects and runs a query from a given query mix. Once
the desired query mix is running, we start measuring its power consumption
using the power meter. We then get pipeline phases for the query mix. For
each given pipeline, we calculate its plan costs using our DBMS, and its power
consumption. The collected data from all experiments is used to train an offline
statistical model that captures the power of the pipelines. The model is then
used online to estimate the power of future workloads based on their pipelines
cost. In the next sections, we detail each step of our modeling process.

Fig. 2. Overview over power cost model

2.1 Pipeline Segmentation

In this section, we motivate the need for modeling power based on query pipelines.
We start by showing an example of query Q9 from the TPC-H benchmark.
Figure 3a shows the active power consumption during the execution of the query,
the query start at 10 s and finish at 143 s, we can see three different segments,
we refer to these segments as pipelines, the pipelines are the concurrent execu-
tion of a contiguous sequence of operators, this is because most databases are
usually implemented in an iterator model. The pipeline segmentation of the opti-
mizer plan for query Q9 is shown in Fig. 3b, there are 7 pipelines, and a partial
order of the execution of these pipelines is enforced by their terminal blocking
operators (e.g., PL6 cannot begin until PL5 is complete). Although the query
has 7 different pipelines, only 4 pipelines are important in our discussion (the
other finish very fast). The power-to-pipelines determination are done by the
help of our DBMS Real-Time SQL Monitoring module, which gives us a real-
time statistics at each step of the execution plan with the elapsed time, based on
this, we segment the power log to their respective pipelines. If we compare the
power changing points with the pipeline switching points in Fig. 3, we can see
that when a query switches from one pipeline to another, its power consumption
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Fig. 3. Power consumption and execution plan of TPC-H benchmark query Q9 with
corresponding pipeline annotation.

also changes. During the execution of a pipeline, the power consumption usually
tends to be approximately constant. To execute an SQL query by a DBMS, the
query optimizer choose an execution plan. A plan is a tree composed of physical
operators, such as scan, join or sort. Figure 3b presents an example of the exe-
cution plan returned by the query optimizer. A physical operator can be either
blocking or nonblocking.

Definition 1. An operator is blocking if it cannot produce any output tuple with-
out reading as least one of its inputs (e.g., sort operator).

Based on the notion of blocking/nonblocking operators, we decompose a plan in
a set of pipelines delimited by blocking operators. Thus, a pipeline is [13]:

Definition 2. A pipeline consists of a set of concurrently running operators.

As in previous work [5,14], the pipelines are created in an inductive manner,
starting from the leaf operators of the plan. Whenever we encounter a blocking
operator, the current pipeline ends, and a new pipeline starts. As a result, the
original execution plan can be viewed as a tree of pipelines, as showed in Fig. 3b.
Further, based on our analysis, we found that the DBMS executes pipelines in
a sequential order, so there is no pipeline concurrency.

2.2 Prediction Algorithm

Suppose that we have a workload of queries q1, q2, · · · , qn, after segmenting their
execution plans into sets of pipelines, the workload of queries can be viewed as
multiple phases of mixes of pipelines. This is illustrated in Fig. 4. In this example,
we have a workload of 5 queries q1, · · · , q5. After segmentation of their plans,
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Fig. 4. Pipelines segmented queries workload

q1 is represented as a sequence of 3 pipelines P11P12P13, and so on for other
queries. We use PLij to denote the jth pipeline of the ith query, and use phk

to denote the phase when a certain PLij finishes. As we see, we can identify a
new mix of pipelines as soon as certain a pipeline finishes. In our example, at
the end, we will have 14 mixes of pipelines, separated by the blue dashed lines
that indicate the finish time for the pipelines. The execution of the workload
is simulated as the execution of a sequence of pipeline mixes. The execution of
each mix is called a pipeline phase. A phase change happens when a running
pipeline finishes and another one starts. Our goal is to determine the execution
of pipeline phases and the transitions among them, and to estimate how much
power each phase will consume. The predicted workload power consumption is
the total power consumed by all phases. This idea is presented in Algorithm 1.
In this algorithm, we first generate the execution plan Plani for each query qi
by calling the query optimizer, then we create the pipelines segmentation PLi of
each Plani. The first pipeline PLi1 in each PLi is added to the current running
mix CurrentPLMix. Then we continue phase by phase while the current mix
is not empty. We determine the pipeline PLij with the shortest execution time
tmin. Then we calculate the cost of total work done by each pipeline PLik in
current mix, by multiplying each pipeline cost by tmin

tik
, where tik is the execution

time of the pipeline PLik. We call power prediction procedure to get the power
of the current pipeline mix, and we remove Pij from the mix. If PLi contains
more pipelines after Pij finishes, we add the next one Pi(j+1) into the current
mix and we repeat this process until all queries in the workload are completed.
The estimated power consumption of the workload is the sum of all its phase’s
power. We not that the prediction procedure will be called at the maximum as
the total number of pipelines in the workload. The remaining task is to define
the power prediction model for a mix of pipelines. We discuss our approach in
next section.

2.3 Pipelines Phases Modeling

As discussed in the previous section, at each mix of pipelines we calculate the cost
of total work done. In a traditional DBMS, query execution cost is treated as a
linear combination of three components: CPU cost, I/O cost, and communication
cost [23]. Inspired by this methodology, we propose to use these costs to model
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Algorithm 1. Prediction Algorithm
Input: W = {q1, · · · , qn}, a workload of n SQL queries
Output: Pw, predicted power consumption for the workload W
1: foreach query i ∈ W do
2: Plani ← GetP lan(i);
3: PLi ← GetP ipelines(Plani);
4: end for
5: CurrentPLMix ← ∅;
6: foreach query i ∈ W do
7: CurrentPLMix ← CurrentPLMix + PLi1;
8: end for
9:

10: while CurrentPLMix �= ∅ do
11: PLij ← ShortestP ipeline(CurrentPLMix);
12: tmin ← tij ;
13: Cost ← 0;
14: foreach PLik ∈ CurrentMix do
15: Cost ← Cost + Costik × tmin

tik
;

16: end for
17: Pw ← Pw + PredictPower(Cost);
18: Remove PLij from CurrentMix;
19: if HasMoreP ipelines(PLi) then
20: CurrentPLMix ← CurrentPLMix + PLi(j+1);
21: end if
22: end while
23:
24: return Pw;

pipelines mixes. Given a certain workload, the query optimizer is responsible for
estimating CPU and I/O costs. Our strategy for pipeline modeling is to leverage
the cost models that are built into the database systems for query optimization.
To process tuples, each operator in a pipeline needs to perform CPU and/or I/O
tasks. The cost of these tasks represents the “cost of the pipeline”, which is the
active power to be consumed in order to finish the tasks. In this paper, we focus
on a single server setup and leave the study of distributed databases as future
work. Thus, the communication cost can be ignored. More formally, for a given
workload W of n pipeline phases {PL1, PL2, . . . , PLn}. The power cost model
for overall workload is defined as follows:

Power(W ) =
∑n

i=1 Power(PLi) ∗ Time(PLi)
Time(W )

(1)

Time(PLi) and Time(W ) represent respectively, the execution time of the
pipeline phase i and the workload W . In our estimation, we pick these factors
from the DBMS statistics module. However, to test the quality of our model,
we will use the real execution time. Let a pipeline phase PLi composed of n
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algebraic operations {OP1, OP2, . . . , OPn}. The power cost Power(PLi) of the
pipeline phase PLi is the sum of CPU and I/O costs of all its operators:

Power(PLi) = βcpu ×
ni∑
j=1

CPU COSTj + βio ×
ni∑
j=1

IO COSTj (2)

where βcpu and βio are the model parameter (i.e., unit power costs) for the
pipelines. For a given query, the optimizer uses the query plan, cardinality esti-
mates, and cost equations for the operators in the plan to generate counts for
various types of I/O and CPU operations. It then converts these counts to time
by using system-specific parameters such as CPU speed and I/O transfer speed.
Therefore, in our model, we take I/O and CPU estimations before converting
them to time. System parameters are calculated at the creation of the database,
and cloud be highly unreliable. We calibrate these parameters to ensure resource
estimation accuracy and optimal execution plan, as recommended by the DBMS
vendor. The IO COST is the predicted number of I/O it will require for DBMS
to run the specified operator. The CPU COST is the predicted number of CPU
Cycle and buffer cache get it will require for DBMS to run the specified oper-
ator. By using I/O and CPU costs, we do not rely on SQL operators type or
implementation. As a result, our model can handle complex queries like those of
TPC-DS benchmark. Now, it remains to estimate the parameters βcpu and βio

of the Eq. 2. This estimation will be described in the next section.

2.4 Estimation Parameters of IO and CPU Costs

Our methodology uses regression technique to compute these power cost parame-
ters. We use multiple polynomial regression technique. This technique is suitable
when there is a nonlinear relationship between the independents variables and
the corresponding dependent variable (I/O, CPU costs and power). Based on
our experiments, the order m = 6 gives us the best results (the residual sum of
squares is the smallest). The power cost Power(PLi) of the pipeline phase PLi

is computed as:

Power(PLi) = β0 + β1(IO COST ) + β2(CPU COST )+

β3(IO COST 2) + β4(CPU COST 2) + β5(IO COST × CPU COST )+
· · · +
β26(IO COST 6) + β27(CPU COST 6) + ε

(3)

where IO COST , CPU COST denote the pipelines I/O and CPU costs respec-
tively, these costs are provided by the DBMS statistics module, and ε is a noise
term that can account for measurement error. The β parameters are regression
coefficients that will be estimated while learning the model from training data.
Thus, the regression models are solved by estimating the model parameters β,
and this is typically done by finding the least squares solution [15].
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Training. As mentioned above, the β parameters are estimated while learning
the model from training data. Here, we perform series of observations in which
mixes of queries are well-chosen, and the power values consumed by the system
are collected using measuring equipment while running these mixes at differ-
ent multiprogramming levels. In the same time, for each training instance, we
segment the query operators in a set of pipelines, and group them in a set of
pipeline mixes in respect to their starting time, then calculate their costs. After
collecting training queries power consumption, I/O and CPU costs. We apply
the regression Eq. 3 to find our model parameters. Finally, after extracting the
parameters, we can estimate the power of new queries without having to use
measuring equipment, using our final cost model (Fig. 2).

3 Experimental Evaluation

In this section, we present experimental results showing the effectiveness of our
proposed model. We first describe the experimental setup and datasets used, then
evaluate the performance of our power estimator. The used Machine, Soft-
ware and Hardware To measure power usage, we created a similar setup to
previous studies [10,18,22]. Specifically, we use a “Watts UP? Pro ES” power
meter which has a maximum resolution of one second. The device is directly
connected between the power supply and the database workstation under test,
to measure the workstation’s overall power consumption (Fig. 5). The power
values are logged and processed in a separate monitor machine. We used a Dell
PowerEdge R210 II workstation having an Intel Xeon E3-1230 V2 3.30 GHz
processor, 10 GB of DDR3 memory and a 2x500 GB hard drive. Our worksta-
tion machine is installed with the latest version of Oracle 11gR2 DBMS under
Ubuntu Server 14.04 LTS with kernel 3.13, to minimize spurious influences, we
disabled unnecessary background tasks, and we cleared system and Oracle cache
on each query execution. Datasets and MPL In the experiments we use TPC-
H and TPC-DS benchmarks datasets and queries. We varied the multiprogram-
ming level (MPL), i.e., the number of queries that are concurrently running, we
use MPL ∈ {2, · · · , 10, 13, 15}. Finally, we run each experiment multiple times
to ensure confidence in the observed values. Prediction Errors In the testing
phase, given the predicted power cost offered by our model for n query mixes,
we compare it with the actual observed system active power consumption. To
quantify the model accuracy, we used the following mean relative error metric
(MRE):

MRE =
1
n

n∑
i=1

|observedi − predictedi|
observedi

. (4)

3.1 Training Workloads

In the training phase, we created a workload with 12 TPC-H query templates.
Specifically, the templates we used are TPC-H queries 1, 3, 4, 5, 9, 11, 14, 16,
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Fig. 5. The experiment Setup
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Fig. 6. Training workload power con-
sumption and regressions fit.

18, 19, 21, and 22, with scale factor 10, we refer to this set as known templates.
For each MPL, we then generated mixes of TPC-H queries containing the same
query template but with different instances using TPC-H tools. This result in 287
pipeline mixes composed from 132 query mixes. At each query mix execution,
we collect statistics of pipelines and power usage. These collected data are used
by the R language3 software to find the best values of our model parameters.
We do not consider large datasets in our study because they take a long time
to finish, for instance, a simple mix of five queries generated from 100 GB TPC-
H benchmark takes 3 h to complete its execution, this can translate in weeks
of training and testing our model. Also, in this cases it is likely that a mix of
queries could complete all of their executions in isolation faster than running its
queries concurrently. The results of the training phase, against the fitted values
from the polynomial model (Eq. 3) are plotted in Fig. 6. As we can see from the
figure, the predicted and actual power consumption approximate the diagonal
lines closely, denoting that our model can make reasonable power prediction.
There is some variance between the predicted and the observed power for some
mixes of queries. Much of this can attributed to the errors made by the DBMS
query optimizer in estimating IO and CPU costs for these queries. Since our
study treat the DBMS as “black box”, we can’t verify the model based on true
costs which are obtained after the execution of the queries.

3.2 Testing Workloads

In the testing phase, we used various combination of datasets and workloads to
check the overall model accuracy.

Known Templates. To evaluate our model, first, we created workloads based
on TPC-H known templates. For each MPL, we generated 12 new mixes of
queries, which result in 132 query mixes. However, generating mixes randomly
may produce mixes of queries from the same templates repeatedly, hence, this
technique doesn’t cover the space of possible mixes well. Therefore, we used Latin
3 http://www.r-project.org/.

http://www.r-project.org/
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Hypercube Sampling (LHS) [2]. LHS creates a hypercube with the same dimen-
sionality as the number of query templates T. Each dimension is divided into
n equal subranges. The subrange i represents the number of possible instances
of the template i. LHS then selects n mixes from the space such that each sub-
range of each query template appears in exact one mix. Intuitively, LHS has
better coverage of the space of mixes than random technique. We tested the
prediction accuracy of our model over the generated mixes of known templates.
Figure 7 shows the results of the experiments. As we can see from the figure,
the average error over all MPLs is 6.3 % which is typically small considering the
variety of concurrency level. Also, the maximum error is usually below 9 %. As
a side note, we can see that the error is slightly larger when the MPL is small
(MPL = 2, 3 or 4). We found that, when the MPL is high, the execution time of
pipeline phases are large and our model can capture their power consumption,
contrary to small MPLs, where some pipeline phases complete their execution
quickly and our model can’t estimate their power consumption accurately. This
behavior is also observed in some of other experiments.
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Fig. 7. Power estimation errors in TPC-H benchmark for known and unknown tem-
plates.

Unknown Templates. In order to test our cost model against new unseen
templates from TPC-H benchmark, we created workloads based on the rest of
queries not used in the training phase, using LHS technique. Specifically, for each
MPL, we generated 10 new mixes of queries, which result in 110 query mixes.
Results are shown in Fig. 7. It can be observed that the model predictions are
within 10 % for the unknown templates, thus confirming their robustness.

Unknown Datasets. To verify the portability of the model, we experimen-
tally tested it against TPC-DS benchmark, which is more complex than TPC-H
benchmark due to its schema diversity, dataset distribution and decision sup-
port query workload. Motivated by [17], we selected 16 queries out of 99 queries
template, wherein the queries are characterized by resource utilization pattern,
such as CPU intensive queries or I/O intensive queries. The average length of
pipelines is 7. Using LHS technique, we generated 16 mixes of queries for each
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MPL, which result in 176 query mixes. Figure 8 shows the experiment results.
It can be observed that the model predictions error is less than 10.5 %, which
shows that pipeline modeling is a robust indicator for power prediction in the
case of unknown dataset and queries.
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Fig. 8. Power estimation errors in
TPC-DS benchmark.
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Fig. 9. Power estimation errors in
TPC-H benchmark for all templates.

Random Workloads. Lastly, we evaluate the accuracy of our model when
predicting power consumption for all TPC-H query templates in more realis-
tic way. In these experiments, to construct the query workload, we go through
the given list of query templates and add one instance of each template. Going
through the list again in a round-robin manner, we keep adding one instance of
each query template to the workload until all the queries are added. Based on
TPC-H 22 query, we used 4 instances for each query template, this result in a
workload of 88 query. For each MPL M we run the first M mix of query, when-
ever a query finishes among the M queries running currently, a new query from
the workload will be scheduled in its place based on First in, First out (FIFO)
scheduling policy. This gives us long-running workloads, on average taking 2 h
to finish. The results are shown in Fig. 9. As in previous experiment small MPLs
give large errors compared to high MPLs. Our suggestion to deal with scenario,
is to model the power for each group of MPL, for example, creating model for
MPL M1 ∈ {2, · · · , 5}, M2 ∈ {6, · · · , 10}, M3 ∈ {11, · · · , 15} and so one. In
future work, we may extend our framework with a similar grouping strategy. The
experiment shows that the maximum estimation error is 9.6 %. Thus, our model
can deal with realistic workloads. The above experimental results clearly state
our model offers prediction errors comparable to the state-of-art in power predic-
tion for known templates without concurrency [10,23]. Therefore, our framework
offers a significant improvement over existing techniques as it can deliver com-
parable prediction accuracy on more complex scenarios (i.e., unknown templates
and datasets) and queries executed in realistic concurrently level.

4 Related Work

By exploring the state-of-art, we identify the large panoply of research studies on
power and energy-efficient resource management in computing systems. These



210 A. Roukh

works can be divided into two approaches: Hardware-Driven Approaches (HDA)
and Software-Driven Approaches (SDA).

HDA: They use naive solutions like disabling electronic component during
periods of inactivity and advanced ones such as dynamically changing the per-
formance of component for better energy efficiency, such as Dynamic Voltage
and Frequency Scaling technique used by today’s CPU [4]. Lang et al. pro-
posed a PVC (Processor Voltage/Frequency Control) mechanism to trade energy
consumption for performance [12]. It aims at executing instructions at a lower
processor voltage and frequency by leveraging the ability of modern processors.
In another work, a co-engineering between Oracle and Intel in helps to decrease
operating costs and effectively meet green computing goals with the Oracle Exa-
data Database Machine [8]. SDA: At the software level, we identify works that
consider (i) single query and (ii) concurrent queries, in single query case, the first
work which incorporate energy in databases was early in 90’s, the authors in [3]
proposed to modify the database query optimizer to choose more energy efficient
query plans to increase the effective battery life of mobile computers. The work
in [12] proposed an Improved Query Energy-Efficiency (QED) by Introducing
Explicit Delays mechanism, which uses query aggregation to leverage common
components of queries in a workload. In [23], the authors discussed the opportu-
nities for energy-based query optimization, and a power cost model is developed
in the conjunction of PostgreSQL’s cost model to predict single query power
consumption. A static power profile for each basic database operation in query
processing is defined and incorporated into the DBMS to calculate the power
cost of a query. However, relying on SQL operators type or implementation limit
the portability of the model, in our work, we use I/O and CPU costs provided by
the DBMS to handle complex queries like those of TPC-DS benchmark. In the
same direction, the work of [11] shows that processing a query as fast as possible
does not always turn out to be the most energy-efficient way to operate a DBMS.
Based on this observation, the authors proposed a framework for energy-aware
database query processing. It augments query plans with an energy consump-
tion prediction for some specific database operators like select, project and join.
The proposed model is very simple and doesn’t consider complex queries. The
authors of [10] propose a deep research in modeling the peak power of database
operations, where peak power is the maximum power consumed during query
execution. Like us, a pipeline-based model of query execution plans was devel-
oped to identify the sources of peak power consumption for a single query and
to recommend plans with low peak power. However, their approach needs to
retrain the model for every new pipeline. [18] attempts to model energy and
peak power of simple selection queries on single relations, therefore their study
does not reflect complex benchmark schema and queries. In our previous work
[19], we proposed cost model to predict the power consumption of single queries.
Our model is based on pipeline segmenting of the query and predicting their
power based on its I/O and CPU costs, using polynomial regression techniques.
In the case of concurrent queries, the authors of [23] adapt their static model to
dynamic workloads using a feedback control mechanism to periodically update
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model parameters using real-time energy measurements. Limits of this approach
are the needs for using measurements equipment all the time, and retraining
the model parameter frequently. In contrast, our solution requires just one-time
training phase.

5 Conclusion

In this paper, we studied the problem of predicting power consumption for con-
current database workloads. Our approach builds a cost model based on empiri-
cal results obtained from a training workloads that were carefully created, than
we used optimizer’s cost model to estimate the I/O and CPU operations for each
mix of pipelines, finally, the hardware parameters are obtained by multivari-
ate polynomial regression algorithms. Furthermore, we performed tests on our
framework with a real database, by running a set of workloads from TPC-H and
TPC-DS benchmarks, and comparing their power cost with those predicted by
the model. Our results show that the model, which only uses optimizer estimated
costs as inputs, can predict workload power consumption with high accuracy. For
future work, an interesting direction is to enhance classic workload management
tasks such as admission control, query scheduling and execution control with
energy efficiency dimension. All these ideas deserve future research effort.
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Abstract. In this paper, we propose an efficient query processing algo-
rithm that returns the trajectory results in a progressive manner. We
limit the calculation of pairwise shortest path distances between the set
of query locations and the spatial nodes, by highly reducing the pre-
processing requirements. Also, we introduce a spatiotemporal similarity
measure, based on which the temporal-to-spatial significance of the tra-
jectory results can be easily modified and the query locations can be
spatially prioritized according to users’ preferences. In our experiments
with a real-world road network, we show that the proposed method has
approximately ten times less preprocessing requirements than the com-
petitive methods and reduces the search time by two orders of magnitude
at least.

Keywords: Spatial/Temporal databases · Indexing methods · Spatial
networks

1 Introduction

In trajectory similarity search by locations methods [2–6], the query is considered
as a small set of locations with or without an order specified, so as to find the k
best connected trajectories and consequently to connect the designated locations
geographically. In contrast to the conventional trajectory search, the methods
of searching trajectories by locations focus on the connection provided by a
trajectory to the specified query locations. The query is no longer a full trajectory
or any subsequence, as it is considered in conventional trajectory similar search,
but a few locations, making thus the query more flexible. This new query type has
many novel applications, e.g. trip planning which demands to find trajectories
that connect a few selected locations, those that are close to all the locations. For
example, given a set of coordinates of locations, trajectory query by locations can
help travelers in planning a trip to multiple places of interest in an unfamiliar city
by providing similar routes traveled by other people for reference. In addition to
location-based queries, personalized trajectory similarity search methods [3,4,6]
have been introduced. Such methods combine the query trajectory with users’
textual attributes [3,6] or consider a user-defined significance, by weighting each
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 213–224, 2015.
DOI: 10.1007/978-3-319-23781-7 17
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location in the query [4]. Given user’s textual attributes or predefined weights
for each sample point in the query trajectory, such methods retrieve the most
similar trajectory, by also considering users’ preferences.

Nevertheless, given the spatial network, searching trajectories by locations
and personalized methods face several issues. (I1): The preprocessing cost is high
either by building a complex spatial index [2,5] or by including a preliminary
step to precompute the all-to-all pairwise node distances in the spatial network
based on the Dijkstra’s algorithm [3,4]. (I2): The aforementioned methods have
high space requirements for preserving the spatial index or the all-to-all pairwise
node distances over the trajectory similarity search, crucial for large-scale spatial
networks. (I3): They assume that trajectories do not necessarily comply with
the spatial networks constraints, by either ignoring the temporal information [5]
or allowing trajectories to move in free Euclidean spaces [6].

In this paper we propose a scalable and progressive query processing algo-
rithm for searching trajectories by locations in spatial networks. Our contribu-
tion is summarized as follows: (C1): The preprocessing step of our method has
linear complexity, since the computation of all-to-all pairwise shortest path dis-
tances is avoided, by limiting the calculation of pairwise node distances from
the small set of query locations to the nodes of the spatial graph. (C2): Our
spatial index, an extended adjacent list representation, requires linear space,
since it establishes connections directly to the original stored trajectory data on
disk. The proposed extended adjacent list representation connects adjacent nodes
with trajectories clusters, without the requirement of building any complex spa-
tial index. (C3): Personalized searching trajectories by locations is supported
by designing a spatiotemporal similarity measure which can be easily adapted
to users’ preferences, making the query more spatial or temporal-oriented. Addi-
tionally, weights can be set to spatially prioritize the locations.

The rest of the paper is organized as follows. Section 2 presents the fun-
damental concepts in trajectory similarity search in spatial networks. Section 3
details the proposed method. In Sect. 4 the experimental results are presented.
Finally, in Sect. 5 the basic conclusions of our study are drawn.

2 Preliminaries

2.1 Spatial Networks and Trajectories

In this Section the fundamental concepts in trajectory similarity search in spatial
networks are presented.

Spatial Networks: The spatial networks are represented as connected
graphs. A spatial network G(V,E) contains a set of vertices V and a set of
weighted edges E. In their graph representation, the vertices and the edges indi-
cate the road intersections and their connections, respectively. An edge (vi, vj)
∈ E represents a road segment and the weight w(vi, vj) is the travel distance from
node vi to node vj . However, depending on the application, additional factors
may be embedded into the edge weights; for example, travel time, availability,
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and other possible restrictions. For each pair of nodes va, vb ∈ V , not necessary
neighbors, their distance is the shortest path (network distance), calculated by
the accumulated edge weight of the shortest path between va and vb.

Trajectories: In a large number of applications the objects are allowed to move
only on predefined paths of a spatial network rather than moving freely to the
Euclidean space (2D or 3D). Therefore, trajectories are constrained into the
paths of the network providing motion restrictions. Let T be the set of the tra-
jectories. Each trajectory Ti ∈ T is represented as a directed sequence/set Ti =
{(vi1, tvi1), (vi2, tvi2), ..., (viri , tviri

)} of ri time-labeled spatial points, which are
nodes vi1, vi2, ..., viri ∈ V with their corresponding timestamps tvi1 , tvi2 , ..., tviri

.
We assume that the spatial points of the trajectories lay on the nodes of spa-
tial network G. Otherwise, if the spatial points of the trajectories lie on the
edges, then they can be aligned to the closest nodes using map-matching meth-
ods. Each trajectory Ti may have its own length ri of spatial points, which is
called description length. Therefore, we assume that trajectories are of arbitrary
description lengths in T , which means that for two different trajectories Ti, Tj ,
with i �= j, it may hold that ri �= rj . Finally, the multiset1 of the spatial points
from all trajectories is denoted as R, and the multiset of all trajectory edges as
RE. Both multisets R,RE represent the trajectory data, where: |R| =

∑|T |
i=1 ri

and |RE| =
∑|T |

i=1(ri − 1) = |R| − |T |.

2.2 Problem Formulation

Let G be a spatial network and T a dataset of trajectories. Let Q be a set of
query locations q1, q2, ..., qm which are the spatial points (nodes of the graph G),
that the resulted trajectories have to pass close. Let qt2, qt3, ..., qtm be the corre-
sponding inter-arrival times which are m−1 tolerance time intervals, acceptable
by users for travelling between the query locations, where qti = ∞ denotes the
lack of time restriction for location qi. Let w1 . . . wm be the users’ predefined
weights, expressing the personal preferences to the m query locations, where
0 < wj < 1, j = 1, ...,m and

∑m
j=1 wj = 1. Given a similarity function sim(Q,Ti)

between the set Q of query locations and a trajectory Ti ∈ T , the goal is: to find
the k most similar trajectories in T with the highest similarity score to Q.

3 Proposed Method

3.1 Spatial Index - Preprocessing

In the preprocessing step, the spatial network G(V,E) is stored using an adja-
cency list representation. The main idea is to extend the adjacency list by using
trajectory clusters. Given a node vi and the adjacency list representation of p
adjacent nodes, then for each edge (vi, vj) ∈ E, with j = 1, . . . , p, the respective

1 Multiset is a generalization of the notion of set in which members are allowed to
appear more than once.
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Fig. 1. The extended adjacency list index of node vi, with p adjacent nodes and the
respective p trajectory clusters.

cluster Cij is generated. Each cluster Cij consists of the trajectory Id’s of the
respective trajectories Th ∈ T that pass through edge (vi, vj). In case that an
edge (vi, vj) ∈ E is not included in any trajectory of the T set, the respective
cluster Cij remains empty. Each cluster Cij , which is generated by the edge
(vi, vj), is connected with the adjacent node vj of node vi. Figure 1 depicts the
extended adjacency list index of node vi, with p trajectory clusters, connected
with the respective p adjacent nodes. Therefore, given |V | nodes in the G graph
the main index consists of |V | extended adjacent lists with the adjacent nodes
being connected with the respective trajectories clusters.

The set of the |V | extended adjacent lists is generated in the preprocess-
ing step and consists the main index of our method. The implementation has
low complexity, since the set is built during the load of the network and the
trajectory data. Algorithm1 depicts the preprocessing procedure. Since the tra-
jectory clusters are implemented as dynamic lists, an one-pass linear scan of the
trajectories data is required. During the scan, the trajectory data are retrieved
through a hash function hash(·) which takes as argument the trajectory Id and
returns the address (pointer) of the stored trajectory on disk. Then, each edge
of the trajectories is traversed and the corresponding trajectory Ids that contain
the specific edge are dynamically inserted into the respective cluster Cij of the
index. In our implementation, we used the hash function hash(·) of modulo:
Id mod |T |. Alternatively, many other hash functions could be used, without
affecting the performance of our method.

Algorithm 1. Preprocessing
Input: spatial network G, set of trajectories T , hash function hash(·)
Output: main indexer

01. for each trajectory Ti ∈ T
02. allocate data of Ti through hash(Ti.Id)
03. for each edge (vi, vj) ∈ Ti

04. insert Ti.Id in cluster Cij

05. end-for
06. end-for
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The time complexity of the preprocessing algorithm is O(|V | + |E| + |RE|),
by performing a linear scan of the trajectory data. The space complexity of the
index is O(|V |+ |E|+ |RE|) for storing both the network data and the trajectory
clusters. The proposed indexing scheme has many advantages. Linear space is
required to store both network data and trajectory Ids. The proposed index-
ing scheme requires linear building time. Additionally, the trajectory clustering
approach generates smaller clusters than the recent work of [4] does. The main
difference is that we propose an edge-based clustering which distributes the tra-
jectories to many small clusters, whereas Shang et al. in [4] propose a node-based
clustering which produces significantly larger clusters. For each trajectory Id a
hashing key can instantly be retrieved, by directly connecting to the trajectory
data which are stored on disk.

3.2 Proposed Similarity/Distance Measures

In this Section, we present the proposed distance functions Ds(·) and Dt(·) in the
spatial and temporal domains respectively, along with the final spatiotemporal
similarity measure sim(·). The proposed measures express the similarity between
a trajectory Ti ∈ T and the user-defined query locations in set Q. Therefore, the
proposed measures are functions in the |Q| × |T | space, instead of the |T | × |T |
space, by significantly speeding up computations.

Spatial Distance Function Ds(·). The spatial similarity expresses how close
is a trajectory to the query locations according to the restrictions of the spatial
network. Due to these restrictions we consider the main spatial distance function
d(·) between a trajectory node and a query location, where d(·) is calculated
based on the network/shortest-path distance, with the rest of possible network
restrictions being already embedded into the edge weights of the network.

Given a single query location qj ∈ Q and a trajectory Ti ∈ T which contains
the nodes v1, v2, ..., vr, the spatial distance of the trajectory Ti from a query
location qj is defined as

ds(qj , Ti) = min
h=1,...,r

d(qj , vh) (1)

Therefore, the spatial distance from a query location qj is the minimum spatial
distance from the nodes of the trajectory Ti to the query location. Let vminj

be the corresponding node of the trajectory Ti with the minimum distance from
the query point qj . Then, the spatial proximity between a query location and a
trajectory is equal to ds(qj , Ti) = d(qj , vminj). In trajectory similarity search by
locations, a specific node of the trajectory lies close to a query location. There-
fore, for each query location qj , j = 1, ...,m, the corresponding nodes vminj are
detected independently2.
2 Similar selection strategy of measure ds is followed by [2,5], however, the measure

is termed as matched pairs based on Euclidean distances, ignoring the spatial con-
straints.



218 E. Tiakas and D. Rafailidis

A desired characteristic of the spatial similarity of a trajectory to the query
locations is to have at least j nodes as close to qj as possible (pairwise similari-
ties/distances). In order to consider that, we must aggregate the spatial distances
of the trajectory from each query location qj . Therefore, we define the spatial
distance of the trajectory Ti from the whole query set Q as follows:

Ds(Q,Ti) =
1
m

m∑
j=1

ds(qj , Ti) (2)

The spatial distance of a trajectory Ti to the set Q of query locations is
computed as the average distance function ds(·) from each query location. Addi-
tionally, in case that a user-specific spatial-priority in the spatial locations qj
must be included, the following weighted average distance is used:

Ds(Q,Ti) = w1 · ds(q1, Ti) + ... + wm · ds(qm, Ti) (3)

where wj , j = 1, ...,m, are users’ predefined weights, with 0 < wj < 1, j =
1, ...,m and

∑m
j=1 wj = 1. A value of wj close to 1 (or 0) means that the dis-

tance from the query location qj contributes more (or less) to the total distance,
affecting the spatial closeness or farness of qj to Ti.

Temporal Distance Function Dt(·). An important characteristic of our pro-
posed methodology is that the time information of all the resulted k trajectories
are not necessarily required, which means that the time-stamps of all the trajec-
tory nodes are not essential to the calculations of the temporal distance function.
This happens because the corresponding inter-arrival times qt2, qt3, ..., qtm, tol-
erance time intervals, which are acceptable by users for traveling between the
locations, exclusively define the time restrictions in the temporal domain. In this
Section, we present the temporal distance function Dt(Q,Ti) between the set Q
of query locations and a trajectory Ti.

In the calculations of the Ds(·) spatial distance function, the correspond-
ing nodes vminj , j = 1, ...,m, that express the spatial proximity of Ti from
Q are retrieved, for each query location qj . Let tvminj

, j = 1, ...,m, be the
corresponding times instances of the nodes vminj of the trajectory Ti. We cal-
culate the corresponding inter-arrival times dt2, dt3, ..., dtm between the resulted
nodes vminj , which can be computed instantly by summing the inter-arrival
times of the intermediate nodes, through the trajectory path. For each location
j ∈ 2, 3, ...,m, there are the following cases for the inter-arrival times qtj and dtj ,
Case 1: (dtj = qtj): The query tolerance time interval qtj is equal to the actual
time interval dtj from the trajectory. Since the time intervals are identical the
temporal distance must be zero. Case 2: (dtj > qtj): The query tolerance time
interval qtj is less than the actual time interval dtj from the trajectory. In this
case a temporal distance between the trajectory and the query locations must be
considered, since the trajectory requires more time for the travel. The temporal
distance is: |qtj − dtj |. Case 3: (dtj < qtj): The query tolerance time interval
qtj is greater than the actual time interval dtj from the trajectory. Therefore,
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the trajectory requires less time than the query restrictions and we must not
consider any temporal distance between the trajectory and the query locations,
i.e. the temporal distance must be zero. In order to have a unified formula we
set dtj = qtj and the temporal distance is preserved zero, as in the case of
(dtj = qtj). Considering the aforementioned three cases, the temporal distance
function Dt(Q,Ti) between the trajectory Ti and the query set Q is calculated
as follows:

Dt(Q,Ti) =
1

m − 1

m∑
j=2

|qtj − dtj |
max{qtj , dtj} . (4)

Spatiotemporal Similarity Measure sim(·). The proposed spatiotemporal
similarity measure sim(·) is a linear weighted aggregation of the spatial Ds(·)
and temporal Dt(·) distance functions,

sim(Q,T ) = 1 − dist(Q,T )

dist(Q,T ) = a · Ds(Q,T ) + (1 − a) · Dt(Q,T ) (5)

where a ∈ [0, 1] is a weighting parameter, which expresses the temporal to spatial
preference. Values of a close to 0 and 1 denote user’s preference to temporal and
spatial domains, respectively. The final distance and similarity measures (dist(·)
and sim(·)) are real numbers in the interval [0, 1]. Also, parameter a of Eq. (5)
can be used to define the importance of temporal to spatial similarity. In case
of a = 1 the spatial similarity solely contributes to the final similarity score of
sim(·) or distance of dist(·). On the contrary, in case of a = 0 the temporal
similarity exclusively contributes to the final score. Therefore, a user can select
the desired value of the a parameter, depending on the application.

3.3 Query Processing by Locations

A preliminary step to the query processing algorithm is required, where the
computation of the pairwise shortest path distances between the query loca-
tions and the nodes of the graph is performed. In the preliminary step, the
calculations of the shortest-path distances are limited to the m × |V | pairwise
distances between the user-selected query locations q1, q2, ..., qm and the nodes of
the spatial network G. This comes in contrast to previous works [3,4] where the
computation of all-to-all pairwise node distances (|V | × |V |) is performed. The
distances are calculated based on the Dijkstra algorithm in O(m∗(log |V |+ |E|))
time, equipped with a Fibonacci Heap structure. The shortest-path distances are
stored in memory, requiring O(m ∗ |V |) space.

The main strategy of the proposed algorithm consists of the following steps:
(a) from each query location, perform a Dijkstra expansion step incrementally,
following a round-robin strategy; (b) collect the trajectory Ids that are included
in the trajectory clusters of the visited edges; (c) compute the spatiotemporal
similarities based on Eq. (5) and generate the top-k results progressively. The
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pseudo-code of the proposed query processing by locations method is presented
in Algorithm 2.

The five main steps of the proposed algorithm are the following, (S1): From
each query location, in a round-robin manner (initially vj = qj), each neighbor
node vi of vj is retrieved in the Dijkstra expansion step (lines 5–13). Each query
location qj uses a Fibonacci Heap HQj , in which the corresponding shortest-path
distances from the Dijkstra expansion are updated. Then, the candidate trajec-
tories Th are collected from the corresponding edge cluster Cij of the extended
adjacency list index (line 14). (S2): The spatiotemporal distances dist between
the collected candidate trajectories Th and the query location set Q are calcu-
lated (Eq. (5)). In order to avoid recalculations in any step of the algorithm, a
bit-set B with |T | bits in memory is used where the corresponding bit of each cal-
culated trajectory distance is enabled on-the-fly (lines 15–20). Therefore, during
the query processing, the distances are calculated only once for each trajectory.
The currently top-k calculated trajectory distances and their corresponding tra-
jectory Ids are preserved and updated in a priority heap H (ordered by dist)
on-the-fly (line 19). Heap H has a limited size of k items, since only the most
similar k results are required. (S3): Then, a threshold L is updated (initially set
to 0), according to the average sum of the network distances between the query
locations and the set of vminj nodes: L = a

m

∑m
j=1 d(qj , vminj), where vminj

is the closest node to query location qj in the current Dijkstra expansion level,
i.e. vminj has the shortest path distance to qj among all the detected nodes in
the current round from qj . The threshold L is a lower bound of the final dis-
tance function dist, and it is used for generating the results. In each round, L
is increased, (when the expansion level is changed), by comparing the current
Lcurr value with the previously calculated one. In particular, if the currently
computed Lcurr value is greater than the previous L value of the last round,
then the Lcurr value of the current round is updated accordingly (lines 24, 25).
Since the temporal distances Dt are aggregated with the spatial distances Ds
in the final distance function dist(·), L is a lower bound for both spatial and
spatiotemporal distances. Moreover, in case that wj weights are used (Eq. (3)),
then threshold L is calculated as: L = a · ∑m

j=1 wj · d(qj , vminj). (S4): After
the end of each round, the trajectories in the current top-k list in heap H are
examined based on condition that they have a distance dist lower than L. If the
condition is satisfied for a subset of trajectories in H, then these trajectories
are instantly added to the top results list (lines 26–28). The trajectory insertion
proceeds progressively until L reaches a value greater than the distance of the
k-th element in H or in the extreme case that the spatiotemporal distances of
all trajectories in T have been calculated (stopping condition, line 29). (S5): In
case that not all top-k results have been retrieved, the algorithm proceeds to the
next expansion round, where the algorithm repeats the loop in lines 5–30.

The total time complexity of the proposed query processing algorithm is
O(m ∗ (|V | log |V | + |E|) + |RE|). An m ∗ (|V | log |V | + |E|) cost is required
for the Dijkstra expansion from the m query locations. The candidate trajec-
tories are collected from the clusters Cij of the extended adjacency list index;
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Algorithm 2. Progressive Query Processing Algorithm
Input: the spatial network G, the set of trajectories T , the set of the query locations Q, the number
of results k
Output: top-k trajectories (progressively)

01. L = 0, Lcurr = 0, top = 1
02. initialize vQj = qj , ∀j = 1, ...,m
03. initialize distQj [vQj ] = 0, ∀j = 1, ...,m
04. HQj .insert(vQj , 0), ∀j = 1, ...,m
05. while HQj .size > 0, ∀j = 1, ...,m
06. for j = 1 to m
07. vQj = HQj .extractMin(), vminj = vQj

08. for each neighbor uQj of vQj in the adjacency list
09. if distQj [uQj ] > distQj [vQj ] + w(vQj , uQj) then
10. distQj [uQj ] = distQj [vQj ] + w(vQj , uQj)
11. if uQj ∈ HQj then HQj .decreaseKey(uQj , distQj [uQj ])
12. end-if
13. if uQj /∈ HQj then HQj .insert(uQj , distQj [uQj ])
14. for each trajectory (Th.Id) in cluster C(vQj,uQj) from edge (vQj , uQj)

15. if B[h] = false then
16. retrieve data of trajectory Th through hash(Th.Id)
17. compute dst = dist(Q, Th)
18. B[h] = true
19. H.insert(Th.Id, dst)
20. end-if
21. end-for
22. end-for
23. end-for
24. Lcurr = a

m

∑m
j=1 d(qj , vminj)

25. if Lcurr > L then L = Lcurr
26. for i = top to k
27. if H[i].dst < L then top++, return trajectory H[i].Id
28. end-for
29. if L > H[k].dst or B.count = |T | then stop
30. end-while

nevertheless, the total amount of trajectory Ids that exist into the clusters is
|RE|, since RE contains all the trajectory edges of the dataset, i.e.

∑
i,j |Cij | =

|RE|. The existence of the bit-set B avoids recalculations when trajectories are
discovered from different locations explaining the additional |RE| cost in the
total complexity.

4 Experimental Evaluation

4.1 Settings

In our experiments we used the North America Road Network3 (NA), which
contains 175,813 nodes and 179,179 edges. We compared the proposed method
against the following personalized methods for searching trajectories by loca-
tions: (a) “Two-phase PTM”, (b) “PTM without heuristic” and (c) “Balanced”,
on the common evaluation data set of the North America Road Network, recently
presented in [4]. “Two-phase PTM” is the personalized matching method of

3 Real Datasets for Spatial Databases: http://www.cs.utah.edu/˜lifeifei/Spatial
Dataset.htm

http://www.cs.utah.edu/~lifeifei/SpatialDataset.htm
http://www.cs.utah.edu/~lifeifei/SpatialDataset.htm
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Shang et al. [4]. “PTM without heuristic” and “Balanced” methods are two
naive approaches, also used in [4] for comparison. The following evaluation met-
rics were used: (a) the required CPU-time for the main query processing algo-
rithm and (b) the number of visited trajectories during the trajectory similarity
search. Following the evaluation protocol of [4], the number of visited trajecto-
ries represents the required accesses to trajectory data that are stored on disk.
The number of visited trajectories reflects to the real disk I/O cost at a certain
degree, since the systems may have hidden buffers and cash-memories, making
thus difficult to measure the real I/O cost more accurately.

To generate the trajectories in the North America Road Network we used
the Brinkhoff’s generator [1], which defines the velocity in the trajectory parts
of each moving object/vehicle and categorizes the vehicles in classes according to
these velocities. For each generated trajectory data set, the average vehicle veloc-
ity is computed and then, for each query the tolerance time intervals qti are set
equal to the fraction of the network distances between the query locations qi and
the average velocity. Moreover, since the query locations are randomly selected,
we set equal wi weights to 1/m. Following the personalized trajectory matching
method of “Two-Phase PTM”, the weight w of each sample point in a query tra-
jectory was randomly generated (integers in [1, 5]), to evaluate the performance
of the proposed method. Nevertheless, in our experiments we observed that the
performance of the proposed method is preserved either considering equal or
randomly generated and different weights in the query locations. Therefore, in
the experimental results equal weights are considered.

In order to perform fair comparison against the personalized trajectory
matching methods of [4], “Two-phase PTM”, “PTM without heuristic” and
“Balanced”, on the common evaluation data set of North America Road Net-
work, we regenerated the trajectories in the data set by setting the same parame-
ters to the Brinkhoff’s generator with the work of [4]. We varied the description
lengths r between 20–100 spatial points, which were mapped to the nodes of the
spatial graph. For the number of selected trajectories |T | we performed the same
variation of: 10 K, 15 K, 20 K, 25 K, 30 K. We set k = 1, similar to the examined
algorithms in [4], where the case of the most similar trajectory (top-1) is con-
sidered. Additionally, we set the default value of m = 60. Finally we set a = 0.5,
equal to the default λ value for the spatiotemporal similarity measure of [4],
which also expresses the temporal-to-spatial significance. The resulted values of
the common evaluation metrics of CPU-Time and number of visited trajectories,
are averaged by 50 queries with random selected query locations.

All experiments have been conducted on a machine with Quad Core 3 GHz
CPU, 2 TB SATA3 Hard Disk, running Windows 7 64 bit.

4.2 Results

In Table 1, the preprocessing requirements of the examined methods are depicted.
The proposed method has lower preprocessing requirements than the compet-
itive methods. This happens because the preprocessing time of the proposed
method is to build the spatial index (18.687 s) and to compute the m × |V |
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Table 1. Preprocessing cost.

Preproc. Time (sec) Mem. Space (MB)

Proposed method 24.014 100.8

Balanced 380.8 1516.9

PTM without heuristic 380.8 996.3

Two-phase PTM 380.8 996.3

10000 15000 20000 25000 30000
10−2

10−1

100

101

102

NORTH AMERICA

Trajectory Number (|T|)

C
PU

−t
im

e 
(s

ec
)

Proposed Method
Balanced
PTM without heuristic
Two−phase PTM

10000 15000 20000 25000 30000
103

104

105

106

107
NORTH AMERICA

Vi
si

tin
g 

Tr
aj

ec
to

rie
s

Trajectory Number (|T|)

Proposed Method
Balanced
PTM without heuristic
Two−phase PTM

Fig. 2. Methods comparison in terms of CPU-time (sec) and number of visiting tra-
jectories.

shortest path distances from the m = 60 query locations (5.327 s), whereas the
competitive methods require to compute the |V | × |V | all-to-all shortest path
distances (380.8 s), also mentioned in [4]. Additionally, the proposed method
requires 80.5 MB to preserve the precalculated distances in the memory, added
by 20.3 MB for the spatial index space. The competitive methods require a mem-
ory space of 630.6 MB to maintain the all-to-all pairwise distances, added by the
required space during the query processing for (a) preserving the extra labels in
the trajectories to determine if they are touched in the spatial or the temporal
domain (partial or full match) from each query location; and (b) using the prior-
ities to select the candidates and perform the appropriate scheduling, resulting
in an additional space of 886.3, 365.7 and 365.7 MB for the “Balanced”, “PTM
without heuristic” and “Two-phase PTM” methods, respectively. Therefore, the
proposed method has approximately 10 times less preprocessing requirements
than the competitive methods.

In the experimental results of Fig. 2, the proposed method outperforms all the
competitive methods in terms of CPU-Time and number of visiting trajectories.
In the query processing algorithm of the most competitive method of “Two-
phase PTM”, for each query location the respective most similar trajectory is
visited by searching in the spatial and temporal domains separately. Therefore,
by incrementally retrieving the candidate most similar trajectories for all query
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locations the algorithm terminates when the Lower Bound (LB) exceeds the
Upper Bound (UB) [4]. In doing so, “Two-phase PTM” may perform multiple
visits for the same trajectories, by significantly increasing the CPU-time and the
number of accesses to the trajectories. Moreover, our proposed method performs
an edge-based clustering which distributes the trajectories to many small clus-
ters, whereas the “Two-phase PTM” method performs a node-based clustering
which produces larger clusters. The different searching strategies can explain the
high performance of the proposed method, which achieves a speed up factor of
100 against the most completive method of “Two-phase PTM”.

5 Conclusions

In this paper, we presented a scalable query processing by locations algorithm,
by also taking into account the spatial importance of the query locations based
on the users’ preferences. In our experiments, we showed that the proposed
method significantly outperformed competitive personalized trajectory similar-
ity search methods, where the proposed method has approximately ten times
less preprocessing requirements and reduces the query runtime by two orders of
magnitude at least. An interesting research direction is to extend the proposed
method to an approximate algorithm based on probabilistic bounds, in order to
perform similarity search in spatial networks for uncertain trajectories [7].
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Abstract. There are two basic approaches to business process model-
ing. One based on Petri nets, the other, newer, but with growing popu-
larity, based on process algebras such as π-calculus. We have created a
new variant of π-calculus which we call Object π-calculus. It has high
level object oriented features such as method calls, mixins and additional
process combinators. The calculus is of general interest, but it is particu-
larly geared towards applications in business process modeling, especially
document workflow modeling. Accordingly, we provide a proof-of-concept
specification of a paper submission system in our dialect of π-calculus.

1 Introduction

There are two basic approaches to business process modeling. One based on
Petri nets (see e.g., [1]), the other based on process algebras such as CCS or
π-calculus (see e.g., [18–20,25], for a critique of this approach see [2]). The alge-
braic approach was used successfully in many applications, such as modeling of
educational workflows [11], formalizing web service choreographies [7], analysis
of security protocols [23], and coordination between components in concurrent
systems [13]. More relevantly, process algebras can be used to specify workflows
[20], and CCS process algebra is the theoretical basis of S-BPM ONE [9].

One of the advantages of algebraic methods in business process modeling is
the natural potential for compositionality and reuse of components. In contrast,
diagrammatic languages, such as those based on Petri nets, while user friendly,
in their basic form do not scale well and poorly support reuse. This is not
true, though, when more advanced versions of Petri net based formalisms are
concerned, such as Recursive ECATNets [4] extending the algebraic term nets
(see e.g. [6]) with recursion [12] or YAWL [26]. Transitions in the algebraic term
nets can perform computations through rewriting on algebraic terms passed as
tokens. Both Recursive Petri nets and YAWL permit modeling dynamic structure
and structuring specifications through, respectively, spawning paralell threads
and composite tasks. Unfortunately, these additional features vastly increase
complexity of diagrammatic languages while they are (more) naturally supported
by algebraic formalisms. For instance, recursion, process spawning and dynamic
communication structure via exchange of communication links is built into the

c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 227–238, 2015.
DOI: 10.1007/978-3-319-23781-7 18
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plain π-calculus. Complex types and term rewriting may be more natural in the
context of process algebras. Moreover, the π-calculus itself is Turing complete
and algebraic terms and computations can be emulated through π-processes.

The capabilities of π-calculus can be boosted by the introduction of high level
features permitting advanced combination of components with less code. Such
extensions do not necessarily increase the expressivity of calculus — for instance,
sending multiple values through channels in polyadic π-calculus [14] can be easily
emulated in pure π-calculus using auxilliary channels — but they increase the
ease of use and reduce the amount of coding when writing a specification.

In this paper we introduce a new variant of π-calculus which we call Object-π
calculus. Among its novel capabilities are high level object oriented features such
as method calls, mixins and additional process combinators. The calculus is of
general interest, but it is particularly geared towards applications in business
process (especially document workflow) modeling. Accordingly, we provide a
proof-of-concept specification of a paper submission system in Object-π calculus.
In addition, we present a small collection of reusable components which may be
useful for the specification of document workflow systems.

Note that intimate connections between π-calculus and object oriented pro-
gramming (see e.g. [27,28]), as well as actor model (see e.g. [21]), are well known.
However, previously π-calculus was used to define semantics of objects or actors,
whereas here we extend π-calculus itself with object oriented features.

2 Preliminaries

A good introduction to process algebras and structured specifications can be
found in [5,8]. Here we try to make the paper self-contained.

2.1 Labeled Transition Systems

Processes interacting with their environment can be modeled as LTS’es: A labeled
transition system (LTS) (S,Λ,→) consists of a set of states S, a set of labels Λ

and a relation →⊆ S×Λ×S. We write x
a→ y iff (x, a, y) ∈→. Labels correspond

to interactions with the environment or other processes. Elements of S represent
internal states of the system. Alternatively, each x ∈ S represents a proces
understood as all possible future interactions of the system, assuming it started
in the state x. Thus, it is customary to call the elements of S processes and to
read a statement x

a→ y as “process x after an a-interaction becomes process y”.
An LTS can be presented graphically as a labeled graph (cf. Fig. 1).

Example 1. The LTS presented in Fig. 1 specifies a flawed vending machine for
hot beverages. Assume we start at p1. The user inserts a 1$ coin and then (the
state is now p2) either she can choose tea or coffee or the system can perform
an internal transition (happening without any external interaction) back to the
initial state p1. Internal transitions are denoted by the label τ . The choice of
coffee causes transition to p4. Then picking the coffee returs the system to p1. If
the user chooses tea then the machine non-deterministically transitions either to
p3 (where the user can pick tea) or to p5, where no further interaction is possible.
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p1 p2

insert 1$

τ

p3

choose tea

p4

choose coffee

p5
choose tea

pick tea

pick coffee

Fig. 1. An example of an LTS

The current state of the system is invisible to the user. Thus, there may be
many different LTS’es interacting in the same way with the external world. This
leads to various notions of behavioural equivalence (see e.g., [5]) between LTS’es.

2.2 π-Calculus

A process algebra most relevant for this paper is π-calculus [15] and its variants,
especially polyadic π-calculus [14]. A good introduction to π-calculus can be
found in [16]. Here we recall only basic facts about π-calculus and our (rather
informal and brief) presentation is based largely on [16].

Names can occur both free and bound in terms. For a term t we denote by
Free(t) and Bound(t) the sets of free and bound names in t, respectively. We
denote by P , Q, R, etc., arbitrary processes, by P, Q, R, etc. arbitrary logical
expressions, by a, b, c, etc., arbitrary names, and by v, v1, . . . , vn, etc. arbitrary
values. The process terms in π-calculus have one of the following forms:

– 0 — an empty process which does nothing.
– a!v.P — an output prefix. It sends (synchronously) value v through channel

a and afterwards behaves as P . Channel names are allowed as values (in pure
π-calculus nothing else is a value, we use elements of arbitrary types).

– a?x.P — an input prefix. It receives some value v through channel a and after-
wards behaves like P [v/x], where P [v/x] denotes P with all free occurrences
of x replaced by v (with some additional renaming of bound names to avoid
capture). Note that x in a?x.P is not free but bound.

– τ.P — a silent prefix. After internal action τ it behaves as P .
– P + Q — a sum of processes. It behaves as either P or Q.
– P | Q — a parallel composition of processes.
– [Q]P — a guard. If a condition Q is satisfied then it behaves as P , otherwise

it behaves as 0.
– νx.P — restriction. It behaves as P but x is guaranteed to be a fresh value

Note that ν binds x.
– A(v1, . . . , vn) — an identifier. It must have some definition of the form

A(x1, . . . , xn) := P . In this case A(v1, . . . , vn) evolves as P [v1/x1, . . . , vn/xn].
Definitions can be recursive.
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In polyadic π-calculus input and output prefixes can send and receive tuples
of values (also empty ones), and channels can have signatures restricting the
types of values sent through them (see the next section).

Syntactically different terms may denote the same process. Following [16] we
use the structural congruence “≡” facilitating “obvious” identifications:

Definition 1. The structural congruence is the smallest congruence ≡ which:

– includes α-equivalence, i.e., νx.P ≡ νy.P [y/x] and a?x.P ≡ a?y.P [y/x],
– makes “—” and “+” associative and commutative with 0 as the common unit

element, i.e., P | Q ≡ Q | P , P + (Q + R) ≡ (P + Q) + R, P | 0 ≡ P , etc.,
– if A(x1, . . . , xn) := P then A(v1, . . . , vn) ≡ P [v1/x1, . . . , vn/xn],
– satisfies the rules for scope extension:

νx.0 ≡ 0, νx.(νy.P ) ≡ νy.(νx.P ),

νx.
(
[Q]P

) ≡ [Q](νx.P ) if x /∈ Free(Q),
νx.(P + Q) ≡ P + νx.Q if x /∈ Free(P ),
νx.(P | Q) ≡ P | νx.Q if x /∈ Free(P ).

Process terms can be given a precise meaning using operational semantics
which assignes a labeled transition system to a process algebra. More precisely,
an LTS is defined using rules. Each rule has the form

t1
α1−→ s1 t2

α2−→ s2 · · · tn
αn−→ sn

t
β−→ s

,

where t1, . . . , tn, s1, . . . , sn, t and s are process terms, α1, . . . , αn and β are
action terms. An LTS L satisfies the rule if for all ground substitutions σ of

metavariables such that all σ(ti)
σ(αi)−→ σ(si), i ∈ {1, . . . , n}, are transitions in L,

also σ(t)
σ(β)−→ σ(s) is a transition in L. One can prove that for a given set of rules

there exists the unique smallest LTS in which all the rules are satisfied. Such an
LTS is said to be defined by the set of rules. Some rule formats permit negative
assumptions of the form “there is no α-transition from t”. In the presence of
negative assumptions an LTS defined by the rules might not exist or be non-
unique (see e.g. [10]). Negative assumptions are not used in Object-π.

An operational semantics for π-calculus (with late name binding) is given
in Fig. 2. There are four types of actions: an internal action τ , value send a!v,
value receive a?x and bound value send a!νx, the latter sends a fresh, private
value through a. Note that this implies that, in the case of value receive a?x, the
name x is, in a sense, bound to the received value “after” the transition takes
place — hence late name binding mentioned above. This influences the notion of
behavioural equivalence. Note also, that the rules complementary to Sum, Com
and Par, e.g., Sum

′ Q1
α−→Q2

P+Q1
α−→Q2

follow immediately from Cong and the fact that
the commutes of sums and paralell compositions are congruent to the originals.
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Sum
P1

α−→ P2

P1 + Q
α−→ P2

, Par
P1

α−→ P2

P1 | Q
α−→ P2 | Q

, Prefix
α.P

α−→ P
,

Pred
P1

α−→ P2

[Q]P1
α−→ P2

if Q, Com
P1

c?x−→ P2 Q1
c!v−→ Q2

P1 | Q1
τ−→ (P2[v/x]) | Q2

,

Res
P1

α−→ P2

νx.P1
α−→ νx.P2

if α �= x!v, x?y, Open
P1

a!x−→ P2

νx.P1
a!νx−→ P2

if a �= x,

Cong
P1

α−→ P2

Q1
α−→ Q2

if P1 ≡ Q1 and P2 ≡ Q2.

Fig. 2. Transition rules for π-calculus. Here α is an arbitrary transition.

3 Object Oriented π-Calculus

In this section we present Object-π — a novel variant and extension of π-calculus
with an object oriented flavour. It is a variant, because we limit and change the
ways in which communication channels are used. It is also an extension because
we add new process combining operators to the algebra.

3.1 Channels and Objects

In Object-π we use exclusively two-part channel names in a way which resembles
a call to an object’s method. In our approach, the channel’s name consists of an
object (agent) reference and a method name, and of these two only references can
be passed as values or restricted using the ν operator. An object reference gives
the agent a unique identity throughout transitions and allows other processes to
address this particular unique agent (cf. [21]). All method names have signatures
which describe what tuples of values can be sent through the reference/method
channel — we can send and receive multiple values like in polyadic calculus.
All references belong to the single type Ref. As the behaviour of the agent
changes with each transition, we do not introduce static types for references.
However, methods may be scoped with respect to mixins: agents are dynamically
composed of mixins, each of which defines standard behaviour parametrized by
the reference of process in which the mixin occurs, and each method name must
be unique within the mixin. Thus mixins may partially play the role of classes.

If r is a reference and m is a method name then r〈m〉 is a channel name.
Sending or receiving values on this channel is intended to be interpreted as exe-
cuting action m on object referenced by r. To make this interpretation valid we
must ensure that one of the participants in a communication facilitated through
channel r〈m〉 should always be the process (agent) associated with r. Method
names allow to describe interactions of standarized component templates, while
references serve to distinguish between different instances of those components.
In order to ensure a conflictless usage of mixins we permit prefixing of a method
name with a mixin name (they should be separated by a slash).
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We write v : T if the value v has type T . We assume that all the names are
typed. Name binding operations type their arguments (see below). Each method
m has a signature: we write m : 〈T1, T2, . . . , Tn〉 if m has n arguments such that
the i’th argument has type Ti, for i ∈ {1, . . . , n}.

Suppose that r is a reference and m is a method name such that m :
〈T1, T2, . . . , Tn〉. As r〈m〉 is treated as a channel in polyadic π-calculus we have
two possible kinds of transitions associated with r〈m〉:
– r〈m〉!(v1, . . . , vn) which sends values v1, . . . , vn, such that vi is of type Ti,

i ∈ {1, . . . , n}. We allow values to be references, but not whole channel names,
i.e., we can send a reference r but not r〈m〉. The transition can also have the
form r〈m〉!(v1, . . . , vi−1, νx, vi+1, . . . , vn) which sends (among other values)
a fresh value x (which may be a fresh reference or the result of unspecified
internal computations).

– r〈m〉?(x1, . . . , xn), which receives values then substituted for x1, . . . , xn.

Accordingly, instead of prefixes presented in the preliminaries we have input and
output prefixes of the form r〈m〉!(v1, . . . , vn) and r〈m〉?(x1, . . . , xn), respectively,
and a congruence rule

r〈m〉?(x1, . . . , xn).P ≡ r〈m〉?(y1, . . . , yn).P [y1/x1, . . . , yn/xn]. (1)

We also require that now the restrictions are typed, e.g., νx : T . We impose
some obvious typechecking requirements. If m : 〈T1, T2, . . . , Tn〉 then in order for
terms r〈m〉!(v1, . . . , vn).P and r〈m〉?(x1, . . . , xk).Q to be well-formed we must
have n = k, vi : Ti for all i ∈ {1, . . . , n}, and Q remains type-correct when, for
all i ∈ {1, . . . , n}, xi is assigned type Ti.

The Com and Open transition rules (see Fig. 2) get replaced by

ComO

P1

r〈m〉?(x1,...,xn)�� P2 Q1
r〈m〉!(v1,...,vn)�� Q2

P1 | Q1
τ−→ (P2[v1/x1, . . . , vn/xn]) | Q2

,

Open
P1

r〈m〉!(v1,...,vn)�� P2

νx : T.P1

r〈m〉!(w1,...,wn)�� P2

if r �= x, where wi =

{
νvi if vi = x

vi if vi �= x.

The restriction operator ν can hide references but not subsets of the methods
associated with a given reference. For that we need a separate operator: Let M
be a set of method names, let r be an object reference, and let P be any process.
Hider

M (P ) behaves like P except external interactions through channels r〈m〉,
m ∈ M are disabled, i.e., its operational semantics is defined through the rule

Hide
P1

α−→ P2

Hider
M (P1)

α−→ Hider
M (P2)

if channel(α) �= r〈m〉, m ∈ M,

where for any transition label α we denote by channel(α) the channel used for
communication, i.e., channel(r〈m〉!v) = r〈m〉, etc.
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Because our calculus is typed we require that the definitions of identifiers
should declare the types of parameter names, e.g., they should have the form

A(x1 : T1, . . . , xn : Tn) := P.

3.2 Mixins

Mixins allow us to compose behaviour of agents from smaller, more easily man-
agable parts. Mixins are basically just π-processes, but parametrized with respect
to parent agent reference. The same mixin may be “mixed into” different agents.
In the mixin’s definition the special name self is used to reference the parent —
it is bound to parent’s reference after mixin’s mix into the parent. The self name
cannot be bound by input prefix or by restriction operator ν. To make the nota-
tion simpler, self can be omitted from input/output prefixes and transition labels
in the mixin definition, so that we can write, e.g., 〈m〉!v instead of self〈m〉!v. To
avoid the conflicts between method names in different named mixins we use two-
part method names: All methods owned by the mixin R must have names of the
form R/m, where m is the local part of the method name. We allow to use /m
instead of R/m in the definition of R mixin.

Named mixins are defined as identifiers, i.e., a mixin R with parameters x1 :
T1, . . . , xn : Tn, is defined by expression of the form R(x1 : T1, . . . , xn : Tn) := P .

Mixins can be combined with one another using usual process combinators
yielding (unnamed) mixins. A mixin is distinguished from the usual π-process by
the presence of self references. In order for a mixin to become a regular process,
a mixin needs to be associated with some object reference. Let P be a mixin and
let r be an object reference. Then r 	P is a process which behaves like P [r/self].

In what follows we will need an additional process/mixin combinator: a semi-
parallel composition Q 	 P of Q and P . It will be crucial for defining inheritance
of mixins. The following transition rules provide it with operational semantics:

Inherit
P1

α−→ P2

Q 	 P1
α−→ Q 	 P2

, Own
Q1

α−→ Q2

Q1 	 P
α−→ Q2

.

The semiparallel composition does not permit internal communication between
components. We say that the process Q 	 P inherits the behaviour from P and
extends it with Q. We might also say that Q | P inherits behaviour from both
P and Q, however, in Q | P both processes are independent, whereas in Q 	 P
process Q, in some sense, “governs” Q 	 P — it can make Q 	 P transition
into something which is not a composition with P .

Note that, with the above interpretation, the multiple inheritance can be
easily emulated using combination of “	” and “|” operators, e.g., we will say
that the process Q 	 P1 | · · · |Pn multiply inherits behaviour from processes
P1, . . . , Pn (note that we assigned to “|” a higher precedence than to “	”).

This process combinator becomes very useful when combined with identifiers
and recursion. Let P be a process/mixin. Then the term A(x1, . . . , xm) 	 P is
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called an identifier with inheritance. It should be given a definition (which may
be recursive) of the form

A(x1, . . . , xm) 	 P := Q, (2)

where Q is some mixin term such that its free names contain the union of
{x1, . . . , xm} and all the free names in P . Let {y1, . . . , yn} be the free names
of P distinct from those in {x1, . . . , xm}. Then the semantics of definition from
Eq. (2) is given by the following congruence:

A(z1 : T1, . . . , zm : Tm) 	(P [(z, r)/(x, y)])
≡ (Q[(z, r)/(x, y)]) 	 (P [(z, r)/(x, y)]), (3)

where [(z, r)/(x, y)] := [z1/x1, . . . , zm/xm, r1/y1, . . . , rn/yn].

4 Algebra of Document Workflow

In this section we will demonstrate applications of Object-π in describing docu-
ment workflows. First, we will introduce some reusable mixins which are useful
for describing parts of such workflows, and then we present, as an example, an
algebraic specification in Object-π calculus of (a fragment of) a paper submission
subsystem of a typical conference management system.

4.1 Mixins for a Document Workflow

Document Content Mixin. Let D be the type of documents. A document
contains both its content and all the metadata. For simplicity we will not con-
sider any operations on document beyond checking of correctness through the
predicate C defined elsewhere. We define the named mixin cont as follows (meth-
ods have signatures cont/get : 〈D〉, cont/set : 〈D〉, cont/isOk : 〈Bool〉):

cont(d : D) := 〈/get〉!d.cont(d) + 〈/set〉?x.cont(x)
+ [C(d)]〈/isOK〉!true.cont(d) + [¬C(d)]〈/isOK〉!false.cont(d).

Multiple Approval Mixin. Let FRef denote the type of finite sets of refer-
ences. Frequently, in different document workflows, we encounter the situation
where some document has to be approved by multiple people in any order.
The named mixin appr assists in the task (here the method signatures are
appr/appr〈Ref〉, appr/dis-appr〈Ref〉):

appr(r : FRef, p : FRef, n : FRef)

:= 〈/appr〉?x.
(
[x ∈ r]appr(r \ {x}, p ∪ {x}, n) + [x /∈ r]appr(r, p, n)

)

+ 〈/dis-appr〉?x.
(
[x ∈ r]appr(r \ {x}, p, n ∪ {x}) + [x /∈ r]appr(r, p, n)

)
.

The interpretation is that r is the set of references to approvers which are still
required to approve the document, and p and n are sets of references to approvers
which, respectively, approved and dissaproved the document.
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Approver Mixin. Mixin rappr assists in describing the behaviour of the
approving person equipped with a set sd of documents to approve:

rappr(sd : FRef) :=
∑
d∈sd

d〈cont/get〉?x.
(
τ.d〈appr/appr〉!self.rappr(sd \ {d})

+ τ.d〈appr/dis-appr〉!self.rappr(sd \ {d})
)
.

Note that this mixin does not own any methods, it uses methods from cont and
appr mixins. It also assumes that both cont and appr are mixed into the same
object. Note also the use of internal transition τ to describe (non-deterministic)
decision of the approving person to approve or reject the document.

4.2 Example: Paper Submission System

We will describe a very simplified version of such a system. There are five kinds
of agents: Author, Reviewer, Editor, System and Document. We assume that
there is only one instance of Editor and of System and that these have publicly
known references, say, E and S. To simplify, we assume also that all the referees
are registered with the system and are known to the editor. We will also omit
some of the details, especially about the workings of Author and Editor.

The submission process starts with the author receiving, through the exe-
cution of system/init : 〈Ref〉 on System, the reference i to the new document
stub:

system(s : FRef, . . .) := νi : Ref.〈/init〉!i.((i 	 init-doc) | system(s ∪ {i}, . . .)
)

+ some other behaviour . . .

The system stores the references to submitted stubs in the s parameter and it
also creates the initial document stub i 	 init-doc. The init-doc mixin facilitates
the initial submit of the paper through the method init-doc/submit : 〈Ref,D〉:

init-doc := 〈/submit〉?(a, d).
(
doc(a) 	 cont(d)

)
+ other behaviour . . .

It is worthwhile to see how one models the behaviour of the Author during the
initial part of paper submission:

author(. . .) := τ.S〈system/init〉?x.νd : D.x〈init-doc/submit〉(self, d).author’(. . .)
+ some other behaviour . . .

The document submitted by the author is a new one, but we do not specify the
computational (or rather thought) process which led to its creation: instead, we
simply use the ν operator to create the new value.

After the first submission of content d and the author’s reference a for future
contact, the init-doc mixin evolves into doc(a) 	 cont(d). It is defined as

doc(a) 	 cont(d)

:= 〈/start-rev〉?r.
(
docr(a) 	 (

Hideself{cont/set}(cont(d)) | appr(r, ∅, ∅)
))

+ some other behaviour like retracting, etc. . . .
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In accordance with the definition of “	”, the mixin doc(a) 	 cont(d) behaves as
cont(d) (i.e., it allows the author to replace the manuscript or its metadata and
query the correctness of submission) until the editor starts the review process on
the document using the method doc/start-rev : 〈FRef〉, sending additionally the
set of references to reviewers assigned to the paper. After that, it transitions into
docr(a) 	 (

Hideself{cont/set}(cont(d)) | appr(r, ∅, ∅)
)
. Because this mixin inherits

from Hideself{cont/set}(cont(d)) it still allows for reading the contents d of the paper
(e.g., by the author or some reviewer, as in the definition of approver mixin) but
not for modifying it. Similarly, the inherited behaviour of the appr multiple
approval mixin allows to gather the positive and negative reviews of the paper.
The own behaviour of docr mixin is defined as follows:

docr(a) 	 (
Hideself{cont/set}(cont(d)) | appr(r, p, n)

)

:= [r = ∅]〈/finalize〉!(d, p, n).
(

〈/accept〉?.(〈/accepted〉! | {Further processing . . .})

+ 〈/reject〉?.(〈/rejected〉! | {S〈rejected〉!(self)).
)

When all the reviewers finished their work (r = ∅) the process can accept call to
the method docr/finalize : 〈D,FRef,FRef〉 by the Editor, who receives, through
this call, the paper’s contents as well as the information about positive (p) and
negative (n) reviews. Based on this information she can make the final deci-
sion about the paper’s fate, which is then communicated through the asynchro-
nous call to one of the methods docr/accepted,docr/rejected : 〈〉, intended to
be received by the paper’s author. In addition, the accepted paper is further
processed, and the rejected one sends the appropriate information to the System
(identified by the reference S), and finishes execution.

5 Conclusion

We have presented a new variant of typed polyadic π-calculus which we call
Object-π calculus. Its features like methods, which in our opinion are an elegant
way to assign types to channels, or mixins, which allow to build more reusable
code, are of general interest, but they were geared towards specification of doc-
ument workflows. We have also presented some reusable mixins useful in the
specification of such workflows.

Our work so far is a proof of concept, but in a future work we intend to create
a complete document workflow specification system based on Object-π calculus.
We would also like to examine the properties of Object-π algebra, in particular
the notions of bisimilarity for this process algebra.

Note that some of our extensions can be considered to be a notational variants
of the usual typed polyadic π-calculus [17]. For instance, instead of defining a
mixin identifier R(. . .) with a special self reference inside, and then instantiating
it as in r 	 R(. . .) with the reference r, we could have defined instead a plain
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identifier R(self, . . .), and then instantiate it as in R(r, . . .). On the other hand,
doing so for combinations of identifiers (like in R1(r, . . .)|R2(r, . . .) vs r	

(
R1(. . .)|

R2(. . .)
)

is error prone and does not emphasize the role of r. We did not found,
however, a simple way to implement methods and “	” operator in the usual
polyadic π-calculus [14].

Finally, the ability to express and reason about timing constraints is crucial
for some applications. There are many variants of both Petri net (see e.g. [3,22])
and process algebra (see e.g. [24]) based formalisms which permit modeling such
constraints. In our future work we plan to extend Object-π calculus with timing
constraints, perhaps along the lines of [24].

Acknowledgements. I would like to thank the anonymous reviewers for their sug-
gestions.
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Abstract. ETL conceptual modeling is a very important activity in any data
warehousing system project implementation. Owning a high-level system repre-
sentation allowing for a clear identification of the main parts of a data ware-
housing system is clearly a great advantage, especially in early stages of design
and development. However, the effort to model conceptually an ETL system
rarely is properly rewarded. Translating ETL conceptual models directly into
something that saves work and time on the concrete implementation of the system
process it would be, in fact, a great help. In this paper we present and discuss a
hybrid approach to this problem, combining the simplicity of interpretation and
power of expression of BPMN on ETL systems conceptualization with the use of
ETL patterns to produce automatically an ETL skeleton, a first prototype system,
which has the ability to be executed in a commercial ETL tool like Kettle.

Keywords: Data warehousing systems � ETL conceptual modeling � BPMN
specification models � Domain-Specific languages � ETL skeletons � Kettle

1 Introduction

In many software engineering areas we can find products that cover quite well the entire
cycle of production of an ETL (Extract-Transform-Load) system [5, 17], where the
generation of small physical systems (prototypes) it is possible from a well-defined
conceptual or logical model. However, the difficulties to achieve that stage of develop-
ment often begins with the ability of a conceptual model to represent effectively the tasks,
workflows, or other entities that are involved with the representation of the system. After
reviewing a wide range of modeling options, we choose Business Process Modeling
Notation (BPMN) [18] as the election formalism to support ETL conceptual modeling. In
large part, this was due to the influence of the work of Akkaoui and Zimànyi [1]. We
believe that modeling an ETL conceptual model using BPMN is quite effective, since it
simplifies the implementation of the entire ETL system as well as increases construction
quality, reduces implementation errors, and consequently decreases the costs of the entire
project. BPMN also provides the necessary bridges to translate conceptual models to
more detailed ones using Business Process Execution Language (BPEL) or BPMN 2.0.
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Besides this, using the extension mechanism of BPMN 2.0 meta-model, it is also possible
to represent specific concepts related to the planning and implementation of ETL pro-
cesses, and extending them to pre-defined elements of BPMN notation [9].

Such feature, has led some authors to explore a new strand in the conceptual
specification of ETL systems: the definition of ETL patterns [7]. This is not a new
reference in the area [6]. Although, these authors based their proposal on the software
engineering field, presenting this concept as a generalization of tasks that are frequently
implemented in ETL systems – e.g. change data capture (CDC), surrogate key
pipelining (SKP), or slowly changing dimensions (SCD) - formalized them as
meta-models using a new extension of BPMN. This extension allowed hosting the
definition of ETL patterns and their later incorporation into conceptual models. In fact,
this approach dramatically reduced the number of elements in a conceptual model,
making it simpler and more readable, as well as makes transparent implementation and
specification details to final users. This also minimizes potential ambiguities and
increases the efficiency of the implementation of an ETL system. Using techniques like
these, we find that the development of an ETL system will be more agile and less
demanding in terms of the detail used on task and control descriptions.

But, at this time we still have only a non-functional model, which is far from a
physical implementation that could be used to show the viability and usefulness of the
system in the application context for which it was developed. In fact, the distance between
a conceptual model and a physical one is still big at this time. Having that, we cannot use
the work we have done so far in the implementation of the model itself, at least directly. In
this sense, and continuing following our objectives, we shortcut a little bit the conven-
tional process of developing an ETL system. We started to do some semantic enrichment
work of the BPMN models based on ETL standards, in order to export (translate) them to
something that could be executed in some computational platform. To do this, we
developed a domain specific language (DSL) for the specification of the behavior of ETL
patterns. With this language it is possible to specify how each of these patterns will act,
individually or collectively. The descriptions of the patterns produced with the language
are then incorporated in the correspondent BPMN element that is present in the conceptual
model. Then, we export the model and process it in accordance with the functional and
operational requirements of a given commercial ETL tool.

In this paper we present and discuss the referred process. Thus, after a brief
exposure of some related work (Sect. 2), we present and discuss briefly a demonstration
scenario using some of the most ETL common patterns that we can find in a con-
ventional ETL process specification using BPMN (Sect. 3). Next, we present and
demonstrate how to generate and import an ETL skeleton in order to be used inside a
conventional ETL systems development tool (Sect. 4). Finally, in Sect. 5, we present
some brief conclusions and point out some lines of working for a near future.

2 Related Work

The most accepted proposals for data warehousing systems (DWS) modeling and
development based their ETL components in some ad-hoc approaches with no for-
malization or standard notation. In consequence, several authors proposed specific
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modeling approaches based in a clear separation of the different stages of design:
conceptual, logical and physical. In [15] Vassiliadis et al. presented a novel approach
for the conceptual design of an ETL process, using meta-models in conjunction with
diagrammatic symbols that once applied facilitate user interpretation of the sources
involved in the process as well as the necessary attribute mappings and transforma-
tions. Trujillo and Luján-Mora [14] used an extension to the Unified Modeling Lan-
guage (UML) to incorporate typical mechanisms associated with ETL processes. This
new specification approach tried to minimize the learning gap required by the previous
proposal of Vassiliadis et al. by using a standard well-known notation. In a logical
perspective of an ETL system, any workflow that needs to populate appropriately a data
warehouse should be modeled after a well-established and correct conceptual modeling
phase. Only after all the sources and attribute transformations are identified we can
elaborate the sequence of operations needed. With this in mind, in [11, 16] and ref-
erence [12] was proposed a new graphical notation to represent data flows and trans-
formations in an ETL system. The development of this approach led to the study of
optimization processes and algorithms that could be applied to ETL workflows [13].
More recently, Akkaoui and Zimànyi presented a mixed approach where BPMN was
used to model conceptual/logical models of ETL systems [1]. In this work the authors
propose also the use of the BPEL as the language to execute the models developed
using BPMN. Although, BPMN is a standard notation. Its successful application in
ETL system modeling is conditioned to the fact that ETL patterns should be developed
for wide acceptance and use. Later, Akkaoui et al. [2, 3] provided a BPMN-based
meta-model for an independent ETL modeling approach. They explored and discussed
the bridges to a model-to-text translation, providing its execution in some ETL com-
mercial tools. More recently, Oliveira and Belo [7, 8] proposed ETL patterns using
BPMN has a step forward to the generalization of common ETL tasks in the conceptual
modeling phase, demonstrating the utility of their modeling approach through the use
of some well-known DWS process patterns.

3 Pattern-Based ETL Systems Conceptualization

Conceptual models provide a way to simplify ETL system development, offering a
more clear perception of the entire process, which is very useful on preliminary
development stages. We believe that coupling the BPMN richness representation with
the use of specific patterns to build ETL packages will facilitate process design and
implementation. Basically we are proposing a set of pre-configured components to
simplify ETL representation and implementation. Since we are working with composite
constructs, target users will design models based on a pallet of more abstract concepts
that were previous created to implement repetitive and error-prone tasks. In real-world
ETL scenarios, repetitive clusters of tasks are frequently used for different ETL
development stages. We can categorize them in specific clusters that share the same
purpose. Generally, we organized ETL patterns in three classes: gathers, transformers
and loaders. Independently from their application, each pattern is composed by a set of
input and output interfaces that are used to communicate with their internal architec-
ture. Depending on the process requirements, a task can receive in-memory data sets or
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the correspondent connection parameters to use data already stored in some kind of
repository. Similarly, the data output can be directed to an intermediate stored area, or
can be used on the fly as an input of other subsequent ETL patterns. Based on a set of
connection parameters, the gathers patterns are responsible for data extraction
according to some specific policies, i.e. can be used for initial, incremental or differ-
ential data extraction. After data extraction, transformers patterns are used to convert
extracted data accordingly the requirements of the target schema repository. Typically,
several conforming and cleaning procedures are used to handle several schemas
anomalies, such as inconsistent data about a same subject, incompatible data formats,
duplicate records, currency conversions, generation of surrogate keys or aggregation
tasks, just to name a few. When all data is processed (conformed and integrated), the
loaders patterns should load records into the data warehouse respecting all the integrity
constraints and history maintenance policies implemented.

Considering a set of ETL patterns pre identified, we propose a multi-layer approach
to represent them using BPMN. The BPMN pools are used to represent several layers
of abstraction. Each one of them is composed by several lanes, which have the ability
to receive the activities that should be applied for each group of similar records (from
the same subject). For each lane, we can represent the patterns and clusters of patterns
that are used for data integration using BPMN sub-processes. Each sub-level represents
the decomposition of a parent sub-process, which provides a way to get different views.
The use of patterns allows for a clear separation between the coordination layer of the
process and the data transformation layer. This component-based approach provides the
necessary consistency to enable the translation of conceptual models to their corre-
spondent physical representations – physical models. Patterns are designed with the
possibility to make them executable in existing ETL engines.

In order to demonstrate the feasibility of our approach, let us consider the data mart
conceptual structure presented in Fig. 1 using the DFM notation [4]. This schema
represents a simplified view over a fictional mobile company, storing data related to
some phone calls established between different customers in a specific date and loca-
tion. The dimensions “Customer”, “Source Call Location”, “Date” and “Time” are used
to represent, respectively, the customer data (the caller and called customer), the
location where the caller started the call, and the date and time when the call happened.
A degenerate dimension - “Type” - was also used to identify the type of the call
(national or international). To represent the caller and the called customer, a shared
hierarchy was defined in the dimension “Customer”. The fact table “Calls” integrates
two additive measures “Duration” (in minutes) and “Cost” (in Euro), characterizing
each call made by a customer – the decision-support grain.

Using only ETL patterns we designed and built a BPMN specification model
representing the populating process referred before, which basically transports the data
gathered on a CSV file to a repository where the data mart is located (Fig. 2). All
activities presented on the BPMN model were configured with a multi-instance parallel
marker, which means that each activity can be performed several times with different
data sets in parallel. The number of instances can be configured at the process level or
at the activity level. The # character was use in the activities to mark ETL patterns, in
order to distinguish them from conventional BPMN sub-processes.
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The populating process starts extracting data using a gather pattern configured to
gather data from the referred CSV file. Next, output data are separate to fulfill the needs
of each lane responsible for populating each table dimension. At the “Customer” layer,
two composite tasks were integrated to find the name and the contract type of the caller
and of the called customer. The “Find caller data” and the “Find Called data sub
processes” encapsulate two data lookup patterns, which use the identification of the
customer, perform data lookups in specific dictionary tables to find the customer’s
name, and contract type values. These tasks are managed by two parallel gateways that
separate the initials flows promoting their execution in parallel mode. After their
execution, both flows are synchronized. Next, an exclusive gateway is used to identify
new or existing records. In the case of a new record, a new surrogate key will be
generated and the correspondent-mapping table updated. For the existing records, a
SCD pattern, with history maintenance, is used to preserve the history of the cus-
tomer’s contract type.

The “Location” dimension is composed by a data lookup pattern to guarantee the
referential integrity of the address associated with the caller initial location, using the
mobile cell id is used to identify the address. We also used a surrogate key generator
pattern to generate new surrogate keys for the new records. Finally, to populate the fact
table we used a function pattern to calculate the difference in seconds between the start
and end call date. The measure “Cost” is updated using a simple correspondence
procedure that is presented in the “Load” sub process. When all the transformation

Fig. 1. A star-schema for phone calls detailed records

Fig. 2. The BPMN model for the populating process using patterns
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tasks were done, a SKP pattern is triggered to populate the fact table with all the
surrogate keys already defined. The dimensions “Date” and “Time” were not included
in the description of this process because we considered that they are populate peri-
odically by special-oriented processes. Due to space limitations, the logic of the BPMN
process “Load” was hidden. However, this composite task is responsible to populate
the several dimensions of the data mart as well as the fact table “Calls”, guaranteeing
all relational integrity constraints previously established in the star-schema.

Based on the description of all ETL patterns, as well on their basic characteristics
and instantiation details, we developed a DSL. With this language each pattern can be
configured and extended using a specific syntax especially oriented to describe ETL
tasks. The formalization of the internal behavior of a pattern provides a way to
instantiate abstract constructors using (semi) automatic methods to enable its posterior
execution in an ETL commercial tool, with a minimal configuration effort. A small
excerpt of a configuration of a gather is presented in Fig. 3. This still is the first
complete definition of the DSL and was used in the early stages of research and
development of new ETL patterns conceptual models using BPMN 2.0. The DSL was
the way we find to describe more formally and precisely the behavior of any ETL
pattern, and thus reinforcing ETL conceptual models with behavioral information (a
kind of information quite hard to represent in BPMN), which provides the basis to
establish the necessary bridges for achieving a corresponding physical model in an
automatic way.

4 Automatic Generation of ETL Physical Systems

The transformation process of a conceptual model relies on a converter (a program
written in JAVA) to take the BPMN models, parse them and construct the final product,
which will be imported later to an ETL development tool such as Kettle [10]. After
some research work done analyzing the export formats of some BPMN tools (and on
what would be more easily integrated in an ETL tool) it was decided that the export and
import format for conceptual models would be XML. Consequently, the first step in the
conversion of the model is to export it to XML, including all patterns’ behavior
specifications. Then, the conversion process starts by parsing all BPMN files exported
extracting all the relevant information from them. To make the parsing of the files, we
needed to study the structure of the XML exported by the BPMN tool. Looking closely,
some key entities (XML tags representing BPMN components) were identified for the

use Gather on sources{
BEGIN data=C:/Users/ASUS/Desktop/CDR_example_done.csv,type=CSV input END
}
and target{
BEGIN name=teste, server=localhost, database=test, table=cdr{

fields{id, type, caller_id, called_id, caller_number, called_number, time_start, time_end}
}, technology=MySQL, access=Native, user=root, password=Saphira23, type=relational 
END
}
options{parallel operation=source, number of threads=10, number of rows in batch=10}

Fig. 3. A small excerpt of the configuration of a gather pattern
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conversion process and for the future physical system, namely: (1) activity, which is a
BPMN component that represents a normal task in a BPMN model; it contains a name,
a unique identifier and a description, with the former holding the information about the
semantic behavior of the pattern (in the case of the general BPMN model); and
(2) transition, which is a BPMN component that represents a connection between two
tasks in the BPMN model; it contains a unique identifier and two fields: from and to,
whose values are, respectively, the identifiers of the source and destiny tasks of a
connection. The result of the parsing process integrates two structures: (1) a map,
whose key is the identification of the activity, and a value that is a class embodying all
the details about the XML node activity; and (2) a graph, which contains information
about all the existing connections in the BPMN model, whose vertex are a JAVA class
as well. Lastly, if the BPMN component to be parsed has a child node “Description” of
the XML node “Activity”, with specific details about the behavior of a pattern, it is
created a class “TaskBehavior” with all the elements that were parsed and recognized.

Having all the necessary information extracted in the previous stage, it is necessary
to build the XML file that will be imported by the ETL tool. This process is divided in
two phases: (1) verification of all the patterns present in the BPMN conceptual model
and converting each of the identified patterns into a single XML; and (2) afterwards,
the general XML Kettle schema that will be imported is generated; this schema has an
almost direct correspondence to the BPMN conceptual design. In the first phase, it was
created a class to represent a something close to a Kettle component named “Trans-
formation”. Also, a class “Transition” was created to represent, as faithfully as possible,
the connections that exist between two or more components in Kettle. Since there are
so many different patterns having its own behavior, it is necessary to create a class for
each different pattern, implementing its own version of two distinct methods:
(1) buildTransformations(), which creates a list of “Transformation” based on the
BPMN tasks parsed in the previous stage; and (2) buildTransitions(), which builds a list
of Transition based on the connections parsed from the BPMN XML specification.

In the first phase of the identification of the patterns is the class “Creator”. This
class looks up the name of a task (or a pattern) and, if it contains a set of predefined
keywords, then it will make a call to the correct class that represents that pattern. For
example, suppose that the class “Creator” is currently analyzing a task named “CDC
Calls”. Hence, this class will make a call to the class “ChangeDataCapture” in order to
build the connections and components in Kettle for this pattern in particular. In a
second phase, the creator is also responsible for building the set of transformations and
transitions represented in the BPMN model, which will be converted then into XML to
be imported later by Kettle. Lastly, the generation of the XML tags is accomplished
through a class “XMLConstructor”. For each transformation created by the specific
pattern classes and also by the class “Creator” is read by this class and builds its XML
accordingly. For example, if the transformation being read at the moment is of type
“Table Input”, then it will build the XML of the “Table Input” component from Kettle.
Moreover, this class will also complete the generation of each XML component with
the details about the semantic behavior of the pattern – the details contained in the
“TaskBehavior” class – so that the final XML schema will be the most accurate and
complete as possible. At this point the conversion process is over. It only remains to
import the XML file that was generated to the Kettle’s environment. The XML file it
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will be easy to identify since it has the same name has the BPMN model diagram. Next,
the user should verify that Kettle recognize and treat appropriately the file imported and
that all components have the specifications that match the formal description of the
patterns in the BPMN model – in Figs. 4 and 5. we can see two ETL packages that were
generated by the tool for the treatment of calls records and to support the execution of a
lookup pattern, respectively.

5 Conclusions and Future Work

Using BPMN and a set of ETL patterns (and their respective behavior description), we
designed and implemented a specific ETL development process that enhances the
importance of building an ETL conceptual model. This contribution is reflected not
only in the design phase, discussion or study of the many aspects of the ETL system,
but also later in the implementation phase, since it is possible to use a lot of the material
applied in the conceptual specification as a catalyst for a possible physical imple-
mentation. We use the term ETL skeletons to designate the ETL systems we generated
from a conceptual model specification in BPMN. At this stage, they still are a primary
approach of the translation process that in a near future we want to improve. Therefore,
at short-term we intend to investigate how we can enrich the current conceptual
models, in order to allow the generation of more effective physical models that will be
beyond a simple ETL package skeleton.
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Abstract. Model-Based Diagnosis (MBD) addresses the task of isolat-
ing the most likely fault given a set of system measurements. The model
used for diagnostics is critical to this isolation task, yet little work exists
for specifying which type of model is best suited to MBD. We apply
Bayesian model selection to identify the model that optimizes a diag-
nostics task, according to key fault-isolation metrics. We illustrate our
approach using a tank benchmark system, demonstrating the trade-offs
possible by using different models for this benchmark.

Keywords: Bayesian model selection · Diagnostics

1 Introduction

Model-Based Diagnostics (MBD) addresses on the task of accurately isolating
faults within a range of real-world systems. There has been significant progress in
developing algorithms for systems of increasing complexity. However, there has
not been comparable progress in scaling-up to real-world models, as multiple-
fault diagnostics algorithms are currently limited by the size and complexity of
the models to which they can be applied. In addition, there is still a great need
for defining metrics to measure diagnostics accuracy, and to measure the com-
putational complexity of inference and of the models’ contribution to inference
complexity.

Model fidelity is a crucial issue in diagnostics [15]: models that are too simple
can be inaccurate, yet highly detailed and complex models are expensive to cre-
ate, have many parameters that require significant amounts of data to estimate,
and are computationally intensive to perform inference on.

We are interested in analyzing how model properties (such as model accu-
racy and complexity) influence MBD performance, as measured by metrics such
as MBD inference accuracy and computational complexity. For example, does
increasing model complexity, measured by properties such as type of equations
(e.g., linear vs. non-linear dynamics) always lead to higher MBD inference accu-
racy? Work in machine learning [6] on a bias/variance trade-off indicates that
highly complex models may be less accurate than simpler ones. We aim to study
the relation of model properties and MBD properties.

Bayesian model selection (BMS) [9] is a statistical approach for selecting a
model φ from a collection Φ of potential models, such that the chosen model opti-
mizes a metric μ. There has been an increasing use of BMS approaches within the
c© Springer International Publishing Switzerland 2015
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physical sciences to evaluate the adequacy of models for simulation (e.g., [8,16]).
We adopt and extend the BMS framework for analyzing MBD models. Several
differences between simulation and MBD exist, so it is not possible to apply
BMS approaches directly to MBD. MBD differs from simulation in the following
key ways. First, MBD addresses a more complex task than simulation, in that
it estimates the most likely system state given data, rather than simulating the
trajectory of a system given initial conditions; roughly speaking, MBD requires
model inversion, whereas simulation requires just forward inference. Second, an
MBD model φ is more complex than simulation models, as φ describes not just
the single behaviour of a simulation model, but multiple additional behaviours,
one for each possible failure behaviour. Third, the computational complexity of
state estimation is significantly higher than that of simulation, with the MBD
model playing an even more central role than a simulation model in posing
limitations to inference capability. Fourth, whereas the metrics for simulation
accuracy are well understood (e.g., an error measure between simulation and
real data), metrics for MBD performance are more complex and are much less
well understood.

To date, there has been no prior work in using Bayesian model selection
(BMS) approaches for evaluating MBD models. This article provides the first
BMS evaluation framework for MBD. We extend the simulation-focused BMS
framework to a more complex MBD-focused framework. Our contributions are
as follows:

1. We formulate the MBD task as estimating the most likely system state given
data.

2. We specify an MBD model, and its inherent source of inference complexity.
3. We describe MBD performance metrics, and how they extend the classical

BMD framework.
4. We demonstrate our extended framework on a dynamical systems benchmark.

2 Modeling and Inference for Simulation and Diagnostics

This section formalises the notion of tasks and models within the process of
simulation and of diagnostics inference.

2.1 Simulation Task

Assume that we have a system S defined in terms of variables denoting state,
X̃, measurement Ỹ , and control inputs, U . We assume that a behaviour of S
describes the state of S over time. This behaviour is described by E , a set of
equations.

We further assume that we have a discrete vector of measurements, Ỹ =
{ỹ1, ..., ỹn} observed at times t = {1, ..., n} that summarizes the response of the
system S to control variables U = {u1, ...,un}. Let Yφ = {y1, ..., yn} denote
the corresponding predictions from a dynamic (e.g., non-linear) model, φ, with
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parameter values θ: this can be represented by Yφ = φ(x0, θ, ξ, Ũ ), where x0

signifies the initial state of the system at t0.
The simulation task is to generate a prediction Yφ that minimises s residual

vector, R(Ỹ ,Yφ), which is an error measure between the predictions and mea-
surements. An example of a residual vector is the mean-squared-error (MSE).

2.2 Diagnosis Task

Diagnosis involves a system SD that can describe multiple possible behaviours:
one behaviour corresponds to a nominal mode of operation of S, ξN , and other
behaviours correspond to a faulty mode, ξF , where Ξ is the set of possible modes
of S. A diagnosis model thus has a set E of equations, such that there is a subset
Eξ ⊆ E for each mode ξ ∈ Ξ.

We have, as before, measurements Ỹ and predictions Yφ. We assume that
we have a prior probability distribution P (Ξ) over the modes Ξ of the system.
This distribution denotes the likelihood of the failure modes of the system.

We assume a fixed diagnosis task T throughout this article, e.g., computing
the most likely diagnosis, or a deterministic multiple-fault diagnosis.

The classical definition of diagnosis is as a state estimation task, whose
objective is to identify the system mode corresponding to the state that min-
imises the residual vector, ξ∗ = argminξ∈Ξ R(Ỹ ,Yφ) Since this is a minimisation
task, we typically need to run multiple simulations over the space of parameters
and modes to compute ξ∗. We can abstract this process as performing model-
inversion, i.e., computing some ξ∗ = φ−1(x0, θ, ξ, Ũ ) that minimises R(Ỹ ,Yφ).

During this diagnostics inference task, a model φ can play two roles: (a)
simulating a behaviour to estimate R(Ỹ ,Yφ); (b) enabling the computation of
ξ∗ = φ−1(x0, θ, ξ, Ũ ). It is clear that diagnostics inference requires a model that
has good fidelity and is also computationally efficient for performing these two
roles.

We generalise that notion to incorporate inference efficiency as well as accu-
racy. We can define an inference complexity measure as C(Ỹ , φ). We can then
define our diagnosis task as jointly minimising a function g that incorporates the
accuracy (based on the residual function) and the inference complexity:

ξ∗ = argmin
ξ∈Ξ

g
(
R(Ỹ ,Yφ), C(Ỹ , φ)

)
. (1)

Here g specifies a loss or penalty function that induces a non-negative real-valued
penalty based on the lack of accuracy and computational cost.

In forward simulation, a model φ, with parameters θ, can generate multi-
ple observations Ỹ = {ỹ1, ..., ỹn}. The diagnostics task involves performing the
inverse operation on these observations. Our objective thus involves optimising
the state estimation task over a future set of observations, Ỹ = {Ỹ1, ..., Ỹn}.
Our model φ and inference algorithm A have different performance based on
Ỹi, i = 1, ..., n: for example, [5] shows that both inference-accuracy and -time
vary based on the fault cardinality. As a consequence, to compute ξ∗ we want to
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optimise the mean performance over future observations. This notion of mean
performance optimisation has been characterised using the Bayesian model selec-
tion approach, which we examine in the following section.

3 Running Example: Three-Tank Benchmark

In this paper, we use the three-tank system shown in Fig. 1 to illustrate our
approach. The three tanks are denoted as T1, T2, and T3. Each tank has the
same area A1 = A2 = A3. For i = 1, 2, 3, tank Ti has height hi, a pressure sensor
pi, and a valve Vi, i = 1, 2, 3 that controls the flow of liquid out of Ti. We assume
that gravity g = 10 and the liquid has density ρ = 1.

Fig. 1. Diagram of the three-tank system.

Tank T1 gets filled from a pipe, with measured flow q0. Using Torricelli’s law,
the model can be described by the following non-linear equations:

dh1

dt
=

1
A1

[
−κ1

√
h1 − h2 + q0

]
, (2)

dh2

dt
=

1
A2

[
κ1

√
h1 − h2 − κ2

√
h2 − h3

]
, (3)

dh3

dt
=

1
A3

[
κ2

√
h2 − h3 − κ3

√
h3

]
. (4)

In Eq. 2, the coefficient κ1 denotes a parameter that captures the product of
the cross-sectional area of the tank A1, the area of the drainage hole, a gravity-
based constant (

√
2g), and the friction/contraction factor of the hole. κ2 and κ3

can be defined analogously.
Finally, the pressure at the bottom of each tank is obtained from the height:

pi = g hi, where i is the tank index (i ∈ {1, 2, 3}).
We use the parameters κi, i = 1, 2, 3 to “diagnose” our system in term

of changes in κi, i = 1, 2, 3. Consider a physical valve R1 between T1 and T2
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that constraints the flow between the two tanks. We can say that the valve
changes proportionally the cross-sectional drainage area of q1 and hence κ1. The
diagnostic task will be to compute the true value of κ1, given p1, and from κ1

we can compute the actual position of the valve R1.
Note that this model has a total of 6 parameters, i.e., θ = {{A1, A2, A3},

{κ1, κ2, κ3}}.

Fault Model. In this article we focus on valve faults, where a valve can have a
blockage or a leak. We model this class of faults by including in Eqs. 2 to 4 an
additive parameter β, which is applied to the parameter κ, i.e., as κi(1+βi), i =
1, 2, 3, where −1 ≤ βi ≤ 1

κi
− 1, i = 1, 2, 3. β > 0 corresponds to a leak, such

that β ∈ (0, 1/κ − 1]; β < 0 corresponds to a blockage, such that β ∈ [−1, 0).
The fault equations allow faults for any combination of the valves {V1, V2, V3},
resulting in system modes Ξ = {ξN , ξ1, ξ2, ξ3, ξ12, ξ13, ξ23, ξ123}, where ξN is the
nominal mode, and ξ· is the mode where · denotes the combination of valves
(taken from a combination of {1, 2, 3}) which are faulty. This fault model has 9
parameters.

4 Model Selection Process

This section first summarizes the BMS approach, and then outlines the MBD
metrics that we adopt.

4.1 Bayesian Model Complexity

Bayesian model complexity measures whether the increased “complexity” of a
model with more parameters is justified by the data. The Bayesian approach
chooses a model φ from a set Φ of competing models such that the value of a
Bayesian criterion is maximized (or prediction uncertainty in choosing a model
structure is minimized).

Statistical model selection trades off bias (distance between the average esti-
mate and truth) and variance (spread of the estimates around the truth). The
idea is that by adding parameters to a model we obtain improvement in fit, but
at the expense of making parameter estimates “worse”’ because we have less
data (i.e., information) per parameter. In addition, the computations typically
require more time. So the key question is how to identify how complex a model
works best for a given problem.

Several metrics for evaluating model “quality” have been proposed. These
include the Deviance Information Criterion (DIC), Akaike Information Criterion
(AIC) and Bayesian Information Criterion (BIC).

DIC [14] measures the number of model parameters that the data can con-
strain: DIC = D+pD, where D is a measure of fit (expected deviance), and pD is
a complexity measure, the effective number of parameters. AIC [1,2] balances the
accuracy, L, with a penalty (2k) for the number of parameters: AIC = L(θ̂)+2k,

where θ̂ is the Maximum Likelihood Estimate (MLE) of θ and k is the number of
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parameters. BIC [12] is similar to AIC, but uses a log-based parameter penalty
klogn: BIC = −2L(θ̂) + klogn, where k is the number of estimable parameters,
and n is the sample size (number of observations).

4.2 Diagnostics Model Metrics

As mentioned earlier, we need to extend BMS to incorporate metrics that bet-
ter estimate diagnostics performance properties. In other words, we replace the
accuracy metric (e.g., L in AIC) with a diagnostics metric. This section describes
the metrics that can be applied to estimate properties of a diagnosis model. We
describe two types of metrics, dealing with accuracy (fidelity) and complexity.

Model Accuracy. Simulation accuracy concerns the ability of a model to mimic
a real system, i.e., to use a model to simulate behaviours that distinguish nominal
and faulty behaviours sufficiently well that appropriate fault isolation algorithms
can identify the correct type of fault when it occurs. As such, a diagnostics model
needs to be able to simulate behaviours for multiple modes with “appropriate”
fidelity. In contrast, diagnosis inference accuracy concerns being able to isolate
the true fault given an observation and the simulation output of a model.

Model Complexity. At present, there is no commonly-accepted definition of
model complexity, whether the model is used purely for simulation, diagnostics
or control. Several complexity definitions have been proposed, based on issues
like (a) number of variables [8], (b) model structure [11], (c) number of free
parameters [10], (d) number of parameters that the data can constrain [14],
(e) a notion of model weight [4], or (f) type and order of equations for a non-
linear dynamical model [3], where type corresponds to non-linear, linear, etc.;
e.g., order for a non-linear model is such that a k-th order system has k-th
derivates in E . In this article, we specify model complexity in terms of number k
of parameters. In future work we plan to examine a wider range of specifications.

5 Experimental Analysis

This section compares three tank benchmark models according to various model-
selection measures. We adopt as our “correct” model the non-linear model. We
will examine the fidelity and complexity trade-offs of two simpler models over a
selection of failure scenarios.

The diagnostic task computes the most-likely failure mode assignment for
valve faults, where a valve can be OK, blocked or leaking. In particular, we
estimate the true value of κ1 given p1.

5.1 Alternative Models

This section describes the two alternative models that we compare to the non-
linear model, a linear and a qualitative model.
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Linear Model. We compare the non-linear model with a linearised version. We
can perform this linearised process in a variety of ways [13].

We linearise the non-linear 3-tank model by replacing the non-linear sub-
function

√
hi − hj with the linear sub-function ηij(hi −hj), where ηij is a para-

meter (to be estimated) governing the flow between tanks i and j. The linear
model has 4 parameters, η12, η12, η23, η3. The fault model has 7 parameters,
adding to the parameters of the linear model an additive fault parameter βi

associated with each κi, i = 1, 2, 3.

Qualitative Model. We replace the non-linear sub-function
√

hi − hj with a
qualitative sub-function M+(hi−hj), where M+ is the set of reasonable functions
f such that f ′ > 0 on the interior of its domain [7].

5.2 Empirical Comparison

This section summarizes our experiments. We have compared the performance of
the three models on 10 scenarios, 5 nominal and 5 fault scenarios. The nominal
scenarios differ by the starting state x0.

We used the non-linear model to generate data for the comparison, and
used this data for the linear and qualitative models to diagnose faults. We used
the AIC and BIC metrics to compare the non-linear model against the linear
and qualitative models using pairwise comparisons. The AIC and BIC metrics
comprise two aspects: one aspect for model accuracy, and a second aspect for
penalizing model parameters. We extend the accuracy aspect (which typically
measures simulation accuracy) by using a weighted sum of two diagnostics met-
rics, as described below.

Diagnostics “Accuracy” Metrics. We use a weighted sum of the following
two metrics, denoted γ1 and γ2.

γ1: To compute a measure of diagnostics error (or loss), we use the difference
between the true fault (which is known for each simulation) and the computed
fault. We denote the true fault existing at time t using the pair (ω, t); the com-
puted fault at time t is denoted using the pair (ω̂, t̂). Hence, we define a measure
of diagnostics error over a time window [0, T ] using

γD
1 =

T∑
t=0

∑
ξ∈Ξ

|P (ω̂) − ω|, (5)

where P (ω̂) is the probability computed for diagnosis ω and Ξ is the set of failure
modes for the model.

γ2: Our second metric covers the fault latency, i.e., how quickly the model
identifies the true fault (ω, t):

γ2 = t − t̂. (6)

Table 1 summarises our results. The AIC and BIC values are such that the
lower the value, the better is the model. The data show that, as model fidelity
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decreases, the error γ1 increases significantly and the inference times γ2 decrease
modestly. From the results, we see that AIC metric identifies the non-linear
model as best, while the BIC metric indicates the qualitative model as the best.
The metric-dependence of the results is significant: BIC typically will choose
the simplest model, which AIC will choose the most accurate. Further work is
needed to examine this metric-dependence of the results, and to better align the
metrics to particular diagnostics applications.

Table 1. Data for 3-tank model, using Non-linear, Mixed, Linear and Qualitative
representations, given a fault (valve V1 at 50 %) after 25 s

γ1 γ2 AIC BIC

Non-Linear 0.97 23.7 29.45 43.7

Linear 77.43 10.57 35.76 37.55

Qualitative 304.41 9.74 43.01 29.13

6 Conclusions

This article has presented a BMS framework for evaluating the competing prop-
erties of diagnostics models. We have extended the classical BMS approach to
incorporate MBD metrics; we focused on two MBD metrics, namely diagnostics
accuracy (γ1) and computational complexity (γ2).

Using the proposed Bayesian metrics for MBD model evaluation, we con-
ducted some preliminary experiments to illustrate how these metrics may be
applied. Our data indicate that the model selected as “best” is highly metric-
dependent. This work thus constitutes a start to a full analysis of model per-
formance. We plan to extend this work by performing a more formal analysis of
modeling and model evaluation, since there is no framework in existence for this
task. Further, the experiments are only preliminary, and are meant to demon-
strate how a framework can be applied to model comparison and evaluation.

Significant work remains to be done, on a range of fronts. In particular, a
thorough empirical investigation is needs on diagnostics modeling. Second, the
real-world utility of our proposed framework needs to be determined.
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Abstract. Students’ performance prediction in distance higher education has
been widely researched over the past decades. Machine learning techniques and
especially supervised learning have been used in numerous studies to identify in
time students that are possible to fail in final exams. The identification of in case
failure as soon as possible, could lead the academic staff to develop learning
strategies aiming to improve students’ overall performance. In this paper, we
investigate the effectiveness of semi-supervised techniques in predicting stu-
dents’ performance in distance higher education. Several experiments take place
in our research comparing to the accuracy measures of familiar semi-supervised
algorithms. As far as, we are aware various researches deal with students’
performance prediction in distance learning by using machine learning tech-
niques and especially supervised methods, but none of them investigate the
effectiveness of semi-supervised algorithms. Our results confirm the advantage
of semi-supervised methods and especially the satisfactory performance of
Tri-Training algorithm.

Keywords: Distance higher education � Performance prediction �
Semi-supervised learning � Tri-training � C4.5 decision tree

1 Introduction

Nowadays, online and distance learning offer innovative educational curricula of a
similar quality as conventional universities do. Students have the potential to attend
flexible courses in accordance with their personal needs studying at their place and at
any time in a digital and interactive environment. Unfortunately, many students
attending distance courses have often family obligations and job commitments which
make difficult to complete their studies successfully.

So, it is important for tutors to identify low performance students in good time
during the academic season. The early identification of possible low performers could
lead the academic staff to develop learning strategies (seminars, extra learning material,
exercises, training tests, recurrence of basic concepts, mentoring programs, etc.) aiming
to improve students’ performance and increase retention rates [9, 19].

In this paper we examine the effectiveness of semi-supervised methods in pre-
dicting students’ success and academic performance in distance higher education.

© Springer International Publishing Switzerland 2015
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In more detail, we measure the accuracy of semi-supervised learning (SSL) techniques
in students’ performance prediction. Our experiments show that the Tri-Training
algorithm [25] is the best performer of all SSL algorithms that are included in KEEL
(an open source software environment for data mining). Furthermore, in all steps of the
experiments, Tri-Training prevails when compared to a widely known supervised
learning algorithm, such as C4.5 Decision Tree [14].

Section 2 presents a survey of machine learning techniques that have been used for
predicting students’ success and performance in higher education over the past few
years pointing the lack of studies of semi-supervised methods. In Sect. 3 there is a
shortly report of the SSL algorithms that are used in our study, while Sect. 4 provides a
description of the data set and the principle study questions. In Sect. 5 we present the
experiments that take place and the accuracy measure results of the SSL algorithms that
are used in comparison to a well known supervised algorithm. The paper concludes by
considering the challenges and novelties related to the usage of semi-supervised
methods in educational data mining.

2 Review of Data Mining Applications for Performance
Prediction

Students’ performance prediction is estimated as one the most commonly and, at the
same time, very difficult studied problem in educational data mining. The difficulty lies
in the numerous factors affecting students’ academic performance such as demo-
graphic, family, social, and many other [17]. Various researches deal with students’
performance prediction in distance learning by using machine learning techniques.
These researches examine the effectiveness of several supervised techniques such as
classification and regression for predicting students’ performance. Moreover, they
study the impact of the attributes influencing students’ academic progress.

Kotsiantis et al. [8] study the accuracy of six common machine learning algorithms
for predicting students’ performance in a distance higher education course of the
Hellenic Open University. These algorithms are Naive Bayes (NB), C4.5 Decision
Tree, Back Propagation (BP), Sequential Minimal Optimization (SMO), 3-NN classi-
fication algorithm and Logistic Regression. Their study shows that NB algorithm is the
most accurate for predicting students’ performance. It scores 62.95 % accuracy using
only the demographic data and reaches 82.14 % before the final exams as new attri-
butes are added on gradually [8].

Kovacic [9] explores the impact of social, demographic and academic variables in
the performance of students in the “Information Systems” course at the Open Poly-
technic of New Zealand. He uses three classification tree models, namely CHAID,
exhaustive CHAID and CART in order to identify the variables that influence students’
performance and calculate the probability of success for a new student. Ethnicity,
course program and course block are the most influential factors that impact students
outcome in his research. In addition, CART tree is giving better results than the others
recording an overall accuracy measure of 60.5 % [9].

Mashiloane and Mchunu [10] study the performance of three well known classi-
fication algorithms, namely J48 Decision Tree, Naïve Bayes and Decision Table, for
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predicting first year students’ failure in the School of Computer Science at the Uni-
versity of Witwatersrand. Student data from recent years were used for the training
phase identifying J48 classifier algorithm as the best performer. In the testing phase,
92 % of the instances were predicted correctly, indicating that decision trees can be a
powerful tool in predicting very precisely first year students’ performance from the
middle of the academic year [10].

Kabakchieva [7] investigates the effectiveness of several classification algorithms to
classify the students of three universities into five output classes, taking into account of
the pre-university characteristics. These classifiers are C4.5 Decision Tree, Naive
Bayes and BayesNet, OneR and JRip rule learners and a Nearest Neighbor algorithm
(IBk) from WEKA Explorer. The results show that C4.5 is the best classifier, while the
Bayes classifiers are less accurate than the others. Additionally, she concludes that the
prediction rates of all algorithms are not very significant [7].

Romero et al. [17] examine the use of several data mining techniques for predicting
students’ final performance from participation in on-line discussion forums. Taking
into account of their active involvement and daily usage in a Moodle forum they try to
predict whether a student is going to pass or fail the course in the final exams. Instead
of traditional classification algorithms, they propose a classification via clustering
method to improve the prediction of first-year students’ performance. In accordance
with this method, clustering algorithms generate two clusters for predicting the two
outcome classes (pass or fail). The algorithms that are used are EM (Expectation
Maximization), Hierarchical Cluster, sIB (sequential Information Bottleneck), Sim-
pleKMeans, Xmeans and FarthestFirst and are provided by Weka. The results show
that EM is the best performer, while at the same time attributes related to the subjects of
the course give better results than the whole data set [17].

Huang and Fang [6] investigate the effectiveness of four mathematical models in
predicting student academic performance in an engineering dynamics course. These
models are multiple linear regression, multilayer perception network, radial basis
function network and support vector machine. Experiments based on 323 undergrad-
uate students reveal that there is no outstanding difference in prediction accuracy
measure of the four models, with a rate between 89.6 and 90.1 % [6].

It is clear that several machine learning techniques (classification, regression, decision
trees, clustering, etc.) have been used for predicting students’ performance and progress
in distance higher education. As far as, we are aware none of them investigate the
effectiveness of semi-supervised methods in students’ academic performance. Since SSL
is at the core of machine learning recently, we explore if the usage of SSL algorithms
could be useful for predicting students’ performance in distance higher education.

3 Semi-supervised Techniques

Machine learning has already been the focus of attention in the field of computer
science and information technology. Data analysis is more essential now than ever due
to the increasing amounts of data which we are being overwhelmed with on a daily
basis. There are mainly three basic and commonly used types of machine learning:
supervised, unsupervised and semi-supervised learning.
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In supervised learning the training data set consists only of labeled data. During the
learning process, a function f is trained with the goal to predict the labels on future
unseen data. Classification or pattern recognition and regression are the two primarily
supervised problems depending on the nature of the function f, particularly classifi-
cation for discrete function and regression for continuous [12].

Unsupervised learning tries to find interesting and regular patterns on unlabeled
data without human intervention. The training set consists of unlabeled data and there
is no teacher to provide help to recognize these patterns. Clustering, novelty detection
and dimensionality reduction are some common supervised methods [23].

Today, there is a multitude of large amounts of data, especially data stored in
universities databases and are often related to students academic progress. Unfortu-
nately, extracting and labeling educational data is difficult as it requires a lot of time,
many experts and it is too expensive. SSL exploits that lack of labeled data by using
unlabeled data. It is a mixture of supervised and unsupervised learning processes which
seeks to achieve better results with fewer labeled examples [23]. In SSL the training
data set consists of both labeled and unlabeled data. So, students’ data of the previous
years may be used from tutors as the training set, while a new group of students could
be used as the testing set for the prediction of their performance.

Co-Training [2], Self-Training [21], Democratic Co-Training [24], Tri-Training
[25], Tri-Training with Editing [4], RASCO [20] and Rel-RASCO [22] are very
familiar semi-supervised techniques that have been used effectively in many scientific
fields with stunning results.

Co-Training algorithm works under the condition that each instance of the data set
can be described using two distinct and sufficient for learning views. Two learning
algorithms are trained, one per view, and the highest confident predictions of each
algorithm are used to augment the training sample of the other in an iterative process
until all unlabeled instances are labeled [2]. The classification accuracy of Co-Training
depends on the existence of two views of each example and the cooperation of the two
learning algorithms during the Co-Training procedure.

Self-Training is an iterative procedure of self-labeling unlabeled data. According to
Cardie and Ng (2003) “self-training is a single-view weakly supervised algorithm” [3].
Labeled data set is augmented gradually using a classifier trained on its own most
confident predictions. The classifier can be a k-Nearest Neighbor (kNN) algorithm, a
C4.5 decision tree algorithm, a Naive Bayes (NB) algorithm or a very complicated one.
The procedure is being repeated for several times until all the examples are labeled
[11]. Self-Training is a very simple method that does not require partitioning the
features of instances into two distinct subsets. However, mistakes on the early stages of
labeling may generate inaccurately labeled data [23].

Democratic Co-Training algorithm uses different learning algorithms to train a set
of classifiers. These classifiers predict the labels on unlabeled data. Unlabeled data are
added gradually to the training set of the classifiers that are not in compliance with the
predicted labels and the process is repeated until all are labeled [24].

Tri-Training algorithm is an extension of Co-Training algorithm that uses three
classifiers to label unlabeled examples. Each classifier labels an unlabeled example
under the agreement of the other two and the process is repeated until all examples are
finally being labeled. Its simplicity and efficiency is notable since it does not require
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two distinct subsets of views as the Co-Training algorithm. Experiments show that
Tri-Training outperforms Self-Training and Co-Training [25].

De-Tri-Training is a combination of Tri-Training algorithm and Nearest Neighbor
Rule based data editing technique. The algorithm is seeking to improve Tri-Training by
eliminating incorrect classifications and detecting noisy data. Using data editing
techniques to identify and reduce incorrectly labeled data Tri-Training with Editing
intends to improve the quality of Tri-Training labeling procedure [4].

RASCO (Random Subspace for Co-training) algorithm is an extension of the
Co-Training algorithm to multiple views (subspaces) of the feature space. Different
classifiers are trained in random subspaces by using co-learning, under the assumption
that they are usually sensitive to different features. In this way, the classifiers com-
plement each other finding different patterns in the data set [20]. For example, there are
35 4-dimension subspaces of a 7-dimension feature space, which means that 35 clas-
sifiers are trained leading to better results than Co-Training.

Rel-RASCO algorithm is a mixture of RASCO and semi-supervised ensemble
learning. Random subspaces are being selected so as the features in each subspace are
closely being related as possible. This is done by using feature probabilities propor-
tional to relevance scores. In comparison with RASCO, it seems to achieve the same
accuracy with fewer classifiers [22].

4 Study Questions and Data Description

The main question of this study is the possibility to predict students’ performance in
distance higher education with a satisfactory accuracy using semi-supervised tech-
niques. The outcome attribute “Final” is whether the student is going to pass or fail the
course in the final exams. Our mainly study sub-questions are three.

1. Which SSL algorithm produces more accurate predictions?
2. How SSL algorithms perform in comparison to familiar supervised techniques?
3. How early can we predict students’ performance during the academic season?

For the purpose of our study, we used a data set of 344 students attending the
twelve course module “Computer Science” of the Hellenic Open University (HOU).
Each module, such as “Introduction to Informatics” requires the submission of four
written assignments, four optional face to face sessions and the final examination.
Students may participate in the final examination if they have successfully completed
their written assignments and their success requires a grade greater than or equal to five
(on a scale of one to ten) in the final examination. Each instance in the data set is
characterized by the values of 16 attributes (Table 1).

The first seven attributes are related with student’s demographic data and general
information such as gender, age, domestic, children, working time, computer knowl-
edge and occupation, and are also being referred as time-invariant attributes. It should
be noted that they form the core of several studies in student retention and performance
prediction in universities and distance higher learning. Moreover, many studies have
shown that such attributes have a material impact in students’ success in distance
higher education [13]. The next eight time-variant attributes refer to the students’

Predicting Student Performance in Distance Higher Education 263



performance on the four written assignments (TEST1, TEST2, TEST3, TEST4) and
their presence or absence in the four optional contact sessions with academic staff
(OCS1, OCS2, OCS3, OCS4). These attributes are being added gradually during the
academic year and are the influential attributes in students’ performance prediction as
explained in detail in the next session. Grades in written assignments range from −1 to
10 (−1 corresponds to no submission of the written assignment). Presence or absence in
contact sessions corresponds to values 1 and 0 respectively.

5 Experiments Sequence and Results

For the purpose of our study the data set has been partitioned into ten subsets of equal
size, using the 10-fold cross validation procedure provided by KEEL. After splitting the
data set, each one of the training sets is divided randomly into two parts of 10 %
labeled data and 90 % of unlabeled data. Our experiments were conducted in two
distinct parts of five consecutive steps each one.

The scope of our study is to evaluate the performance of SSL algorithms that are
being included in KEEL, namely Self-Training, Democratic, De-Tri-Training,
Tri-Training, Co-Training, RASCO and Rel-RASCO in comparison to a well known
supervised algorithm, such as C4.5 Decision Tree. So, we measure the accuracy of the
above algorithms in each step of the experiments. Accuracy is the percentage of cor-
rectly predicted instances and is being defined as follows:

ACCURACY ¼ TPþ TN
n

100%

Table 1. Description of the attributes

Attribute Type Values Description

Gender Nominal
(binary)

Male,
female

Student’s gender

Age Integer [24, 32] Student’s age
Domestic Nominal

(binary)
Single,
married

Student’s domestic

Children Integer [0, 4] Number of children
Work Integer [0, 3] Working time
ComputKnowledge Nominal

(binary)
Yes, no Computer knowledge

ComputerJob Integer [0, 2] Job relation to computers usage
OCSi, i = 1, 2, 3, 4 Integer [0, 1] Absence/presence in the i-th optional

contact session
TESTi, i = 1, 2, 3, 4 Real [−1, 10] Grade of the i-th written assignment
Final Nominal

(binary)
Pass, fail Final estimation
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• TP: a student that pass classified as pass,
• TN: a student that fail classified as fail
• n: number of instances (students).

The 1st step includes all time-invariant attributes related to student’s demographic
data and the output attribute. In the 2nd step, attributes OCS1 and TEST1 are being
added to the previous attributes. The 3rd step includes the attributes of the previous step
and the attributes OCS2 and TEST2 of the second optional contact session and written
assignment. In the 4th step the attributes OCS3, TEST3 are being added and the last 5th

step includes all the attributes of the data set.
The accuracy performance of the SSL algorithms in the first part of the experiments

is detailed in Table 2 for all the steps of our experiments. As Table 2 shows,
Co-Training (NN), Rel-RASCO (NN), Rel-RASCO (NB), Co-Training (C4.5) and
Tri-Training (NN) algorithms appear to be superior in the first step based only on
demographic data with an accuracy measure around 58 %. In the final step the
Democratic algorithm accuracy exceeds 81 %, while Rel-RASCO (NB) algorithm

Table 2. The accuracy (%) of SSL algorithms

1st step 2nd step 3rd step 4th step 5th step Overall

Self-Training (C4.5) 55.52 60.80 69.76 79.39 76.18 68.33
Self-Training (NN) 57.24 58.70 63.36 69.46 71.55 64.06
Self-Training (NB) 47.69 51.76 66.60 75.60 77.67 63.86
Self-Training (SMO) 53.81 58.43 69.17 73.82 78.24 66.69
De-Tri-Training (C4.5) 54.06 58.72 66.04 73.59 77.65 66.01
De-Tri-Training (NN) 56.06 54.92 68.03 75.07 77.96 66.40
De-Tri-Training (NB) 57.26 59.35 73.55 73.87 77.40 68.28
De-Tri-Training (SMO) 57.23 57.51 69.50 73.89 79.97 67.62
Tri-Training (C4.5) 57.24 61.66 70.34 77.06 79.68 69.19
Tri-Training (NN) 57.53 56.63 66.57 70.89 72.41 64.08
Tri-Training (NB) 53.76 59.05 73.27 78.55 72.41 67.41
Tri-Training (SMO) 56.95 56.10 68.05 72.11 75.62 65.77
Co-Training (C4.5) 57.55 57.61 69.46 73.55 79.09 67.45
Co-Training (NN) 58.11 59.89 68.03 72.98 73.27 66.46
Co-Training (NB) 54.35 53.50 72.10 77.66 79.70 67.46
Co-Training (SMO) 52.29 58.14 66.52 73.82 74.43 65.04
Rel-RASCO (C4.5) 57.27 58.41 70.03 71.54 73.84 66.22
Rel-RASCO (NN) 57.86 57.00 60.79 66.33 65.99 61.59
Rel-RASCO (NB) 57.57 55.55 75.60 74.50 80.61 68.77
Rel-RASCO (SMO) 55.21 62.25 63.69 69.22 66.89 63.45
RASCO (C4.5) 56.98 56.67 67.16 70.07 68.68 63.91
RASCO (NN) 56.98 59.00 63.10 64.60 63.70 61.48
RASCO (NB) 52.00 59.31 69.82 78.26 79.42 67.76
RASCO (SMO) 54.73 58.14 65.95 70.62 74.20 64.73
Democratic 57.27 55.48 69.48 77.66 81.18 68.21
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reaches 80.61 %. Moreover, there is a marked increase of accuracy measure for all
algorithms in the 3rd step by adding OCS2 and TEST2 attributes.

The best overall average performance in our 5-step experiments for the particular
data set is obtained by Tri-Training algorithm with a C4.5 Decision Tree base classifier
(69.19 %), as also confirmed by the Friedman test results [5] that are being presented in
Table 3.

So, we chose Tri-Training algorithm to compare with a supervised algorithm that is
being included also in KEEL, in particular the C4.5 Decision Tree algorithm. Classi-
fication trees are a common and simple way to figurate the instances structure of a data
set and consist of nodes and edges. Each node corresponds to an attribute and each
branch is being labeled with its relevant values [15]. The root of the tree is a node that
has no incoming edges, while nodes with no outgoing edges are called leafs. Instances
are classified into a predefined set of classes in accordance to the values of their
attributes from the root of the tree down to a leaf. A widely used algorithm that
produces a decision tree is C4.5 algorithm introduced by Quinlan [14, 16]. The attribute
that best splits data set into subsets is the root of the tree and a quantitative measure of

Table 3. Average ranking of SSL algorithms (Friedman)

Tri-Training (C4.5) 5.5

Rel-RASCO (NB) 7.2
De-Tri-Training (NB) 7.6
Self-Training (C4.5) 8.2
Democratic 8.8
RASCO (NB) 9.2
De-Tri-Training (SMO) 9.8
Co-Training (C4.5) 10.4
Co-Training (NN) 10.7
Tri-Training (NB) 10.7
Co-Training (NB) 11.1
Rel-RASCO (C4.5) 11.9
Self-Training (SMO) 12.9
De-Tri-Training (NN) 13.7
De-Tri-Training (C4.5) 14.8
Tri-Training (SMO) 15.6
Tri-Training (NN) 16.1
Co-Training (SMO) 16.6
Self-Training (NB) 16.8
Self-Training (NN) 17.1
Rel-RASCO (SMO) 17.0
RASCO (SMO) 17.7
RASCO (C4.5) 17.9
Rel-RASCO (NN) 18.4
RASCO (NN) 18.9
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such an attribute is “information gain” [18]. Then, the splitting procedure is being
repeated in the same way until the data set is finally separated into subsets of the same
class [1].

During the second part of our experiments we compare the accuracy and specificity
measures of the algorithms. Specificity is the percentage of student that failed and
classified correctly and is being defined as follows:

SPECIFICITY ¼ TN
TN þ FP

100%

• TN: a student that fail classified as fail
• FP: a student that fail classified as pass
• TN + FP: number of students that fail in true.

The results of our new 5-steps experiments are reflected in Table 4 (accuracy %)
and Table 5 (specificity %).

The results indicate that a good predictive accuracy can be achieved with
Tri-Training algorithm in comparison to a well known supervised learning algorithm,
such as C4.5 Decision Tree. C4.5 reaches 55.77 % accuracy in the 1st step, while
Tri-Training reaches 57.24 %. In the final step, C4.5 reaches 78.50 % accuracy, while
Tri-training reaches 79.68 %. With regard to the specificity, Tri-Training algorithm
scores 79.37 % in the final step, while C4.5 Decision Tree scores 73.37 %.

In the matter of attributes impact in algorithms accuracy OCS2, TEST2, OCS3 and
TEST3 are the influential attributes in student performance prediction as it reflected in
Table 4 (3rd and 4th step respectively). In addition, the prediction of Tri-Training
algorithm in correctly classifying students that fail is outstanding, as specificity ranges
from 75.13 to 80.95 %.

For the purpose of our study we developed a web-based tool that can predict the
performance of an individual student according to the values of the above mentioned
attributes using SSL techniques (Fig. 1). The first column refers to demographic and
job information, while the second one refers to student’s performance in written
assignments and optional contact sessions.

Table 4. Accuracy (%) results

1st step 2nd step 3rd step 4th step 5th step

C4.5 55.77 56.14 66.52 76.76 78.5
Tri-Training (C4.5) 57.24 61.66 70.34 77.06 79.68

Table 5. Specificity (%) results

1st step 2nd step 3rd step 4th step 5th step

C4.5 82.01 62.43 77.78 77.78 73.54
Tri-Training (C4.5) 77.78 75.13 80.95 78.84 79.37
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6 Conclusions

In this study we explore the performance of various SSL algorithms to predict students’
success in distance higher education. Identifying low performance students as soon as
possible could lead the academic staff to develop learning strategies in accordance with
students’ personal needs and specificities. The main question of this study is the
possibility to predict students’ performance (pass or fail) in distance higher education
with a satisfactory accuracy using semi-supervised techniques.

In our experiments we have concentrated on semi-supervised methods comparing
and evaluating the accuracy measures in an educational data set provided by the HOU.
Our main sub-questions are three. Which SSL algorithm produces more accurate
predictions? How SSL algorithms perform in comparison to familiar supervised
techniques? How early can we predict students’ performance during the academic year?

According to the accuracy results, it can be clearly observed that several SSL
algorithms score a predictive accuracy around 58 % in the first step based on
time-invariant attributes. In the final step Democratic algorithm exceeds 81 %, while
De-Tri-Training (SMO), Tri-Training (C4.5), Co-Training (C4.5), Co-Training (NB),
Rel-RASCO (NB) and RASCO (NB) algorithms reach almost 80 % accuracy. In the
case of accuracy overall performance, Tri-Training multi-classifier algorithm with a
C4.5 base classifier performs better than the rest of SSL algorithms. Its overall accuracy
is 69.19 % ranging from 57.24 % at the start of the academic year and is increased
continuously as new curriculum data are added reaching 79.68 % at the end of the
academic year. Moreover, it is clearly observed that Tri-Training performs much better
than C4.5 Decision Tree. It is also worth noting that C4.5 specificity measure is
constantly decreasing and rates between 82.01 at the 1st step and 62.43 % in the 2nd

step, while Tri-Training specificity measure ranges from 75.13 to 80.95 %. In the

Fig. 1. Screenshot of the web-based tool

268 G. Kostopoulos et al.



matter of attributes impact in algorithms accuracy OCS2, TEST2, OCS3 and TEST3 are
the influential attributes in students’ performance prediction. Especially, OCS2 and
TEST2 trigger a substantial increase in accuracy measure (from 61.66 to 70.34 % for
Tri-Training) underlying their impact. So, tutors may predict possible failure of students
before the middle of the academic year providing extra support to low performers.

This study is an initial step of SSL algorithms implementation for predicting stu-
dents’ performance in distance higher education. The experimental results are quite
encouraging, compared with a well known supervised method. We consider that further
experiments are needed to predict with a great precision, not only the performance but
also the grades of students in the final exams by examining the attributes and other
criteria that significantly influence the performance and the quality of the prediction.
Furthermore, we must carefully compare supervised methods with semi-supervised not
only from the point of view of the accuracy of the results, but also from the point of
view of the cost of data labeling. SSL is the appropriate tool for this, since it uses much
less labeled data.
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Abstract. Recommender systems in location-based social networks
(LBSNs), such as Facebook Places and Foursquare, have focused on
recommending friends or locations to registered users by combin-
ing information derived from explicit (i.e. friendship network) and
implicit (i.e. user-item rating network, user-location network, etc.) sub-
networks. However, previous’s work models were static, failing to capture
adequately user preferences as they change over time. In this paper,
we provide a novel recommendation method by incorporating the time
dimension into our model through an auxiliary artificial node (i.e. ses-
sion). In particular, we construct a hybrid tripartite (i.e., user, location,
session) graph, which incorporates 7 different unipartite and bipartite
graphs. Then, we run on it the well known Random Walk with Restart
(RWR) algorithm, which randomly propagate through the network struc-
ture which has 7 differently weighted edge types (i.e., user-location,
user-session, user-user, etc.) among its entities. We evaluate experimen-
tally how RWR improve the procession of the recommendations during
different time-windows against one state-of-the-art algorithm over the
GeoSocialRec and the Foursquare datasets.

Keywords: Algorithms · Link prediction · Location recommendation ·
Social networks

1 Introduction

Users utilize location-based social networks (LBSNs) to share their location with
their friends, by incorporating in their posts the longitude and latitude infor-
mation of their location. In LBSNs, users explicitly build a friendship network
by adding each other as friends. In addition, users form implicit sub-networks
through their daily interactions, like commenting on same posts or rating simi-
larly same products/services in places they have co-visited.

Previous works have focused on recommending friends or locations [5,11] to
users by combining information derived from multi-modal and heterogeneous
explicit and implicit networks. In particular, there has been extensive research
in this area, which mainly focuses on information derived from users’ interaction
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 271–284, 2015.
DOI: 10.1007/978-3-319-23781-7 22
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with locations over user-location bipartite network ties. However, such models
are static, failing to capture adequately users’ preferences as they change over
time. That is, time is an important factor in LBNSs, which affects the accuracy
of recommendations. For example, users periodically perform daily activities in
specific locations (e.g. home, work, etc.).

To incorporate the time dimension into their model, Xiang et al. [12] pro-
posed the construction of tripartite graphs (i.e., users, locations, sessions) known
as Session-based Temporal Graph (STG). But, STG graph do not incorporate
edges among nodes of the same set, i.e. failing to exploit information from all
three unipartite networks (user-user, location-location and session-session). For
instance, STG do not have links among user nodes. But, intuitively friends tend
to visit similar locations at close time points, which means that friendship links
could leverage the accuracy of location recommendations. A second problem
of STG stems from their own structure. That is, STG do not connect directly
users either with locations or sessions, which results to lower recommendation
accuracy when data (i.e., session/location nodes) are sparse.

In this paper, we provide recommendations based on a Heterogeneous Spatio-
Temporal graph (HST graph) by incorporating time dimension into our model.
To build this HST graph, we create a new type of an artificial node, denoted
as session node, which is associated with the co-location of two or more users
in a location at a specific time period. Our HST graph incorporates 7 different
unipartite or bipartite graphs, which makes it more informative in comparison
to STG. Moreover, we follow a star-schema structure, where users are directly
connected with locations and sessions. This structure can be more resistant in
cases of sparsity (e.g. when there are not enough session nodes as a result of the
fact that users check-into locations at different time periods).

Based on our HST graph that incorporates user, location and session nodes,
we run the well known Random Walk with Restart algorithm (RWR) to provide
spatio-temporal recommendations. RWR has properties, which can adequately
capture the notion of user-user similarity or the user-location relevance in our
HST graph. That is, social drivers which influence the ties formation in commu-
nities like homophily, social influence, common friendship, etc. are incorporated
by nature in RWR algorithm, as it will be shown later.

The contributions of this paper are summarized as follows: (i) We propose the
construction of HST graph, which is a tripartite graph that consists of 3-disjoint
sets of nodes (i.e. sessions, users, locations), and incorporates edges among nodes
of the same set, including also three unipartite graphs (ii) We use the Random
Walk with Restart algorithm (RWR) on this new graph to examine how spatial
and temporal features can leverage the recommendations according to proximity
and time distance. (iii) We have compared our method with one state-of-the-art
algorithm over two real world datasets.

The rest of this paper is organized as follows. Section 2 summarizes the related
work, whereas Sect. 3 describes the construction of our HST graph, its edge
weighting and our proposed algorithm. Experimental results are given in Sect. 4.
Finally, Sect. 5 concludes this paper.
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2 Related Work

Time is a crucial factor in LBSNs, since it could leverage the accuracy of friend,
location and activity recommendations. Recently, Yuan et al. [14] exploited
spatio-temporal characteristics of POIs by using a unified framework consist-
ing of spatial and temporal dimensions.

Gao et al. [2] proposed the Location Recommendation with Temporal effects
(LRT) algorithm. They argue that time dimension is crucial in recommendation
and introduce a framework to make time-aware recommendations. In the same
direction, a time-aware method was proposed by Marinho et al. [6] to improve
location recommendations in LBSNs. Ho et al. [4] extract spatio-temporal infor-
mation for future events from news articles. Furthermore, Raymond et al. [8] pro-
posed a method to provide location recommendations for users that use buses.
Their method is based on users’ location histories and spatio-temporal correla-
tions among the locations. By combining collaborative filtering algorithms with
link propagation, they are able to predict origins, destinations and arrival times
of buses.

The creation of artificial session nodes has been originally proposed by Xiang
et al. [12], who designed a framework that models users’ long-term and short-
term preferences over time. Their model is based on a Session-based Tempo-
ral Graph (STG), which incorporates user, location and session information. In
addition, Xiang et al. [12] proposed a novel recommendation algorithm named
Injected Preference Fusion (IPF) and extended the personalized Random Walk
for temporal recommendation.

Assume that, there are 2 users, 4 locations and 3 session nodes. User U1
has visited locations L1, L2 and L3, whereas user U2 has visited locations L3
and L4. Notice also that locations L1 and L2 are linked to Session 1 node. This
means, both locations (L1 and L2) were co-visited by U1 at the same period
T1 (e.g. during the morning of Thursday 19 September 2013). Based on the
aforementioned graph, the user-location bipartite graph denotes the long term
preferences of a user, whereas the location-session bipartite graph denotes the
short term preferences of a user.

Our work is inspired by the work of Xiang et al. [12]. However, our HST
graph has two main differences in comparison with STG. Firstly, in our case we
create session nodes that connect users and not locations. That is, user nodes
are the heart of a star schema graph and, thus, they are connected with direct
links with both location and session nodes. The second difference is the graph
structure per se. It is not only a 3-partite graph that consists of 3-disjoint sets
of nodes (i.e. sessions, users, locations). In contrast, it incorporates also edges
among nodes of the same set, i.e. three unipartite graphs, which makes it even
richer in information.

3 Background and Preliminaries

In this section, we introduce the most important notations with the necessary
definitions and a motivating example depicted in Fig. 1. Also, we provide an
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Fig. 1. Latent relations among time, users, locations dimensions of an LBSN and the
generated k-partite graphs

analytical description of the basic entities that interact in a LBSN, i.e. users,
locations, and time dimension and discuss the information types that can be
extracted from the connections among them. Figure 1 shows the relations among
the aforementioned entities. As shown in Fig. 1, we have 3 layers (one layer for
each entity) and 5 users who have visited some places. For each visit we keep the
time of the user’s check-in. As also shown in Fig. 1, there are 7 graphs of different
participating entities (i.e. three unipartite, three bipartite and one tripartite).
On the right side of Fig. 1, we can see the 3 generated unipartite graphs (Time-
Time graph, User-User graph, and Location-Location graph). On the left side
of Fig. 1, we observe 3 bipartite graphs (User-Time graph, User-Location graph,
and Location-Time graph). Finally, on top of Fig. 1, we can see the tripartite
graph (Time-User-Location graph).

It is necessary to emphasize that the above graph is not a k-partite graph,
since there can exist also edges among nodes of the same set (e.g. an edge between
a user and another user, i.e. friendship). We denote this special case of a graph
henceforth, as hybrid k-partite graph because it is a k-partite graph that consists
of k-disjoint sets of nodes (i.e. time, users, locations), incorporating edges among
nodes of the same set as well.

As depicted in Fig. 1, our data are in the form of 〈time, user, location〉
triplets, which are usually modeled by a tripartite graph or a tensor. However,
if we had to use a tripartite graph or a tensor for capturing the time dimension
as well, then we should create a new node for each different timestamp. This
would create a huge tensor or a temporal graph with an enormous number of
time nodes creating severe noise in the model.

Based on the above considerations, we choose to create a new type of an
artificial node, denoted as session node, which is associated with the co-location
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of two or more users in a location at a specific time period. This co-location
of two or more users reflects their interest for a place at a specific time. For
example, two users can visit a music band at a bar every Thursday night. Thus,
the possibility of having both common music interests is very high. That is, two
users who visit a location at a common time period have a higher possibility
to become friends than those users who visit a location but not on the same
timestamp.

To create a new session node, in the same direction as [12], we transform
the 〈user, location, time〉 into 〈user, location〉 and 〈user, session〉 by dividing
the time into discrete intervals (bins). Then, we associate each bin with corre-
sponding users who visited a place at the same time slot. Notice that a session
node combines a number of users, with a location at a specific time interval. The
length of a session can last from one hour, to six hours, or even one day etc.
Based on the 〈user, location〉 and 〈user, session〉 we create our temporal graph,
i.e. HST graph.

3.1 Session Node Extraction

Users may visit locations all day long. The huge amount of these check-ins,
prevent us from understanding their trends and their likes, without before pre-
processing the time dimension of this information. To have an abstract and
thorough understanding of the users’ behavior, we create artificial session nodes
based on SQL statements. For our running example, let’s assume that we create
a table, which holds information about users, locations, and the time of their
check-ins.

We extract the artificial session nodes, by using an SQL statement as shown
in SQL Statement 1. This SQL statement finds co-locations between two or more
users during the same time period, i.e. a session. In our running example, we set
the time window for a co-location of two or more users equal to 6 hours. It is
obvious that we can also use other lengths of a session’s time window (i.e. we
can split time into bins of an hour, a day, a month or a year, depending on the
desired session for extraction).

Sql Statement 1. SQL query for session nodes extraction
SELECT A.userID, B.userID, A.Locationid

FROM ultime as A,ultime as B

WHERE A.LocationID = B.LocationID AND A.userID <> B.userID AND

(DATEDIFF(HOUR, A.tmp, B.tmp) / 24=0) AND (DATEDIFF(HOUR, A.tmp,

B.tmp) \% 24 between 0 and 6)

3.2 Constructing the Heterogeneous Spatio-Temporal Graph

We define a hybrid 3-partite graph as G(S,U ,L, E(US), E(SU), E(UL), E(LU), E(SS),
E(UU), E(LL)), which consists of 3-disjoint sets of nodes (S for session, U for user,
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L for location). G is called “hybrid” because it has also edges among nodes
of the same set. Similarly, there are edges among sessions and edges among
locations. E(US) represents the edges between nodes in U and S. Vice versa,
E(SU) represents edges between nodes in S and U . E(UL) represents edges between
nodes in U and L, whereas on the other hand E(LU) represents edges between
the nodes in L and U . E(SS) represents the edge set linking the nodes in S.
E(UU) represents the edge set linking the nodes in U . Finally, E(LL) represents
the edge set linking the nodes in L. For clarity, in Table 1 we provide a list of all
used symbols notations and descriptions. We assume that graph G is directed
and weighted. We also assume that graph G may have multiple edges connecting
two nodes s and u.

3.3 Edge Weighting

In this section, we define the weights between nodes in our HST graph. By incor-
porating the artificial session nodes into our HST graph, we have the following 7
types of edges, which have to be weighted differently: (a) an edge from a session

Table 1. Symbols notations and descriptions

Symbol Description

S Set of sessions, S = {s1, s2, ..., sn}
Su Set of sessions a user participated

Sl Set of sessions a location shown

s, s′ Some sessions

U Set of users, U = {u1, u2, ..., un}
Uu Set of users who are friends with user u

Us Set of users who participated in a session s

Ul Set of users who visited a location l

u, u′ Some users

L Set of locations, L = {l1, l2, ..., ln}
Lu Set of locations visited by a user u

l, l′ Some locations

dl,l′ Distance between locations l and l′

E(US) Set of edges linking nodes of U to nodes of S

E(SU) Set of edges linking nodes of S to nodes of U

E(UL) Set of edges linking nodes of U to nodes of L

E(LU) Set of edges linking nodes of L to nodes of U

E(SS) Set of edges linking the nodes of S

E(UU) Set of edges linking the nodes of U

E(LL) Set of edges linking the nodes of L
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node s to a user node u, (b) an edge from a user u to a session s, (c) an edge
from a user u to a location l, (d) an edge from location l to a user u, (e) an
edge from a user u to another user u′, (f) an edge from a location l to another
location l′, and (g) an edge from a session s to another session s′.

In the following, we define the edge weights for the 7 different edge types,
starting from the edges of the bipartite graphs (session-user and user-location).
Firstly, we set the weight w(s, u) of the edge from a session node s to a user
node u as:

w(s, u) =
1

|Us| , (1)

where (|Us|) is the number of users who participated in a session s. Notice that
we weight differently an edge that starts from a user u and ends to a session s.
Specifically, w(u, s) is:

w(u, s) =
1

|Su| , (2)

where |Su| is the number of sessions in which a user u has participated. That
is, the probability of a user to join a session is equally divided on all sessions he
has participated.

Next, we define the edge weight w(u, l) of the edge from a user node u to a
location node l as:

w(u, l) =
nu,l∑

∀l∈L

nu,l

, (3)

where nu,l is the number of times a user u visited a location l and
∑

∀l∈L nu,l

is the total number of check-ins in all locations by user u. For define the edge
weight w(l, u), that starts from location l and ends at a user u as:

w(l, u) =
nl,u∑

∀u∈U

nl,u

, (4)

where the nl,u is the number of times a location l is visited by a user u and∑
∀u∈U nl,u is the total number of check-ins of all users in location l.
We proceed with the edge weighting of the unipartite graphs (user-user,

location-location, session-session). First, the edge weight w(u, u′) between two
user nodes u and u′ is defined as the fraction of 1 to the number of users (Uu),
who are friends with a user u:

w(u, u′) =
1

|Uu| , (5)

The edge weight between two location nodes l and l′ is defined as:

w(l, l′) =

⎛
⎜⎜⎝1 − (geodistl,l′)∑

∀l,l′∈L

(geodistl,l′)

⎞
⎟⎟⎠ , (6)
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In this case, we set as link weight the geographical distance between two location
nodes l and l′. To obtain all weights, we calculate the distance between all pairs
of locations.

Finally, for the edge weighting between two session nodes s and s′, we take
under consideration both the location and the time dimensions of each session
nodes after normalizing both dimensions, by using the following equation:

w(s, s′) =

⎛
⎜⎜⎝1 − (geodists,s′∑

∀s,s′∈S

(geodists,s′)
)

⎞
⎟⎟⎠ +

⎛
⎜⎜⎝1 − (timediffs,s′)∑

∀s,s′∈S

(timediffs,s′)

⎞
⎟⎟⎠ , (7)

where geodists,s′ and timediffs,s′ are the geographical distance and the time
difference between two session nodes s and s′, respectively.

3.4 Construction of the Transition Probability Matrix

Random walk processes on graphs have been extensively used in social network
analysis [7,13]. To apply a random walk on a heterogeneous spatio-temporal
graph, we have to construct a transition probability P matrix to configure and
set all transition probabilities among the nodes of our HST graph. To represent
all possible transitions on the HST graph, the size of the P matrix should be
(|S| + |U| + |L|) × (|S| + |U| + |L|). By combining Eqs. 1–7, we compute the
transition probability matrix P which comprises of several sub-matrices that
correspond to our HST graph, as follows:

P =

⎡
⎣

SS SU 0
US UU UL
0 LU LL

⎤
⎦ (8)

where SS is a |S|×|S| sub-matrix representing the transition probability between
session nodes to session nodes, as defined in Eq. 7. UU is a |U| × |U| sub-matrix,
which is not symmetric because transition probabilities between two user nodes
are defined based on the number of neighbors of each user node (see Eq. 5). LL
is a |L| × |L| sub-matrix representing the transition probability from location
nodes to location nodes, as defined in Eq. 6. US sub-matrix holds the tran-
sition probabilities from user nodes to session nodes, whereas SU sub-matrix
holds the transition probabilities from session nodes to user nodes. Similarly,
UL sub-matrix holds the transition probabilities from user nodes to location
nodes, whereas LU sub-matrix holds the transition probabilities from location
nodes to user nodes.

3.5 Normalization

In Sect. 3.3, we described the edge weighting among nodes of our HST graph
in both unipartite and bipartite sub-networks. We aimed to assign weights on
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edges in the interval [0,1]. All these weights will be inserted in a probability
transition matrix P , and then we will run our method for capturing the notion
of similarity between the nodes of the HST graph. However, in several cases the
distribution of the weight values in the interval [0,1] between the 7 edge types
(i.e. session-user, user-user, etc.) differs significantly. For example, consider the
case that the most weights in E(US) are normally distributed between 0 and 0.1,
whereas most similarity values of E(LL) are normally distributed between 0.9
and 1. That is, the weighting values of E(US) will always be dominated by those
of E(LL).

To avoid this problem, we present a normalization step for the construction
of the final transition probability P matrix: (a) We compute the mean similarity
value mP of the matrix P . (b) We compute the standard deviation value sP of
the matrix P . (c) For each (i, j) cell of the P matrix, where i �= j, we apply the
transformation:

P (i, j) =
P (i, j) − mP

sP
(9)

(d) Finally, we scale and translate the derived values back in the interval [0,1]:

P (i, j) =
P (i, j) − minP

maxP − minP
(10)

where minP ,maxP are the minimum and maximum values of matrix P after the
transformation by Eq. 9, respectively. Please notice, that by adding the probabil-
ities of propagation through the nodes of a each column, we gain the maximum
probability. Thus, after normalization step, each column of our transition prob-
ability matrix P cast up to 1.

3.6 Random Walk on the Normalized Transition Probability Matrix

Random walk with restart (RWR) algorithm [10] is a variation of the well-known
PageRank algorithm. RWR has properties, which can adequately capture the
notion of user-user similarity or the user-location relevance for a specific user u
of our HST graph. The main advantage of RWR over PageRank is its teleporting
characteristic, which obliges the random walker to re-start his walk from the
initial node u. As expected, RWR assigns more importance/similarity to the
nearby nodes of u. Thus, if two users are close to each other, the probability of
becoming friends is larger. Moreover, RWR can capture the notion of similarity
among users who share a large number of common friends. For the user-location
graph, if two users visit the same locations, then the overall probability for
connecting them (via a location node) increases. The same holds for two users
via a session node.

RWR considers one random walker starting from an initial user node u and
randomly choosing among the available edges with a probability α. In addi-
tion, each time the random walker may return back to the initial node with a
probability 1 − α. Therefore, the random walk process can be represented as:

S(UU)(t + 1) = α × P × S(UU)(t) + (1 − α) × I (11)
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where S(UU)(t) and S(UU)(t+1) are the state probability matrices at time t and
t+1, respectively. S(UU) is a matrix that represents the link relevance from all
HST graph nodes to the target user u. Parameter a is the prior probability that
the random walker will leave its current state. Moreover, I is the identity and P
the transition-probability matrix.

4 Experimental Evaluation

In this section, we compare experimentally RWR [10] with a fast version of the
classic Katz algorithm, denoted as Fast-Katz [1] The parameters used to evaluate
the performance of this algorithm are identical to those reported in the original
paper. However, for datasets that were not used in these papers, we tuned the
parameters so as to get the best results possible.

4.1 Data Sets

We performed our experiments using two real-world datasets, i.e., Foursquare1

and GeoSocialRec2. Foursquare [3] dataset contains 18,107 users 2,073,740 check-
ins, 847,081 locations and 231,148 social ties among users. This dataset is col-
lected between March 2010 and January 2011. Please notice that we did not
use the dataset of our main competitor [15] because it does not incorporate the
friendship network. GeoSocialRec [9] dataset concerns 149 users who have 595
social ties among them (i.e. friendship network). Also, they have performed 853
check-ins to 438 locations. This dataset is collected between August 2011 and
January 2012.

Detailed information about both networks is illustrated in Table 2. In par-
ticular, information about friendship networks can be seen in Table 2(a), where
we present the type of each network (i.e. directed or undirected), the number
of users, the number of links among users, the nodes’ Average Degree (ADG)
and the Local Clustering Coefficient (LLC). As expected, the sparsity of the
user-user matrix is very big, i.e., 97.31 % and 99.92 % for the GeoSocialRec and
the Foursquare datasets, respectively.

Furthermore, Table 2(b) contains information about the bipartite user-
location network. In this table, we present the number of users, the number
of locations, and the number of check-ins. Moreover, parameter AVGu denotes
the average number of check-ins per user, whereas parameter AVGl denotes
the average number of check-ins per location. Please notice that the average
number of check-ins per user is 11.08 and 101.00 for the GeoSocialRec and the
Foursquare dataset, respectively. This is a huge difference in terms of density
between the two datasets. It is inevitable that the accuracy of recommendations
for the GeoSocialRec data set will be low for both algorithms.

In Fig. 2 we show statistics on the GeoSocialRec and the Foursquare datasets.
Notice that both x-axis and y-axis are in the log scale. As shown, the datasets
1 http://www.public.asu.edu/∼hgao16/dataset.html.
2 http://delab.csd.auth.gr/∼symeon/GeoSocialRec Dataset.rar.

http://www.public.asu.edu/~hgao16/dataset.html
http://delab.csd.auth.gr/~symeon/GeoSocialRec_Dataset.rar
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Table 2. Datasets specifications
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Fig. 2. Power law distribution diagrams for GeoSocialRec [(a) and (b)] and foursquare
[(c) and (d)] datasets

follow a power law distribution for both the number of users’ check-ins (Figs. 2(a)
and (c)) and the number of visits to a particular location (Figs. 2(b) and (d)). As
shown in Figs. 2(a) and (c), there is a small number of users who have checked-
in to many locations (short head) and many users that have only checked-in a
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small number of locations (long tail). Similarly, as shown in Figs. 2(b) and (d),
few locations have many visits, whereas many locations have a small number of
visits. Notice that, it is very difficult for all algorithms to recommend accurately
locations, which have not been visited from many users (i.e., recommendation
in the long tail of the distribution).

In addition, as shown in Table 2(c) we have created artificial session nodes
to study the effect of the length of a session slot. We have created session nodes
based on 3 hours, 6 hours, 9 hours, 12 hours and 24 hours. Please notice that
the average session per user (when session is set to 3 Hours) is 0.10 and 2.02
for the GeoSocialRec and the Foursquare dataset, respectively. This means that
it is very difficult to find co-locations among users in the first dataset, which
will affect the recommendation accuracy of all algorithms, as will be shown
experimentally later.

4.2 Comparison with Other Methods

In this section, we compare the well known RWR algorithm with other one state-
of-the art comparison partner i.e. Fast-Katz, in terms of precision and recall. As
the number N of the recommended users/locations varies starting from the top-
1 to top-N , we examine the precision and recall scores. Achieving high recall
scores while precision follows with the minimum decline indicates the robustness
of the examined algorithm.

For the friend recommendation task, in Figs. 3(a) and (c), we visualise the
precision versus recall curve for the GeoSocialRec and Foursquare datasets,
respectively. As N increases, precision falls, while recall increases as expected
for both algorithms. RWR attains the best results achieving the highest preci-
sion, against Fast-Katz algorithm. The reason is that RWR exploits effectively
information from all sub-networks (i.e., friendship, user-location, etc.) in con-
trast to Fast katz algorithm which exploits the relations of the nodes with the
target node in depth of 4 hops. Please notice, that hidden relation may exist in
greater depth than 4 hops. Thus, it is obvious why our approach gains higher
values of precision versus recall in contrast to our competitor. Also, notice that
while experimenting with GeoSocialRec dataset, the precision and the recall val-
ues are low. Thats is because there are only few relations among the nodes of
constructed HST graph which tackles the performance of both algorithms.

For location recommendations, we get similar results as shown in Figs. 3(b)
and (d), for the GeoSocialRec and Foursquare datasets, respectively. Notice,
that RWR outperforms again the other algorithm. The reason is that RWR
exploits information from more sub-networks than Fast-Katz. Thus, RWR has
more options to walk through the network structure using different paths and
edge types. Moreover, RWR is more robust as we increase the number of top-
N recommended locations because it achieves high recall scores while precision
score drops smoothly. Please notice, that Fast Katz traverse globally the network,
missing to capture adequately the local characteristics of the HST graph. Also,
Fast Katz defines a measure that directly sums over all paths between any pair
of nodes in the graph, exponentially damped by length to count short paths
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Fig. 3. Comparing RWR against Fast-Katz performance in term of precision and recall
at top-N recommended [(a) users and (b) locations] on GeoSocialRec dataset, [(c) users
and (d) locations] on foursquare dataset.

more heavily. This way Fast Katz misses the relations existing in greater depth
in contrast to our approach which takes them into account.

5 Conclusions

Since recommender systems incorporate information from explicit and implicit
sub-networks to provide recommendation we argue that time is an important
factor. Thus, we introduce the creation of an artificial node which captures the
time dimension into our model. Moreover, we construct a novel hybrid k-partite
graph which holds information from all participating networks. Then, we evalu-
ate to what extent the well RWR algorithm improves its recommendation agains
Fast-Katz algorithm in terms of precision and recall.
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Abstract. Tourists are an important asset for the economy of the
regions they visit. The answer to the question “where do tourists actually
go?” could be really useful for public administrators and local govern-
ments. In particular, they need to understand what tourists actually
visit, where they actually spend nights, and so on and so forth.

In this paper, we introduce an original approach that exploits geo-
located messages posted by Twitter users through their smartphones
when they travel. Tools developed within the FollowMe suite track move-
ments of Twitter users that post tweets in an airport and reconstruct
their trips within an observed area. To illustrate the potentiality of our
method, we present a simple case study in which trips are traced on the
map (through KML layers shown in Google Earth) based on different
analysis dimensions.

1 Introduction

Modern smartphones are enabling the concept of Mobile Social Computing, i.e.
the capability of exploiting computation services to deal with social information
(Social Computing) enhanced with capabilities of mobile devices (e.g., [1]). In
particular GPS localization, provided by most of mobile devices, gives an impor-
tant contribution: (with respect to social networks) people can post geo-localized
messages and pictures, giving this way much more indirect information than non-
localized posts (e.g., [7,10]). Among all social networks, Twitter (as well as other
social networks that adopt the same approach) is particularly attractive for the
purpose of searching interesting messages: in fact, every user can see messages
by other users without limitations. Nevertheless, observe that geo-localized posts
represent a kind of voluntary contribution, because users voluntarily install the
(Twitter) app and voluntarily post messages (tweets).

These posts’ knowledge, hardly acquirable with traditional survey methods,
can be very useful for public administrations that like to understand how tourists
travel on the region they govern, especially when the region is served by an
International Airport. One typical hard question to answer is:

Where do tourists actually go?

c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 285–294, 2015.
DOI: 10.1007/978-3-319-23781-7 23
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The intuition is that Mobile Social Computing can help to understand where
travelers actually go, what they actually visit, where they actually spend nights:
in fact, by gathering the geo-localized tweets they post during their travel, it
should be possible to reconstruct their trips (e.g., [8,9,11,12]). This aspect plays
a critical role, especially when dealing with Big Data Analytics (e.g., [2–6]).

The FollowMe project originated from these considerations. The aim is to
develop techniques and build a suite of tools (the so-called FollowMe suite) that
query social networks to discover posts sent by travelers and trace them during
their trip. At the moment, we developed tools working with Twitter and tweets;
in the next stages of the project we will consider other social networks. In this
paper, we present: the approach we followed, the way reconstructed trips can be
analyzed, the FollowMe suite from a technical point of view and a case study
built with the initial data sets we collected.

The paper is organized as follows. Section 2 deals with problem definition
and analysis dimensions. Section 3 reports about architecture of FollowMe suite.
Section 4 reports the case study. Finally, Sect. 5 draws our conclusions and future
work.

2 Problem Definition and Analysis Dimensions

The aim of the project is to build techniques and tools that permit to study the
movements of tourists visiting a given region. The choice of Twitter is motivated
by the fact that messages are short and visible to every user, without limitations.

2.1 Problem Definition

A key point was to find a way to identify traveling users: in fact, it is not feasible
to detect them simply asking Twitter API to retrieve geo-located post in a given
area: who is actually traveling? who resides in the area?

The answer can be found by observing the typical behavior of travelers,
depicted in Fig. 1.

While they are waiting for boarding, travelers have time to post tweets, noti-
fying friends that their trip is beginning. After the flight, they transit through
the arrival airport (represented by the cue ball reached by the dashed arrow),
but here they do not post tweets; in particular, this happens in small airports
for passengers with hand-baggage only. Instead, they usually post tweets when
they are visiting some wonderful place/tourist attraction or in the hotel (repre-
sented by the other cue balls). This gives us the solution to the above mentioned
problem. It is necessary to find travelers that (potentially) reached the region
of interest by retrieving tweets posted in the departing airport connected with
airports close to the region of interest.

Tweet Gathering. The Gathering Problem can then be stated as follows.

Problem 1. Given one or more regions of interest R, identify the airports AR

that serve R. Then, identify the airports AO which flight having destination in
AR originate from.
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Fig. 1. Movements and tracking of passengers by Twitter.

Every day d, collect the set H(d,AO) of hang tweets, i.e., geo-loacetd tweets
posted in the area of an airport in AO; the union H of the daily gathered tweets
is H =

⋃
d H(d,AO).

Them for each user u having a tweet h ∈ H, gather all geo-located tweets
posted by user u (i.e., his/her timeline) in the next 8 days after h.date, i.e., the
date of the hang tweet h, denoted as T (u, t.date). The set of overall collected
timelines is T =

⋃
u,d T (u, d). ��

Trip Querying. Once hang tweets and timelines are collected (Problem 1), it
is necessary to extract trips from T , as far as they touch the region of interest.
This is the Trip Querying problem and is stated as follows.

Problem 2. Consider the set T =
⋃

u,d T (u, d) of gathered timelines. Given a
region of interest R, a query q is the pair q = (T , R).

The Trip Result Set Rq = {T (u, d)} such that for each T (u, d) ∈ T for which
T (u, d) ⊆ T (u, d) and each t ∈ T (u, d) is geo-located within R. ��

In order to address the two above stated problems, we developed tools
described in Sect. 3.

2.2 Analysis Dimensions

What kind of analysis can be performed on trips? Certainly a graphical repre-
sentation on the Earth map is straightforward, but the way trips are represented
is not obvious.

We identified several Analysis Dimensions.

– Path. For each user, the analysis of the path followed during the trip could
reveal unexpected knowledge. For example, discovering that a tourist attrac-
tion is often visited after the visit to a museum, could suggest local govern-
ments to better organize public transportation services.

– Origin Airports. The origin airport of trips could let administrators to under-
stand for which countries the governed region is more attractive. This could
lead to marketing actions to consolidate the attraction factors, or to under-
stand how to become more attractive for other countries.
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– Time Slots. Depending on the daylight time, travelers do different activities. In
particular, in the morning or in the afternoon they go around visiting places;
in the evening usually they look for a restaurant where to have dinner; in the
night they probably are in their hotel room. Thus, tweets could be grouped
and analyzed based on precise daylight time slots, to discover, e.g., where they
mostly spend nights.

– Week Days. Another important dimension concerning time is the week day.
In fact, it is likely that the specific week day can influence the places visited
by tourists. For example, this could suggest to open a Museum on Sundays.

Tweet Alignment. In order to make effective path analysis and, in general,
to enable intermediate aggregations, each tweet in a trip is aligned based on
the distance between its date and the date of the beginning tweet of the trip.
Tweet Alignment is performed by computing the Tweet Trip Day t.td as t.td =
(t.date − h.date) + 1, where h is the hang tweet of the trip (the tweet posted in
the origin airport).

Daylight Time Partitioning. In order to enable the dimension analysis based
on daylight time slots, each tweet is extended with the proper time slots. We
decided to adopt the following mapping:

1. TS1: 22:00am – 05:59am, Night;
2. TS2: 06:00am – 11:59am, Morning;
3. TS3: 12:00pm – 17:59pm, Afternoon;
4. TS4: 18:00pm – 21:59pm, Evening.

In particular, TS1 can provide information about where travelers sleep.
Instead, likely, TS4 can provide information about where travelers have din-
ner. Finally, TS2 and TS3 can provide information about the activities of our
travelers within the region of interest.

3 The FollowMe Suite

The FollowMe suite is an open pool of tools, each one devoted to a specific
task. In fact, at the current stage of development of the project, we only gather
messages from Twitter, but the long term goal of the project is to collect posts
coming from various social networks. Consequently, new components must be
easily added and the data storage service must flexibly deal with semi-structured
and text-based documents. Hereafter, we describe in more details the software
tools currently in the suite, which are depicted in Fig. 2.

– MongoDB. The storage service is responsibility of MongoDB, a recent and very
famous No-SQL DBMS. It is designed to deal with collections of documents,
where each document is represented as a JSON object. The main advantage in
using MongoDB is the ability to manage documents with different structures
within the same collections, this way overtaking the concept of schema in
tables, that obstacle the adoption of traditional relational technology where
documents with variable structures must be stored.
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Fig. 2. Architecture of the FollowMe suite.

– Hang Tweet Finder. This component is responsible to query the Twitter API
to look for tweets posted in the area of the monitored airports. In fact, Twit-
ter API provides the capability to search for geo-located tweets, given the
coordinates of the center and the radius of an area of interest.
These tweets are called hang tweets, because they are the hang to identify
users to follow in their trip.

– Timeline Tracker. For each user identified by means of hang tweets, the Time-
line Tracker follows his/her timeline, i.e., the history of tweets posted by the
user. In particular, the Timeline Tracker considers only geo-localized tweets
posted in the next 8 days after the date of the hang tweet.

– Trip Builder. While the Hang Tweet Finder and the Timeline Tracker collect
potentially interesting tweets from Twitter, the Trip Builder actually recon-
struct trips by querying the storage area. In particular, the Trip Builder is
launched by specifying the bounding box of the geographical area in which
we want to discover trips.

– Finally, the FollowMe suite is completed by a user interface, that allows ana-
lysts and administrators to manage the gathering process and start queries.
Furthermore, services provided by tools within the suite can be exploited by
applications through suitable APIs.

Output Data Formats. The Trip Builder represents trips as sequences of
tweets. In order to allow an easy exploitation by external tools, such as Mat-
Lab, Excel, etc., trips are generated as CSV (comma separated value) files. For
each tweet the user identifier, the data and time, the latitude and longitude are
reported; furthermore, for each identified trip the origin airport (i.e., the airport
where the hang tweet was posted) the date of the last tweet in the monitored
area and the duration of the stay in the same area are reported, among all.
Table 1 describes above attributes.

Geographical Layer. When geographical data are concerned, visualization on
a map is an important issue. This is even more important in our project, where
analysts need to understand where travelers mostly spend their time in the area.
For this reason, we also generate several KML representations of the trips.
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Table 1. Attributes for each tweet

Attributes Description

SNet Identifier of each social network

TweetId Identifier of each tweet

UserName Identifier of each user (traveler)

Date Date of tweet publication

Time Time of publication of tweet

Latitude Latitude at which the tweet was posted

Longitude Longitude at which the tweet was posted

OriginAirport Departure airports for each user (traveler)

KML is the input format accepted by Google Earth and by Google Maps
API; in particular, in Google Maps API-based web applications information
layers described as KML files can be added to maps. However, for analysis tasks,
Google Earth is a very powerful tool, because it permits to select information
item to show. In particular, KML files can contain (possibly nested) folders, that
can be very useful to partition information items based on a specific property.
For example, an analyst could interested in partition trips based on the airport
where trips originated from. Since the analysis needs could be manifold, several
KML files are generated. They are reported in the following list.

– Locations partitioned by origin airport.
– Locations partitioned by time slot.
– Trips depicted as polylines and partitioned by users.

In this way, the analyst can view the trips by several perspectives, and better
understand the dynamics of trips.

4 Case Study: The EXPO 2015 in Milan

In order to illustrate the effectiveness of our approach, we built a simple case
study on the basis of a small set of geo-located tweets gathered by the FollowMe
suite. The goal of the case study is to discover travelers coming to Lombardy,
the region in the center of northern Italy where the main city is Milan, that in
these days is world wide famous due to EXPO 2015. Therefore, we identified a
pool of 30 European airports; they were chosen based on the presence of flights
to airports in Lombardy and such that the number of posted tweets in a single
day is not huge (Madrid and Lisbon were discarded because more than 1500
tweets a day were posted in the area of the two airports).

We collected hang tweets and timelines in the period between April 20, 2015,
and May 11, 2015. By performing a query to discover trips in the bounding box
of Lombardy, the Trip Builder generated a result set of 50 trips, formed by a
total of 168 trips.
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Table 2. Number of tweets and travelers for origin airports

Origin airport Trips Posted tweets

Athens 8 32

Barcelona 16 65

Beauvais 1 2

Berlin 3 5

Bucharest 1 1

Charleroi 2 8

Copenhagen 7 27

Frankfurt 1 6

Munich 3 6

Stansted 7 14

Stansted 1 2

Fig. 3. Tweets distribution on the Lombardy region.

Discovered trips originated in 11 different airports, reported in. In Table 2
we show the 11 Origin Airports. Besides each airport name, we report number
of trips that originated from that airport (column Trips), as well as the total
number of tweets that constitute those trips (column Posted Tweets). For exam-
ple, the 8 identified trips originated in Athens are composed of 32 tweets. It is
possible to notice that Spanish travelers use to post a more tweets than travelers
coming from other countries: the system detected 16 trips from Barcelona, that
is, more than the sum of trips from Athens and Copenhagen.

The KML layers describing the discovered trips, were analyzed by means
of Google Earth. Figure 3 shows the distribution of tweets that travelers posted
within the Lombardy region. It is possible to note that these tweets are mainly
concentrated in Milan area. The presence of travelers in this area are likely
conditioned by EXPO 2015.

Figure 4, that represents the dimension Origin Airports, shows the distribu-
tion of tweets with respect to travelers coming from Barcelona. It is possible to
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Fig. 4. Tweets distribution with respect to travelers come from Barcelona.

Fig. 5. Tweet of a Spanish traveler.

note that Spanish travelers concentrate their tweets mainly in the area of Milan
and beyond.

Moreover, some travelers that posted these tweets arrived in Lombardy after
EXPO started. For example, in Fig. 5 we report a tweet posted by a Spanish
traveler in which the writer talks about EXPO 2015.

Figure 6, that represents the Path dimension, shows the full trip of the same
Spanish traveler, that is, his/her route in Lombardy region. It is possible to note
two interesting things. The first one is that the traveler posted his/her tweets
mainly in the city of Milan. The second one is pushpin 5, that represents the post
reported in Fig. 5; the pushpin shows that the traveler was actually in EXPO
2015 area.

Fig. 6. Path of one traveler.



Knowledge Discovery from Geo-Located Tweets 293

Fig. 7. Tweets distribution in time slots.

Finally, Fig. 7 represents the distribution of tweets with respect to the four
Daylight Time Slots defined in Sect. 2 and, moreover, represents the Time Slots
dimension. It is possible to note how the distribution of tweets is geographically
more sparse in the Afternoon than in the others time slots, where the tweets
are concentrated in the Milan area. There are many reasons that explain this
behavior, but one possible cause of this is that the travelers have their base in
city of Milan and prefer to visit the Lombardy area after lunch.

5 Conclusions and Future Work

As stated at the beginning, tourists are an important asset for the economy of
the regions they visit. In particular, for public administrations is very useful to
understand how tourists travel on the region they govern.

Therefore, in this work, we developed an original approach that permits to
follow traveling Twitter users by tracking their geo-located messages they post on
Twitter during their trips. Tools in the FollowMe suite generate several outputs
for the result set of reconstructed trips, so that several analysis dimensions (Time
Slot, Origin Airport, Path) can be exploited to analyze results.

As far as future work is concerned, we have to consider that the project is
only at the beginning steps. The main efforts will be devoted to connect with
other social networks and gather posts from them.This way, we should obtain
a wider spectrum of information, by integrating several sources of information.
For this purpose, the main problem is that users use different ids on different
social networks, so the hardest, yet exciting challenge, will be to find techniques
to recognize different ids belonging to the same user.
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5. Cuzzocrea, A., Saccà, D., Ullman, J.D.: Big data: a research agenda. In: 17th
International Database Engineering & Applications Symposium, IDEAS 2013,
Barcelona, Spain, 09–11 October 2013, pp. 198–203 (2013)

6. Cuzzocrea, A., Song, I.-Y.: Big graph analytics: The state of the art and future
research agenda. In: Proceedings of the 17th International Workshop on Data
Warehousing and OLAP, DOLAP 2014, Shanghai, China, 3–7 November 2014,
pp. 99–101 (2014)

7. Grabovitch, I., Kanza, Y., Kravi, E., Pat, B.: On the correlation between textual
content and geospatial locations in microblogs. In: GeoRich 2014, Snowbird, Utah
(USA), 23 June 2014, June 2014

8. Hawelka, B., Sitko, I., Beinat, E., Sobolevsky, S., Kazakopoulos, P., Ratti, C.: Geo-
located twitter as proxy for global mobility patterns. Cartography Geogr. Inf. Sci.
41(1), 260–271 (2014)

9. Lee, R., Sumiya, K.: Measuring geographical regularities of crowd behaviors for
twitter-based geo-social event detection. In: ACM LBSN 2010, San Jose, CA,
(USA), November 2010

10. Stephens, M., Poorthuis, A.: Follow thy neighbor: connecting the social and the
spatial networks on Twitter. Comput. Environ. Urban Syst. 41(1) (2014). doi:10.
1016/j.compenvurbsys.2014.07.002

11. Walther, M., Kaisser, M.: Geo-spatial event detection in the twitter stream. In:
Serdyukov, P., Braslavski, P., Kuznetsov, S.O., Kamps, J., Rüger, S., Agichtein,
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Abstract. The proliferation of extended enterprises requires softwares
to support heterogeneous and autonomous users partners’ sub-systems.
In this context, early studies have neglected users requirements defini-
tion step in the development process, which was considered as the cause
of a large failure rate of the developed softwares. To address this defi-
ciency, considerable research has been devoted to software development
life-cycle by adding a new phase called users requirement collection
and analysis, which delivers the requirements document (RD). How-
ever, in the context of Global Information System (GIS), the grouping
of partners RDs in one global RD suffers from three drawbacks: the
unification of vocabularies including the used terms and concepts (uni-
verse of discourse) and the unification of the used formalisms. Addi-
tionally, relationships between requirements must be efficiently defined
and identified. We propose in this paper a complete requirements frame-
work that manages the cited issues, offering a scalable approach for RD
definition in the context of GIS development. The feasibility and effec-
tiveness of the approach is tested using LUBM (http://swat.cse.lehigh.
edu/projects/lubm/) ontology benchmark, EuroWordnet (http://www.
illc.uva.nl/EuroWordNet/) and the courses management system (CMS)
(http://wwwhome.cs.utwente.nl/∼goknila/sosym/) requirements docu-
ment.

Keywords: Information system · Requirements engineering · Ontology

1 Introduction

Nowadays, the proliferation of extended enterprises which can be geographically
distributed contribute to the emergence of Global Information Systems (GIS)
in several fields like scientific research, trade, business, etc. The development
of (GIS) requires a thorough analysis of users’ requirements (UR) at the local
and the global level. This analysis is performed based on UR of different part-
ners and actors of the project, which may have different skills and trainings.
Consequently, this situation leads to heterogeneous requirements that influence
the construction of the GIS. Unfortunately, most important studies related to
UR analysis for GIS consider UR as a black box that provides a uniform set
c© Springer International Publishing Switzerland 2015
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of requirements. To overcome the integration issue in software systems, vari-
ous efforts proposed integration techniques and approaches of data, applications
and platforms. Less effort has been made for UR integration. UR integration
represents a real challenging issue in industry, where several partners interacts.
Each partner expresses his requirements in a local Requirement Document (RD)
using his own terms (the jargon), his own formalism (the modeling language)
and has his own concepts (universe of discourse). This issue is actually observed
in GISs of big companies with whom our laboratory1 is collaborating like Airbus
airplanes construction company and Areva nuclear company. A large number of
studies point out a high failure rate in operational implementations of GIS, due
to the lack of UR understanding [4]. Some attempts have been made to address
requirements integration issue in software engineering applications [5,9,15], but
no comprehensive solution has been found so far to manages the three levels of
heterogeneity cited. Furthermore, few attention is paid for pairing requirements
with other requirements [6].

The fact that the heterogeneity of UR is due to the diversity of their owners
(they are expressed by different partners), requirements integration can easily
borrow a solutions used to integrate a GIS project which concerns the data
sources. Integrating data sources has been largely studied in the 90’s, and sev-
eral projects propose to use ontologies to explicit their sense and then facilitate
their integration. Two main types of ontologies are used [2]: (i) MultiLingual
Ontologies (LO) used to define the lexical meaning of terms that appear in a
given domain, and relationships between terms such as synonym or antonym.
MultiWordnet, EuroWordNet,..etc. are a well-known examples of such ontolo-
gies. (ii) Conceptual Ontologies (CO) used to define concepts of a domain.
A concept may be associated with different terms in the LO layer. Two main
ontological concepts are distinguished [7]: canonical concepts (primitive) and
non-canonical concepts (defined), which use expression languages in their defini-
tion. These ontology layers can be seen as the GIS global dictionary, where each
designer picks her/his terms and concepts. Another characteristic of conceptual
ontology is their capability of reasoning that can be used to identify conflicts and
inconsistencies in requirements. These two types of ontologies have been usually
used in isolation way for data sources integration. If we perform a finer analysis
of requirements integration, we can identify two components: a used vocabulary
(which is similar to the concepts and proprieties in the context of source inte-
gration), a used modeling language (which is equivalent to the physical models
of data sources: relational model, XML, etc.), the expression language (equiva-
lent to the query language). In this situation, the use of conceptual ontologies
will contribute in unifying the used concepts, whereas the multilingual ones con-
tributes on expressing requirements in a uniform an multilingual way.

In this paper, we propose an approach (illustrated in Fig. 1) which provides
a uniform, integrated and consistent set of UR through: (1) the unification of
vocabularies (terms and concepts) and formalisms heterogeneities, (2) the auto-
matic identification of direct and indirect requirements relationships, (3) the

1 http://www.lias-lab.fr/?lang=en.

http://www.lias-lab.fr/?lang=en
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definition of a reasoning system on requirements to identify hidden relation-
ships, and to provide a consistent RD. This paper is organized in five sections:
Sect. 2 presents related works of our study. Sect. 3 provides a detailed description
of our approach. Each step is formally defined and illustrated. Section 4 evalu-
ates the performances of our approach. Section 5 summarizes our contributions
and sketches some perspectives.

2 Related Work

Several studies in requirements engineering community tried to deal with the
main difficulty of unifying partners RD in one global RD, that we classified
in three categories: (1) Studies that unify requirements formalism in one global
formalism, using model driven engineering approaches [5,11]; (2) Studies that
propose to eliminate semantic and syntactic conflicts by giving a formal specifica-
tion of requirements using: ontological approaches in requirement specification or
reasoning [9,10,15], mathematical specification of requirements [5]. The majority
of these studies treat semantic and syntactic conflicts, but they ignore the het-
erogeneity of modeling languages and formalisms; (3) Studies that use reasoning
techniques to identify requirements relationships and check their consistency.
These studies use mathematical frameworks [3] or model driven approaches [13].
In these studies, relationships among requirements are often inadequately cap-
tured and are often limited to binary relations, and requirement conflicts are
identified too late or not at all. Additionally, the scheduling and containment
relationships between requirements are ignored. In our approach, requirements
have a complete and unique representation. Different types of conflicts are elim-
inated. Requirements relationships are semantically and formally defined and
new relationships can be inferred. We believe that our approach satisfies all
requirements qualities required for software systems: completeness, correctness,
consistency and non−redundancy. As illustrated in Fig. 1, the approach covers
all the stages of requirements definition phase.

3 Proposed Approach

Before detailing our approach, some hypotheses related to global enterprises
are needed. Each partner involved in the GIS has its own designers team, that
defines his requirements in a local RD using his proper vocabulary (terms and
concepts) and modeling language. Developing a GIS requires one validate global
RD that contains all partners RDs. Our approach is based on the hypothesis
of the existence of : a domain ontology (DO) that defines the domain of inter-
est and a multilingual Ontology (LO), that consensually defines all terms used
in the GIS. This hypothesis is weakened by the development of several large
ontologies in various domains. We illustrate our approach using LUBM domain
ontology and EuroWordNet multilingual ontology. In parallel, each partner has
its own requirements formalism, eg. UML use case, Goal formalism, etc. A pivot
model in second defined to unify all partners formalisms. Our scenario allows
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Fig. 1. Approach steps

each partner to define his local RD using his own vocabulary (Fig. 1). The LO
plays the role of the GIS dictionary, and each partner chooses the most relevant
terms that defines his local requirements. Each requirement terms correspond to
a set of concepts in the DO, where the local ontology LocalO can be extracted
from the DO to define formally each partner local requirements, and to unify
the universe of discourse used by partners. The pivot model is connected to the
ontologies meta-models and the multilingual model adopted by the general lexi-
con EuroWordnet (Fig. 2). The relationships between requirements are modeled
using the DO, LO and the precedence graph (PG). Where in our case, the PG
give the possibility to modeled a specific two types of relationships: require-
ments that require the achievement of other requirements, and requirements
that contain other requirements. To identify all requirements relationships and
check their consistency, we have proposed an semi-automatic reasoning tool. The
details of the approach are explained in what follows:

3.1 Unification of Formalisms

As explained previously, each partner formalizes his requirements with his own
modeling language using informal, semi-formal or formal formalisms. We have
proposed in [1] pivot model, which is defined to integrate three semi-formal
widespread formalisms: UML use case formalism, goal oriented formalism and
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process-oriented formalism (we chose the treatment conceptual model of the
French methodology Merise). In the first version of our pivot model, each require-
ment is defined by: Actions, Results and criterion. We noticed that this for-
malization does not allow the definition of all requirements details, which are
necessary to have a unique requirement representation. In order to remedy this
shortcoming, we proposed an enriched pivot model (EPM) as illustrated in
Fig. 2 (part “pivot Model”). We formalize mathematically our EPM as follows:
Pivotmodel:<Actor,Requirement,Relationships >, in which:

– Actor = {act1, act2, .., actN}, a set of actors who interact with the system. We
distinguish two actor types: it can be an actor who defines the requirement
(actor system) or an actor in the requirement (subject). An actor can be a
person, a company unit or an autonomous system.

– Requirement = {Req1, Req2, ..., Reqn}, requirements expressed by an actor.
We define a Reqi by the quadruplet: < T ASK,R,C, T >, such as:
• T ASK = {task1, task2, ..., taskm}, a set of tasks that a requirement per-

forms. Each taski=< Subject, Action,Object >, where:
∗ Subject: is an actor who uses the requirement to achieve a result ;
∗ Action: is an action represented by a verb that a system performs to

yield to an observable result;
∗ Object: is the concept (mental or physical) concerned by the requirement

action (verb);
• R = {r1, r2, ..., rp}: is the results realized by the system;
• C = {c1, c2, ..., ck}: a set of criteria which quantify a result;
• T : type of requirements, in our case T ∈ { Goal, Usecase, Treatment }.

– Relationships = {relation1,.., relationn}, set of relationships between
requirements. For each relationi ∈ Relationships, relationi ∈ { Equal,
Contain, Refine, Require, Conflictswith, partiallyRefine, Include,
Extend, NOT, AND, OR }.

For instance, the parsing of Req17 from the CMS requirements document:
“The system shall allow students to create teams” with our EPM, defines: create
as the Action, students as the subject, teams as the object, no result and no
criterion is defined. The transformation of the input requirements model to the
pivot model is automatic and is fully described in [1].

3.2 Unification of Vocabularies

Unification of Vocabularies: is defined by the unification of terms and concepts
involved in the UR:

a- Unification of Terms: In the GIS, partners RDs are often defined in nat-
ural language. They contain terms that may have similar or opposite meanings in
the same or different languages, which generates vocabulary heterogeneous. To
explain the lexical meaning of terms heterogeneities let’s take the same require-
ments Req97 and Req97′ defined in above. The parsing of Req97 and Req97′ with
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our EPM gives that, the two requirements are different but in reality the ful-
fillment of the two requirements have the same influence in the GIS, so they
have no result, no criterion but they have respectively an equal tasks: T ASK =
{ < administration, manage, courses > }, T ASK = { < administration, gérer,
cours> }.

In order to resolve heterogeneity of terms, UR are projected on the LO.
Each partner chooses or picks her requirements terms (structured using the pivot
model) from the LO. The DO layer is linked to the LO where each concept of
DO may correspond to a set of terms in LO [2]. This is illustrated in Fig. 2 by
the link between the pivot model, the conceptual ontology meta-model and the
LO model. The links between a LO and a DO are used in different projects
like multilingual model adopted by EuroWordNet [12,16] and the Linguistic
Information Repository (LIR) [14]. After eliminating vocabulary(lexical mean-
ing) conflicts using the LO, the parsing of requirements Req97 and Req97′ using
our framework (Fig. 2) deduces that the two requirements are equal.

b- Unification of Concepts (Universe of Discourse): In the GIS, part-
ners can define their requirements using their own specific concepts defining
the universe of discourse. This situation leads to various conflicts between part-
ners requirements: semantic conflicts (naming, Scaling, objects representation,
Confounding or context); syntactic conflicts (data types and representation). As
example, let’s take the following requirements from the CMS document which
are collected from two different partners participating in the same GIS (Req97:
England Partner; Req97′ : French Partner):

– Req97: The system shall allow only the administration to manage courses.
– Req97′ : Le systéme doit permettre uniquement a l’administration de gérer les

cours.

This requirement can be defined by two partners that participate in the
same GIS differently. As instance, the concepts: Course defined by proprieties
(ID, Name, DateCreat) by Partner1 and Cours defined by proprieties (ID,
Nom, DatCreat) by Partner2. This representation presents a naming conflicts
between the two concepts Course and Cours, We use the domain ontology to
identify these types of conflicts.

The domain ontology is composed of concepts which belong to part of the
world, it is defined as a conceptual ontology that contains the concepts of a
given domain. For example, the SNOMED ontology could be considered as the
medical domain ontology. They are extensively used to eliminate these kind of
conflicts [1,9]. We propose in our approach the use a domain ontology (DO)
as a shared ontology. As explained previously, each term in the LO layer is
linked to its corresponding concepts in the DO layer. Each partner can thus
extract his own LocalO that allows partners to formally define their require-
ments. This extraction can be achieved automatically. In order to eliminate this
requirements heterogeneities, we connect our EPM with the domain ontology
elements (Classes, Individual, Proprieties). Consequently, the use of a sharing
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DO eliminates concepts conflicts and unifies their definition between the GIS
partners.

In our approach, each partner RD is formally defined by a LocalO extracted
as a module from DO. Ontology modularity is a well-known issue in ontology
engineering field, where an ontology is extracted from a given ontology using a
signature. In our approach, the signature corresponds to the set of local terms of
the multilingual ontology used for defining local requirements. Three extraction
scenarios are possible: (1) LocalO ⊆ DO: The DO contain all concepts and pro-
prieties of the LocalO, (2) LocalO ⊇ DO: LocalO contains all DO concepts and
proprieties, (3) LocalO = DO: The LocalO contain exactly the DO concepts
and proprieties. This is illustrated in Fig. 2 by the link between the pivot model
and the DO meta-model. The DO model is inspired from OWL meta-model
(the W3C standard for defining ontologies).

3.3 Detection of Requirements Relationships

Once the set of requirements unified (i.e. formalism, vocabulary and concepts con-
flicts are eliminated), it is possible to reason on requirements in order to extract
hidden relationships between them. These relationships are defined in our pro-
posed framework formalization as: OntoDLPivotmodel:< DO, LO, Pivotmodel

>where:

– Pivotmodel :< Actor, Requirement, Relationships >, represent our EPM;
– Relationships: will be defined as Relationships = {relation1, .., relationn},

set of requirements relations. For each relationi ∈ Relationships, relationi ∈
2R. R is a set of roles defined from DO and LO proprieties.

a- Requirements Relationships in Literature: In the Requirement Engi-
neer (RE) community, the informal definition of requirements relationships that
existed in literature [5], are presented bellow: Let (R1, R2, .. Rn) set of require-
ments:

– Equal Relation: R1 equal to R2, if the fulfillment of R1 have the same influence
for the system as the fulfillment of R2, and vice-versa;

– Conflicts Relation: R1 conflicts with R2, if the fulfillment of R1 excludes the
fulfillment of R2 and vice versa;

– Contain Relation: R1 contains R2,..., Rn, if R2,..., Rn are parts of the whole
R1(part-whole hierarchy);

– Refine Relation: R1 refines R2, if R1 is derived from R2 by adding more details
to its properties;

– Partially refine Relation: R1 partially refines R2, if R1 is derived from R2 by
adding more details to properties of R2 and excluding the unrefined properties
of R2;

– Require Relation: R1 requires R2, if R1 is fulfilled only when R2 is fulfilled. The
require relation can be seen as a precondition for the requiring requirement.
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Fig. 2. Linking pivot model, SWRL, conceptual and multilingual ontologies meta-
models



Understanding User Requirements Iceberg: Semantic Based Approach 305

b- Formalization of Scheduling and Contain Relationships: Two types
of relationships that require special attention: contain and require relationships.
Our proposed framework must be capable of representing scheduling and con-
tainment between requirements. We have thus enriched our proposed framework
by the PrecedenceGraphAction class (Fig. 2), that defines relationships (contain,
require) between requirements actions. Our approach includes the possibility to
formalize the scheduling and the containment between two requirements using a
precedence graph (PG). The PG is a grammar graph, defined as (A, U), where:

– A = {a1, a2... an} is the set of nodes that represent in our case a set of actions
(verb) that define tasks in requirements;

– U = {u1, u2,..., un} represent the edges that represent the precedences con-
straints (ContainAction, RequireAction) between actions. As instance, there
is an edge from ai to aj if the action of ai have a precedence constraint with
action of aj . In our work U={ContainAction, RequireAction}.

Our requirements framework is extended after linking the PG model as follows:
PGOntoDLPivotmodel :< DO, LO, PG, P ivotmodel >: The DO and LO rep-
resent respectively the domain and multilingual ontologies; the Pivotmodel :<
Actor, Requirement, Relationships >, where Relationships represent the set
of Relationships that are defined from the DO, LO and PG. As example let’s
take the following requirements:

Req97: The system shall allow only the administration to manage courses;
Req99: The system shall allow only the administration to delete courses;
Req99′ : The system shall enable only the administration to create courses.

Based on our framework, we can identify that : the two requirements Req97
and Req99′ have a contain relationships between manage and delete actions.
Consequently, the fulfillment of Req97 contain the fulfillment of Req99′ . So we
can conclude that Req99 contain Req99′ . If we take the example of the two
requirements Req99′ and Req99 defined in above, in the same manner, we can
deduce that Req99′ require Req99. We show in the next section that this for-
malization is useful for reasoning on requirements in order to identify hidden
relationships between them.

c- Reasoning Process. We extend our framework by a reasoning model that
allows: an automatic identification of direct and indirect requirements
relationships, automatic identification of direct and indirect requirements rela-
tionships, automatic check the consistency of identified and inferencing relation-
ships. Note that each requirement in the EPM is defined as follows: Reqi =<
T ASK,R, C, T >, 1 ≤ i ≤ n, where T ASK,R, C and T , represent respectively
a set of tasks, results, criterion and types of Reqi.

In our approach, the connection between the requirements and the ontology
models allows the definition of each requirement semantically by a set of ontolog-
ical concepts used for defining the requirements (from DO). This set of concepts
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is called the domain of the requirement, it is defined as follows: Domain(Reqi)=
Domain (T ASK) ∪ Domain (C), where:

– Domain(T ASK) = { Domain(task1) ∪ .. ∪ Domain(taskm) } a set of tasks
that define the requirements Reqi where, taskm =< Subjectm, Actionm,
Objectm >, then we define the Domain(taskm) = Domain(Subjectm)
∪ Domain(Actionm) ∪ Domain(Objectm);

– Domain (C)= { c1 ∧ .. ∧ ck };

We defined reasoning rules for each type of requirements relationships (direct
and indirect) and check their consistency. These relationships are formalized
using SWRL language in our framework. SWRL meta-model extends thus our
proposed model in Fig. 2. We explain bellow the different types of rules that we
defined in order to provide our tool the possibility to automatically reason on
requirements and detect relationships between them:

– Identification rules: this semantic formalization allows to automatically identify
complex relationships. As instance,Equal relationship is identified using the fol-
lowing rule: let Req1, Req2 be requirements; Req1 equal to Req2 if:
(1) ∧ (2) is true, where: (1)- ((Domain(Subjecti) sameAsDomain(Subjectj)) ∨
(Domain(Subjecti) similarTo Domain(Subjectj)))∧ ((Domain(Objecti)
sameAsDomain(Objectj))∨ (Domain(Objecti)similarToDomain(Objectj)))
∧ ((Domain(Actioni) sameAs Domain(Actionj)) ∨ (Domain(Actioni)
similarTo Domain(Actionj))), where (i, j ≥ 1 ); (2)- (∀ ci ∈ Domain(C) of
Reqi, ∀ cj ∈ Domain(C) of Reqj) : (ci equal cj)) where (i, j ≥ 1 ).

– Inferencing rules: the automatic inferencing process consists in deriving new
relations based on the complexes relations that the (RE) defined. We give an
example of inferencing rules by transitivity relations: Let requirements Req1,
Req2, Req3, if refine(Req1, Req2) ∧ refines(Req2, Req3) then, refine(Req1,
Req3).

– Consistency checking rules: our system has additionally the possibility to auto-
matically identify among existing relationships, those that cause a contradic-
tion. As instance, let Req1, Req2 be requirements, if equal (Req1, Req2) ∧
conflict (Req1, Req2), then Req1, Req2 having a consistency problem.

3.4 Manual Validation of Requirements

After the detection of complexes relationships the global designer can analyses
the complex relationships (identified, inferenced and checked), then validate the
consistent requirements and eliminate the inconsistent requirements. This vali-
dation aims to provide a RD of quality. The global designer can manually use
relationships in order to delete or neglect some redundant requirements from
the RD (equal or contained ones). As instance, let Ri and Rj be requirements:
(1) if Ri refine/PartiallyRefine Rj , the designer can keep Rj and eliminate
Ri; (2) if Ri equal Rj , the designer can keep one of the two requirements and
eliminate the other one; (3) if Ri contain Rj , the designer can keep Ri and elim-
inate Rj ; (4) if Ri in conflicts with Rj , the designer must choose one of the two
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Fig. 3. Relations detected in each formalism.

requirements by defining a strategy of elimination. As instance, a requirement
has a priority attribute, which can be used to eliminate requirements having the
lowest priority. (5) if Ri require Rj , the designer must consider requirements
scheduling (Rj first then Ri in second).

3.5 Monitoring of the Consistent Requirements

In the RE life cycle the last step in treatment of user requirements is the mon-
itoring step, it gives the actual situation of requirements (proposed, Realized,
analyzed, accepted, rejected, replaced). In our work, we propose to realize this
step manually by the global designer, who can monitor the set of requirements
during the DW design-life cycle.

4 Performance Evaluation

Our environment is implemented using Protégé framework2, a free open-source
ontology editor, which is strongly supported by the developers and academic
communities. We have used: (1) the Lehigh University BenchMark (LUBM)
ontology [8], as the DO. The ontology is formalized in OWL language; (2) the
plug-in ProSé3 for ontology modularity in order to extract LocalO from the
DO; (3) 100 requirements from CMS requirements document, defined in dif-
ferent formalisms : goal-oriented (35), Merise (25) and UseCase (40); (4) the
Eclipse plug-in, ATLAS Transformation Language (ATL)4, to describe map-
ping rules from sources requirements models to the target pivot requirements
2 http://protege.stanford.edu/.
3 http://krono.act.uji.es/people/Ernesto/safety-ontology-reuse.
4 http://www.eclipse.org/atl/.

http://protege.stanford.edu/
http://krono.act.uji.es/people/Ernesto/safety-ontology-reuse
http://www.eclipse.org/atl/
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Fig. 4. Identified and inconsistency relations.

model; (5) and (EuroWordNet) multilingual ontology. We then extended the
OWL meta model of LUBM ontology by our defined pivot model, multilingual
model then by the PG model. Our reasoning system uses Jess5 rule engine. The
effectiveness of our approach is tested on the following aspects: (i) the rate of
requirements relations detected; (ii) the execution time and (iii) the scalability
of the approach. The experiments are executed in a workstation with Intel(R)
processor, Core(TM)i7-4770 CPU 3,40 GHz, 8 GB of RAM , under the operating
system Windows 7 professional 64 bits. Figures 3 and 4, demonstrate that our
proposed framework formalization (EPM connected to DO,LO and PG) iden-
tifies more requirements relationships compared to a conventional requirements
analysis approach, and our proposed reasoning system is executed in several
steps. The scalability and execution time aspects are verified by reasoning on 20
sets s1, s20 of requirements, where the size of each set si, 1 =< i <= 20 is 5*i
requirements. Figure 5 shows that our approach is executed in a reasonable time
and can scale.

5 Conclusion

In this study, we defined a complete requirements framework that: unifies vocab-
ularies(terms and concepts) and formalisms heterogeneity and identifies var-
ious requirements relationships at the intentional and extensional levels. For
managing the formalism heterogeneity, we have defined the pivot model, that
allows an easy transition from partners’ RDs to a formal specification in the
global RD. For managing lexical, syntactic and semantic heterogeneities, we
hypothesize the availability of a multilingual ontology and a domain ontology
that each partner designer can reference to extract his own local ontology.
Concerning the relationships between requirements, we use: (i) the multilin-
gual ontology (EuroWordNet) that extracts the disambiguation, synonyms and
antonyms relations between requirements components and also increase their
5 http://www.jessrules.com.

http://www.jessrules.com
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Fig. 5. Scalability and execution time.

linguistic expressiveness; (ii) the Precedence graph to detect the scheduling and
containment between requirements; (iii) a reasoning system which is able to
automatically deduce direct and indirect requirements relationships as well as
their consistency checking. As perspectives, this approach still needs to be tested
on large RDs and to measure the impact of requirements evolution on the GIS
design architecture. We also intend to manage (delete, update, insert) automat-
ically requirements and monitoring of requirements in time by exploring the
reasoning results.
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Abstract. There are two established techniques for describing user
requirements: User Stories and Use Cases. In this paper we describe
a new semi-formalized, constrained natural language format for user sto-
ries. The format uses variables to correlate precisely various parts of
the story and mixfix format to express strictly defined operators in an
(almost) natural language form. We demonstrate how to extract from
this format access control information for role based access control.

1 Introduction

There are two established techniques for describing user requirements: User Sto-
ries and Use Cases. In this paper, we will build a new semi-formal format for one
of them — user stories. As an application of the new format we will demonstrate
how to generate from it a fine-grained role based access control policy.

There exist several more or less formal standards for writing User Stories:

– “As a 〈role〉, I want 〈goal/desire〉 so that 〈benefit〉” (see [8]).
– “As a 〈role〉, I want 〈goal/desire〉”, where “so that” is optional (see [7]).
– “In order to 〈receive benefit〉 as a 〈role〉, I want 〈goal/desire〉” (see [4]).
– “As 〈who〉 〈when〉 〈where〉, I 〈what〉 because 〈why〉” (see [3]).

All of these have their merits but share the feature of using natural (though
constrained) language, which makes them comfortable to use for humans, but,
at the same time, difficult to use directly as a computer verifiable formal speci-
fication of the system requirements, allowing for automated code generation. Of
course, an appropriate formal specification can be created based on user stories,
but usually the customer will be unable to understand it and hence to verify
that it expresses the intended user requirements, leading to misunderstandings.

We were partially inspired by the computer language Maude [5,6] often
used to express and test formal specifications (see e.g., [9,20,21]). The lan-
guage uses the so-called mixfix format for user defined operations to allow
emulation of almost any syntax (even SQL, see [21]). Operators in mixfix for-
mat can have multi-word names with slots for arguments, e.g., the operator
send to with subject has three slots for arguments: the message body,
recipient address and mail subject, e.g.,
c© Springer International Publishing Switzerland 2015
L. Bellatreche and Y. Manolopoulos (Eds.): MEDI 2015, LNCS 9344, pp. 311–319, 2015.
DOI: 10.1007/978-3-319-23781-7 25
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Fig. 1. Workflow for formalized user stories

send "Hello" to user@mail.com with subject "Greetings".

Thus, the mixfix format allows for an unambiguous, machine readable syntax,
at the same time easily interpretable by non-specialists.

Figure 1 describes an intended workflow for our formalized user stories. As
an outcome of the meeting with a customer we obtain the requirements, which
resemble user stories but really aren’t. Those informations are then analyzed
by bussines analysts and converted into formalized ones. At the same time,
the entities participating in the stories — the users, data elements, activities,
etc. — are dictionarized, and relations between them are explicated leading to the
creation of the domain ontology. This ontology defines symbols and operations
used within formalized user stories and facilitates reasoning about the stories.

Because of their accessibility to non-specialists, the formal user stories and
ontologies can be discussed with the customer which leads to their (iterated)
corrections. At the same time, the stories can be formally analyzed to find incon-
sistencies. Finally, one can use the formal stories together with the ontology to
generate tests, formal requirements checkers, as well as access control rules. In
the present paper we study only the last of these applications.

1.1 Prior Work

A model-driven approach to security policies in Java applications was proposed
in [16]. Their framework involves a security metamodel generic enough to express
a variety of access control models including RBAC [19] and OrBAC [12]. The
model instantiation can be automatically converted into a XACML description of
the policy, which is then used to generate Java code for access control weaved into
the application as aspects. Our approach is less generic as we use the particular
security language designed with the specification of the row level access control
in relational databases in mind (cf. [15,17,20,22]). Our approach is also not
based on UML metamodeling but rather on first order logic and term algebras.
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A paper [14] presents a tool for building ontology from user stories expressed
in natural language. The user stories the authors have in mind are completed
with links to other stories and code. A state of the art in automatic ontology gen-
eration is presented in [2]. The presented methods can be relevant for generation
of ontology describing terms appearing in our formal stories.

2 A Format for User Stories

Each user story describes a single task performed by some person. A single formal
User Story consists of the following four parts:

Subject — describes a person performing given task.
Operation (verb) — a verb describing what the subject wants to do.
Argument(s) [opt.] — “things” on which the operation acts. An argument is

an object of the operation if accessing it is a part of the rationale of the
operation. It is a parameter if it is accessed read only and it only provides
auxilliary information to the operation.

Condition [opt.] — it must be satisfied if the operation is to be performed.

The grammatical format of the elements should fit the sentence template:

[Subject] wants to [Operation] [Argument(s)] if/whenever [Condition]

In the following examples we will present several user stories for a system for
managing student enrollment for the university.
Example 1. Variables are marked by “@”, as @X in the following user story:

@X as a Candidate wants to view @X’s account data

The phrase “@X as a Candidate” serves as a subject description corresponding to
a more verbose expression such as: “ Let X be any candidate. X wants to [...] ”.
“Candidate” is a role, which can be understood as a type of person. Hence the expres-
sion “@X as a Candidate” can be alternatively interpreted as a declaration of variable
@X of type Candidate, and written more formally and concisely as @X:Candidate.

The operation in the above story is “view” which is applied to a single argument
(object) “@X’s account data”, a complex expression consisting of a call to a single
argument function _’s account data in a mixfix format (the underscore denotes the
slot for an argument) applied to @X. The function _’s account data returns account
data for the person registered in the system passed as an argument, in this case @X.

Example 2. The operation create in the following user story:

@X as an Operator wants to create a list @Y of candidates

is applied to the argument “list @Y of candidates”having a form of a variable intro-
duction. The expression list @Y of candidates introduces @Y as a variable of type
list of candidates, i.e., some collection (list) of elements of type candidate.

Example 3. Expression “@Y’s degrees are false” in the following user story:

@X:Operator wants to disqualify a candidate @Y if @Y’s degrees are false

is a condition for the operation of the story (disqualification of some candidate @Y)
to happen. It consists of a call to a mixfix predicate “_are false” which is passed a
single argument, in this case a call to a function _’s degrees bound to a variable @Y.
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2.1 Variables

Variables denote individuals of a given kind. Each user story is implicitly uni-
versally quantified with respect to all free variables appearing in the user story.
Variables allow correlating roles and different arguments of operations.

Variables may appear in subject, arguments and conditions. Conditions must
not introduce new free variables, though they may introduce local variables
bound by a local quantification (universal or existential) with range of values
limited to the elements of some collection. Another limitation is that variables
should not correlate different arguments of operation. This limitation is justified
by our procedure for passing from Formal User Stories to access control policies.

When a variable first appears in the User Story it should be given a type
(e.g., @X:Type or a mixfix version). The scope of a free variable is the whole user
story. The scope of a bound variable is limited to the scope of its quantifier.

2.2 Types

Types abstract common features of individuals. Types are either atomic, like
Document, Message, etc., or complex, built, e.g., with collection constructors
such as set of Type , e.g., set of Document. To improve readability we abbre-
viate set of Type as set of Type s or even Type s. Other collection construc-
tors may be specified in the ontology, e.g., List of s :: Collection declares
List of s to be a constructor of collection type for an arbitrary type sub-
stituted for an underscore (e.g. List of Students). The types can be also
parameterized, e.g. “List of Students of Faculty ”, where Faculty is a
parameter which should be instantiated, e.g. “List of Students of English”.
In the context of subject description such parameterized types are called para-
meterized roles (e.g. “Dean of Faculty ”). The usefulness of such parameterized
roles is demonstrated by the following user story:

@D:Dean of @X:Faculty wants to view the grades of the students of @X

The most important relations between types are “subtype of” and “is a synonym
of” relations. Thus, if any individual of type A is also an individual of type B
we will write A � B. If A is another name for a type B (i.e., A is a synonym of
B) then we will write A ≡ B. Note that A � B and B � A implies A ≡ B.

Example 4. Candidatate, Operator and Administrator are subtypes of User. This
we specify by writing Candidate � User, Operator � User, Administrator � User.

2.3 Values

Values can be used as objects, subjects and parameters. Values are constructed
using value constructors and functions. Functions do not construct new values,
but rather return existing features based on the arguments. For instance, a con-
structor “password(’a’)” constructs a new value of type password from the
string ’a’. On the other hand, the function “Password of @X:User” returns the
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(existing) password of the user bound to @X. Functions and value constructors
can also use mixfix notation (e.g. message(@X:MessageBody) to @Y:Address).
Signatures of constructors and functions are defined similarly:

f :: Function T1, T2, ..., Tn -> [ref] T
H :: Constructor T1, T2, ..., Tn -> T

Arguments of functions and constructors are read only. We use functions with
“ref” modifier to access values which are to modified by operations.

Example 5. The first function declared below returns, for a given user, a reference to
the user’s password, which can be then passed to the operation of a password change:

_’s password :: Function User -> ref Password

_’s subjects :: Function Student -> List of Subjects

The second function returns a list of subjects chosen by a given student. The list will
be accessed read-only, hence the function returns it as a value.

Example 6. The following is a declaration of a constructor supposed to create a new
message with a body given by a string and addressed to a given user:

message _ to _ :: Constructor String, User -> Message

Function and constructor calls are composable. Formally we have:

Definition 1. Functional terms of type T are defined recursively: A variable of type
T is a functional term of type T . If f is an n-argument function/constructor with sig-
nature f :: Function/Constructor T1, T2, ..., Tn -> [ref] T and, for all i ∈
{1, . . . , n}, φi is a functional term of type T ′

i such that T ′
i � Ti then f(φ1, φ2, . . . , φn)

is a functional term of type T . We write ψ : T if ψ is a functional term of type T .
Free(ψ) denotes the set of variables appearing in the term ψ.

Ontology can also declare some functions in terms of others, e.g.,

f(X1 : T1, X2 : T2, . . . , Xn : Tn) ≡ ψ(X1, X2, . . . , Xn).

Example 7. The code below identifies the function _’s Phone returning a phone for
a given user with the composition of a function _’s Phones returning list of all phone
numbers of a given user with the function First returning the first element of a list.

_’s Phone :: Function User -> Phone

_’s Phones :: Function User -> List of Phone

@X:User’s Phone ≡ First(@X’s Phones).

2.4 Conditions

The (optional) condition part of the given user story restricts the applicability
of the operations of this user story to the situations when it is satisfied. Condi-
tions have the form of logical expressions build from atomic predicates, standard
logical connectives, and existential and universal quantification over members of
collections. The atomic predicates are opaque from the point of view of user story,
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though they can be related to other predicates or even defined in the additional
ontology. A signature for an atomic predicate is declared as follows:

P :: Predicate T1, T2, ..., Tn

A predicate name P can be given in mixfix format.

Definition 2. A condition is defined recursively as follows:

– If P is an n-ary predicate with signature P :: Predicate T1,..., Tn and if for
all i ∈ {1, . . . , n}, φi is a functional term such that φi : Tφi and Tφi � Ti then
P (φ1, . . . , φn) is a condition and Free

(
P (φ1, . . . , φn)

)
= Free(φ1) ∪ · · · ∪ Free(φn).

– If φ and ψ are conditions then (φ and ψ) as well as (φ or ψ) are conditions and
Free(φ and ψ) = Free(φ or ψ) = Free(ψ) ∪ Free(φ).

– If φ is a condtion then (not φ) is a condition and Free(not φ) = Free(φ).
– If ψ is a condition then also (For all X1 : T1, . . . , Xn : Tn φ) and (Exists X1 :

T1, . . . , Xn : Tn φ) are conditions and Free(For all X1 : T1, . . . , Xn : Tn φ) =
Free(Exists X1 : T1, . . . , Xn : Tn φ) = Free(φ) \ {X1, . . . , Xn}.

2.5 Operations

The ontology for User Stories must define the signatures for all the operations.
We allow the overloading of operation names if they have a different number
and/or types of arguments. The signature of an operation is declared as follows:

Operation name :: Operation m1 Type1, m2 Type2, ..., mn Typen

where Operation name is operation name in mixfix format with n slots for
arguments. Type1, ..., Typen is the list of types of arguments, in the order they
appear in Operation name, and m1, . . ., mn are the modes of arguments which
can be either w (modified only), r (read only) or rw (both modified and read).

Example 8. The operation declared below accepts two read only arguments:

Send the _ to the _ :: Operation r Message, r User.

Example 9. In the operation declared below, the single argument (the password to
be changed) is passed in the rw mode. The “w” part of is obvious, but the operation
needs also to read the password (or its shadow) in order to authorize its change.

Change the _ :: Operation rw Password.

3 From User Stories to PRBAC

Roles [10,18,19] are now the standard administrative help directly supported by
majority of databases and other systems such as application servers. Parameter-
ized RBAC [1,11,13] introduces role templates (constructors), the arguments of
which define some partition of data. Instantiation of such templates with actual
parameters creates the usual roles.
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The language for security policies which we use is a modified PRBAC with
some shades of OrBAC [12]. We assume that we have a collection of user types
called roles and that we can instantiate roles using appropriate constructors.

A security policy is a collection of rules. Each rule is a 5-tuple consisting
of: a subject description, a context provided by an operation name, a mode of
access (e.g., r, w, or rw), an object or a collection of objects which are accessed
during the operation, and an optional condition. The security policies can be
now implemented in many ways. We do not go into details but we will comment
here on a certain general aspects of implementation.

For the finest level of control, any activity of the user (having a given role)
should happen in the context of an operation performed — this means that
from a point of view of RBAC the operation is another component of the cur-
rent (parameterized) role of the user. In practical terms, this means that before
performing first operation of User Story operation “A” the application should
make a call, e.g., setContext("A") which informs the security subsystem (both
in the application and in the database) that the subsequent activity should have
access only to those data elements which are necessary for the operation“A”.

Each rule describes an allowed data access and any data access that is not
allowed by some rule is forbidden. We do not use rules which forbid access.
A data access is allowed when there is a rule such that:

– the data access is executed on behalf of the user whose role matches the role
in the rule and within the same context as in the rule.

– the data element and its access mode are matched by the object and mode in
the rule and the condition in the rule is satisfied.

Essentially, the rules are analogous to the first four components of User Sto-
ries. The rules are also similar to those for user stories: the free variables are
universally quantified and they must be declared when first used. Also the condi-
tion cannot introduce any new variables. Hence, they can be trivially extracted
from User Stories. Some care must be taken only in case of multi-argument
operations, as each rule explicitly deals only with a single data element: each
argument of a user story’s operation gives rise to a separate access control rule.

Example 10. Consider the following two user stories:

@X:Administrator of @Y:Department wants to

edit @Z:Employee’s personal data if @Z is employed in @Y.

@X:Employee wants to edit @X’s personal data.

completed by the ontology (semicolons separate declarations in the same line):

Department::Type; Administrator of _ ::Role Department

Employee::Role; PersonalData::Type; edit _ ::Operation rw PersonalData

_’s personal data::Function Employee -> [ref] PersonalData

_ is employed in _::Predicate Employee, Department

Note that the _’s personal data returns a reference to an appropriate data
elements, so that it can be used as a principal function symbol in the term passed
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to the edit operation which modifies its argument. From the above user stories
completed with the ontology we can derive the following policy tuples:

(@X:Administrator of @Y:Department, edit::PersonalData,

rw, @Z:Employee’s personal data, @Z is employed in @Y)

(@X:Employee, edit::PersonalData, rw, @X’s personal data, true)

This policy means that after the application executing on behalf of user U sets
the context to “edit::PersonalData” it can access only personal data of either

– any employee of department D whenever U has role “Administrator of D”
– or the personal data of U if U has the role “Employee”

Those two choices need not be exclusive, e.g., if the ontology also declares the
role Administrator of @Y to be a subrole of Employee.

4 Conclusion

We have described a new constrained natural language and formal format for
User Stories and we have shown how this format assists in developing access
control policy for application data. In the future we need to develop a tool,
which performs the conversion automatically. This is also the first of the papers
in which we describe applications and advantages of the new User Story format.
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Abstract. In the last years there has been a continuous growth in func-
tionality of geographic information systems (GIS) resulting in many dif-
ferent software artifacts. Even though each GIS is used in different areas
with different objectives, they all share many features and requirements
and therefore it is possible to apply techniques based on intensive soft-
ware reuse, such as software product line engineering (SPLE). Although
there has been much research on software product line engineering in
the last years, the definition of a software product line for the domain of
geographic information systems has not been undertaken.

In this work we identify the requirements and functionalities of a
generic product for a web-based geographic information system, group-
ing them into commonalities that allow us to reuse many software arti-
facts, and variabilities that allow use to configure different products.
Then, we define the functional and technological architecture of a soft-
ware product line that uses current technologies for web-based applica-
tion development. Finally, we design a tool to configure and assemble
the components to generate the possible products. The resulting plat-
form is flexible enough to adapt each product to the specific needs of
each customer.

Keywords: Geographic information systems · Software product line
engineering · General-purpose software architecture · Variability man-
agement

1 Introduction

The field of Geographic Information Systems (GIS) has received much atten-
tion in the last years. Many disciplines such as cartography, biology, ecology,
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transportation and warehouse logistics use GIS to store, query and visualize geo-
graphic information. The improvements in communication technologies, together
with the increased penetration of Internet access, have enabled the use of GIS
technology with mobile equipment to visualize and manage data stored on remote
computers accessible over the Internet. Clear examples of this trend are the suc-
cess of applications like Google Maps, the inclusion of location-based functional-
ity on a large number of web applications (e.g., Flickr, Facebook, Twitter), and
the emergence of different types of GIS applications for municipal management,
urban planning, tourism or property management.

Even though GIS applications have always had many common features and
requirements such as storing and indexing geo-referenced data, displaying infor-
mation as a set of layers, or grouping layers into different maps, the software
artifacts used to implement the applications used different and incompatible con-
ceptual, logical and physical data models (e.g., different definitions for the data
type polygon, or different semantics for the predicate overlaps). Hence, it was
very difficult to build interoperable applications because even the simplest task
(e.g., data migration) was an arduous one. To solve this problem, a collaborative
effort to define standards for GIS has been carried out by two organizations: ISO
(through ISO/TC 211 and the 19100 set of standards) and the Open Geospatial
Consortium (OGC). Nowadays, the application of techniques based on intensive
software reuse such as software product line engineering (SPLE) is possible and
relevant in the GIS domain. A software product line is a set of software-intensive
systems sharing a common, managed set of features that satisfy the specific needs
of a particular market segment or mission and that are developed from a common
set of core assets in a prescribed way [12]. Software product lines enable system-
atic reuse in cases where there are families of products, i.e. similar products
differentiated by certain characteristics. This new paradigm enables companies
to improve the quality of software produced as well as reduce costs and launch
times, thereby promoting the industrialization of software development.

Starting from the experience of our previous work in geographic subdomains
such as marine biology [4,5] or the development of GIS applications [2,11] and
geographic information retrieval algorithms [3], we have designed a software
product line for GIS. The products of this SPL are web-based GIS that can be
used to browse, query, analyze and manage geographic information. In Sect. 2 we
present background concepts on SPLE. Then, in Sect. 3 we define the features
of the product and we group them into components. After that, in Sect. 4 we
define the platform architecture in the functional and technological levels. Then,
in Sect. 5 we present the architecture of the tool that allows us to configure and
assemble the software assets to generate the final products. Finally, future work
and conclusions are discussed in Sect. 6.

2 Related Work

The traditional approach to software development performs the elicitation of
requirements, design, implementation, testing and maintenance for each indi-
vidual according to the specific needs of each customer. The disadvantage of
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this approach is that it requires high development and maintenance costs in
order to produce high quality products. For this reason, new methodologies
have emerged to apply mass-production and reuse strategies to the software
development process. One such methodology is Software Product Lines Engi-
neering (SPLE) [1,12,15], which focuses on separating the development of core,
reusable software assets (i.e., the platform), and the development of the actual
applications (i.e., the products). The platform is modeled as a set of features
that represent a characteristic of a system relevant for some stakeholder (e.g., a
requirement, a technical function or function group or a non-functional charac-
teristic) and a set of variation points that represent the commonalities and vari-
abilities of the different products. Individual products are modeled as a concrete
selection of features and alternatives for the variation points in the platform.
Finally, the product is built by adapting and assembling software artifacts from
the platform.

The scope and range of products that a product line can deliver is deter-
mined by the flexibility of the platform, which in turn is determined by the
variability of the platform features. Therefore, variability management, which
involves the tasks of identifying and defining the platform features, defining
the functional and technological architectures of the product, and defining the
product line configuration and derivation processes, is one of the main tasks in
SPL development. There are many modeling techniques to identify and define
the platform features, such as FODA (Feature Oriented Domain analysis) [8],
FORM (Feature Oriented Reuse Method) [9], FM (Feature Modeling) [7], DM
(Decision Model) [14], or OVM (Orthogonal Variability Model) [12]. There are
also some approaches centered on the product architecture and the configuration
and derivation process, which can be classified into annotative [10] (i.e., adding
annotations in the source code to indicate the variant point and the different
variants) or compositional (i.e., implementing the variants with different software
assets). A metadata model that follows a mixed approach, taking into account
the main advantages of both of them such as traceability (compositional) and
fine-grained adjustments (annotative), has been defined in [6,13].

Furthermore, we have presented in [4,5] a methodology that extends the
framework presented in [12] to create a product line in the marine ecology subdo-
main. This product line has been used in a case study that includes the work with
biologists from two institutes and that resulted in the instantiation of two prod-
ucts within this subdomain. However, although there has been much research on
software product line engineering in the last years, the definition of a software
product line for the domain of geographic information systems has not been
undertaken.

3 Identifying Features and Components for GIS Products

In this section, we identify and define all the functional and non-functional fea-
tures for web-based geographic information systems analyzing several existing
GIS applications with different scopes and features. Then, we determine which
software assets are required by the platform to provide all the features identified.
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3.1 Feature Variability

We use the variability management model presented in [6,13]. It defines four
types of variability for each feature (Mandatory (M), Optional (O), Alternative
(A) and Variant(V)), and three types of dependencies between features (Uses,
Requires and Excludes). The graphical notation is depicted on Fig. 1.

Fig. 1. Variability Management - Graphical Notation. Extracted from [6]

In addition to the variability types and dependencies described above, it is
necessary to add a new element to the variability management model, called
variability scope, which represents whether the scope of variability for a feature
is global (notated as VG) and the variant is chosen once and applied every
time the functionality is selected, or the scope is specific (notated as VS ) and
a concrete variant must be chosen every time the functionality is selected. For
example, the architecture selection is global feature because it only has to be
selected once and it is applied in all variation points. However, the visualization
type of map viewers is a specific feature because an application can have multiple
map viewers with some of them being embedded within a web page, some others
being displayed in a full page, and some others being detachable (i.e., they start
embedded but they can also be displayed in a full page).

Table 1. Table feature variability - subset

Id Feature M O A V Scope

1 Architecture selection • VG

2 Data model definition • VG

3 Maps definition • VG
3.a Layers definition • VG
3.b Styles definition • VG

4 Map viewers • -
4.a Visualization type • VS
4.b Geographics cope • VS
4.c Mapviewer tools • VS

5 Geodata edition • VG

6 User management • VG

...
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In Table 1 we show a subset of the features identified (the full table includes
more than 90 features). We have grouped them into different variant points
according to their function and we have established the variability type and
scope of each one. From the various GIS applications studied, we have not only
defined functional features like user authentication, but we have also defined
many non-functional features such as map viewer library selection. While the
former will turn out in new functionalities added to the product, the latter only
represents a design decision that changes the technology used to view the maps
in the web application. Some of the main features identified in our platform are
the following:

– Architecture Selection. The technology used for some functions of the
products may vary (e.g., the DBMS or the map visualization library). We
give more detail regarding this feature on Sect. 4.

– Data Model Definition. Each product may have an specific data model
that must be defined as the first step in the configuration tool, as we can see
on Sect. 5.

– Managing Maps, Layers and Styles. Each product may define its own
collections of map layers, visualization styles, and maps (i.e., a named collec-
tion of ordered map layers with default styles). Furthermore, another feature
enables users of the product to manage them on runtime. The definition of
layers and maps is a mandatory feature because it has no sense to build a GIS
application without them.

– Configuring the Map Viewers. Every GIS application has one or more
map viewers, each one with its own configuration. Therefore, the scope of
these features is specific. Some of the features in this variation point are the
selection of the visualization type (i.e., the map viewer may be embedded
in some other content or shown in full page mode) or the selection of the
different tools that can be enabled (zooming and panning the map, opening
modal views with info of the selected elements, getting the permanent link of
the current view, etc.).

– Editing the Geographic Data. We can optionally enable the edition of the
geographic data on our GIS product. This allows the user to import data from
shapefiles or a WMS service, or even update the geographic data directly on
a map viewer.

– Enabling User and Authentication Management. As in any web-based
system, we can control the people who has access to the application and to
each feature of it. We can see this feature is optional, since we may want the
application to be totally open.

In Table 2 we present a subset of the dependencies that we have found
between each feature. For example, if we choose not to use a Map Cache Server
in our application, we force the layers to be generated each time by our Map
Server. For example, feature Maps definition (3) has a requires dependency with
the feature Layers definition (3.a), and this one has a uses dependency with
the feature Styles definition (3.b). Also, the Map viewers feature has a requires
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Table 2. Table feature dependencies - subset

Id Name Use Requires Excludes

...

3 Maps definition 3.a
3.a Layers definition 3.b
3.b Styles definition

4 Map viewers 4.c 3, 4.a, 4.b
4.a Visualization type
4.a.1 Embedded map
4.a.2 Full page map
4.a.3 Switching type allowed 4.a.1, 4.a.2
4.b Geographic scope
4.c Map viewer tools

...

dependency with Maps definition, Visualization type and Geographic scope, and
a uses dependency with Map viewer tools. Furthermore, the subfeature of Visu-
alization type, Switching type allowed, has a requires dependency with both sub-
feature Embedded map and Full page map.

After defining all dependencies and variabilities, the relationships and con-
straints between features can be shown graphically in a variability model. Figure 2
shows the features described in Table 2. In the model we can see all variation
points (places where the variability occurs) represented by light gray squares
with the annotation VS or VG, according to their scope.

Maps

Embedded map Full page map
Switching type allowed

Requires

Requires

Visualization type

VS

VG

Styles
VG

Requires

Uses

Map viewers

Map viewer tools

Requires

VS

-

Layers
VG

Requires

Uses

Fig. 2. Portion of the variability model

3.2 Functional Components

Starting from the collection of features identified and defined in the variability
model described above, we have identified and defined a set of software compo-
nents that will implement all the possible features of the resulting products. The
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components implementing any mandatory variant are called core components
and they will be included in all the generated products.

– Data Model. The software engineer that uses the SPL to create a product
must provide a complete definition of the GIS application data model. The
software engineer may use alphanumeric and geographic data types, relation-
ships between entities with concrete cardinality, and simple restrictions like
the non-nullity of any element. This component is in charge of implementing
the data model in a specific architecture.

– Data Access. This component is responsible for all the functionality that
involves creating, reading, updating and deleting elements from the data
model.

– Map Viewer. This component implements the functionality related to view-
ing and interacting with geographic information using maps.

– Data Viewer. The functionality related to browsing and interacting with
text-based data (e.g., lists, editing forms, etc.) is implemented by this com-
ponent.

– Menu. Nearly all web applications have a menu component to access all
sections and features thereof. Thus, our generated GIS application should
have also this component.

– Database Management System. The DBMS chosen will affect many other
components, especially in the low level layers (Data model and Data access
components). The configuration of this component will include the definition
of the database, as well as the credentials used to connect to it. We provide
various options to choose between them.

The rest of the components are called optional components and may be or
not in the final products. Some of these components are totally isolated from
the rest, but there are many functionalities that require certain relationship and
interoperability between them.

– User Manager. Some GIS applications will require authentication, different
user roles and the common functionality provided for any user-related web
product.

– Map Manager. Maps, layers and styles are defined during the configuration
of the product. Furthermore, this component allows the product administrator
to manage these elements on runtime. Otherwise, the initial configuration will
be static.

– Map Data Importer. If the GIS produced should be able to import new
geographic data (i.e., from shapefiles), this component will allow it. The new
data can be added from different sources, besides the mentioned one.

– Map Data Exporter. Component used to export any to map to several type
files, like PDF or PNG. It also allows the user to print the visualized maps.

– Map Server. Most GIS applications use a map server to produce the car-
tography images. We have decided to make this component optional because
a map server is particularly costly in terms of hardware and configuration.
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Therefore, some GIS applications may use an internal map server to draw car-
tography whereas other applications may rely on external map servers (e.g.,
OpenStreetMap) and display all geographic elements only at the client side.

– Map Cache. Some GIS applications that require an internal map server
may not require the cartography to be generated in real-time. Therefore, this
component implements a map cache so that static maps are displayed instead
of being generated each time they are required.

– Static Pages Manager. Not all the content displayed on the GIS application
can be generated automatically. Some content may depend on specific and
product-related information. To provide this flexibility on the user interface,
we have defined a component that handles the creation of customized content
using static web pages. These pages will be able to use other components of
the SPL (such as embedded maps) to enrich the interface.

4 Platform Architecture for GIS Products

The software architecture plays an important role in any information system.
Particularly, in SPL the definition of the platform architecture is a major task
because it must support the entire product range and scope previously defined.
For this reason, the platform architecture must be general and flexible enough to
capture both commonalities and variabilities. On the other hand, the platform
architecture must be concrete and efficient in order to support the creation of
products that can be used in real-life problems.

In this sense, we have defined a three-layer architecture composed of a user
interface, responsible for the interaction with the user; a processing layer which
contains all the functionality defined for the GIS; and a model management
layer, responsible for physical data storage and data management. In Fig. 3 we
have classified the major components described in Sect. 3.2 according to the layer
where their activity takes place. We can see that there are three types of compo-
nents: user interface-layer components, data-layer components and transverse
components, which belong mostly to the processing layer but that also affect the
other two.

Regarding the technological architecture, web-based GIS applications usually
have simpler or less functionalities than desktop-based ones. However, thanks to
the late improvements in communications, server-side and client-side processing,
and web-based frameworks, we believe that a web-based GIS product can be
built. Figure 4 presents the platform architecture in terms of technology. It also
shows a feature model of the architectural variation points, which are annotated
with the legend VG and all the variants associated to each one are represented
with light gray boxes. We have decided to define only five variation points to
avoid an unmanageable number of alternatives that add unnecessary complexity.

In the user interface layer we have decided to use an open-source web appli-
cation framework called AngularJS because it presents a modular design which
enables us to define a flexible configuration and to implement the different vari-
ants with different software artifacts. In this layer, we have also decided to define
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Fig. 3. Platform architecture with functional components

a variant point with two alternatives to visualize the geo-referenced data in the
user interface: OpenLayers and Leaflet. These libraries have different scopes and
therefore provide different advantages to the final product.

The processing layer is based on Spring MVC. The REST services used to
communicate the user interface with the processing layer are implemented with
Spring controllers, and the services that provide communication with the model
management layer are built using the dependency injection pattern of Spring.
We also use Spring Security to support user authentication and access-control.
Finally, as described in Sect. 3.2, the functional architecture defines a variation
point to include an internal map server (GeoServer) and a map cache (Tile-
Cache).

Finally, the model management layer a variant point with two alternatives for
the data access technology: Java Database Connectivity (JDBC) or Hibernate.
This layer also has a variant point with three alternatives for the Database
Management System: PostgreSQL and PostGIS, MySQL or Oracle Spatial.

5 Configuration and Derivation Tool for a SPL in GIS

The process for the generation of products in a software product line consists
of two main activities: product configuration, where the selection of the desired
features occurs; and product derivation, where the final product is assembled.
Figure 5 presents the tool that we have designed that enables both tasks. The
left side of the figure shows all the components of the product configuration tool.
On the right side of the figure we show the product derivation tool that receives
the product configuration and assembles the final product using the software
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Fig. 4. Technological platform architecture and variability model

assets from the asset repository. The configuration of each product is stored in
the configuration repository and can be loaded in the tool in any moment, so we
can derive the exact same product again or update a product starting from a
previous configuration. We also maintain version control over the products and
their evolution.

The configuration tool is composed of several modules that allow us to tailor
the product to the user’s needs. In this task, all the variability present in the
shared platform should be instantiated according to specific needs within the
defined range. For this, first the data model of the application must be provided.
Once the tables are described, the set of maps that provide the geographical
context as well as the layers and the styles must be described. Then, the product
features must be selected in the variability configuration and feature selection
module. The module receives as input the variability model in XML format
as defined in [6]. This model is composed of different tags that represent the
variabilities, constraints and relationships defined in Sect. 3. Then, the module
generates an instance of the model with the functionality and actions selected by
the software engineer. This module also controls the validity of the selection of
features, according to the constraints and dependencies in the variability model.
In addition to the selection of features, the software engineer can optionally
provide static content such as text and pages in the applications, as well as the
details of the web aspect. The software engineer can also configure the application
menu using the menu configuration module.

The input of derivation tool is the configuration generated with the config-
uration tool in the previous step. The task of the derivation tool is performed
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without user interaction. First, the configuration is parsed and after that the
product is built using the software assets extracted from the asset repository.

6 Conclusion and Future Work

In this paper we have presented a software product line for web-based geo-
graphic information systems. We have first identified and defined functional and
non-functional requirements for such systems based on the analysis of the char-
acteristics of a set of GIS applications. Then, we have defined a platform for
these products as a set of features, their variation points, and their restrictions
following the model introduced in [6]. After that, we have grouped the features
identified into two set of components: core and optional. This allowed us to
define the functional and technological architecture of the platform taking into
account the current trends in web-based technology for GIS applications. Both
are highly-modular, which facilitates the assembly of products and their main-
tainability. Finally, we have designed the configuration and derivation tools that
are used to build the final products.

Regarding future work, we are currently implementing all the components,
working with three different products to validate and evaluate the benefits of
the software product line. We are also testing and analyzing other technologies
such as Yeoman, in addition to those described in [6,13], in order to be able to
deal with the high level of variability proposed for the software product line.
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Abstract. The evolution of computer technology has strongly impacted
the database design. No phase was spared: several conceptual formalisms
(e.g. ER, UML, ontological), various logical models (e.g. relational,
object, key-value), a wide panoply of physical optimization structures
and deployment platforms have been proposed. As a result, the database
design process has become more complex involving more tasks and even
more actors (as database architect or analyst). Getting inspired from
software engineering in dealing with variable similar systems, we pro-
pose a methodological framework for a variability-aware design of data-
bases, whereby this latter is henceforth devised as a Software Product
Line. Doing so guarantees a high reuse, automation, and customizabil-
ity in generating ready-to-be implemented databases. We also propose a
solution to help users make a suitable choice among the wide panoply.
Finally, a case study is presented.

Keywords: Database design · Software Product Line · Variability

1 Introduction

The proliferation of information systems (e.g. decisional, statistical, and scien-
tific) has led to the development of different systems for storing data. These
latter are called databases (DB), and they have been becoming increasingly fun-
damental for every sector. Once the DB technology became mature, a design
life-cycle has emerged, mainly composed of three phases: conceptual, logical, and
physical designs.

The growing use of databases and the upward diversity in nowadays applica-
tions, more powered by the big data era, have revolutionized the DB technology.
These facts (i) have subjected the design life-cycle to a continuous evolution:
heterogeneity of data sources, diversity of conceptual/logical models, storage
layouts, wide panoply of optimization structures and even the integration of
new phases such as the ETL phase, (ii) have led to new careers related to DB
management besides the usual designer and DBA, like DB architect, analyst, and
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developer. Every actor has his/her own variables (sphere of operation) through
which he/she can configure the design. A such high degree of variety and collab-
oration shows the increasing complexity of nowadays DB design process. This
observation has motivated us to closely analyze the latter and spot the main
variables that control the life-cycle as well as their dependencies.

Originally, the idea of developing similar complex products belonging to a
specific family, and based on a set of variables (assets) is a well known process
in Software Product Line (SPL) Engineering, as Variability management. It is
defined as the ability of a product or artifact to be changed, customized or
configured for use in a particular context. It has proved very successful in many
domains, through improving productivity, product maintainability, quality, and
tailoring products so as to meet, as specific as possible, customers’ needs. Our
proposal can be summed up in how to adopt the SPL approach in managing
variability in DB technology.

By exploring the major state-of-art, we figured out that this issue has been
partially addressed (i) using different techniques inspired from software engi-
neering, and (ii) has been concerned with only parts of separate phases of DB
design process, despite their interdependence. For instance, Rosenmuller et al.
[11] proposed FAME-DBMS, a prototype of a DB management product line,
focusing only on a part of the physical layer of the design process, but leaving
out other important phases in the life-cycle, such as conceptual and logical ones.
In a parallel line of research, they developed means to tailor the DB conceptual
scheme according to the application [15]. However, these approaches present
isolated solutions indicating even more the need for a holistic variability-aware
development of DB systems. In this paper, we propose an SPL-inspired method-
ological framework for a variability-aware design of databases. The framework
allows developers to both (i) derive ready-to-be-implemented DB applications,
by composing features related to the whole design of DB, and (ii) evaluate the
design process so as to help users make better choices.

Our paper is structured as follows: Sect. 2 surveys existing research related
to variability management and the current vision of DB research community on
it. Section 3 presents our SPL-inspired methodology to manage the variability of
DB design. Section 4 presents its evaluation process. Experiments are conducted
in Sect. 5.

2 State of the Art

Originally, DB design process was limited to the physical step, and more particu-
larly the DBMS that was relatively static and uniform (e.g. hierarchical DBMS).
Over time and giving the upward diversity in DB application, developers strive
for general-purpose solutions (like Oracle). Unfortunately, generality often intro-
duces functional overhead and it is inappropriate for use in high constrained envi-
ronments (e.g. embedded systems). As a result specific-purpose solutions have
appeared to exactly fit to the special application scenarios. PicoDBMS [9], a
lightweight DBMS for smart-cards, and TinySQL, a tailor-made query-language
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Table 1. Classification of customization solutions to design DB.

for sensor networks, best illustrate this type. Specialized solutions often redevel-
oped huge parts of systems from scratch leading to duplicated implementation
efforts and time. Between the two extremes of piling-up a broad range of function-
alities and reinventing the wheel for each scenario, both of the above approaches
present limited capabilities for managing variability as they do not provide a
general approach for reusing functionality to similar systems of a domain.

Customizable solutions are thus the alternative, since they can be used to
provide extensible architectures or to generate tailor-made DB that attain high
customizability and reuse. They can be built with a number of different tech-
niques [10] as summarized in Table 1. Most of them correspond to the physical
layer. Presumably, this is motivated by the complexity and the diversity present
in that phase and performance requirements of DB applications. DBMS is the
most studied part in the physical phase, and the conceptual scheme in the oth-
ers. In the DB design area, Broneske et al. [3] have shown the superiority of
SPL in mastering variability compared with other design methodologies. That
said, SPL and model driven engineering techniques are complementary since the
latter looks promising to automate the production chain in SPL [13]. Our app-
roach is unique since it tackles the whole design process in one stroke so as to
consider the interdependence of the phases whatever the environment is (ordi-
nary as well as high-constrained environments). At first glance, our tool can be
assimilated to DB modeling tools like PowerAMC [14], since this latter can also
generate a script corresponding to some design choices. However, PowerAMC
deals solely with the modeling aspect of the DB design, while omitting the
other design matters as well as their dependencies like the normalization of the
logical schema, the physical optimization and so forth.



SPL Driven Approach for Variability in DB in Database Technology 335

3 DB Design as an SPL

Our first contribution aims at defining a variability-aware methodology, that
devises DB design process as an SPL, and hence taking full advantage of this
approach. Dealing with the DB design process as a whole allows users to have
an overall vision, consider life-cycle interdependencies, and tackle all DB design
steps while increasing process automation. Moreover, in contrast to the classic
DBMS-to-DB vision, according to which, comes the DBMS selection before the
logical step, we will see that our SPL-based approach can add more independence
by delaying the DBMS selection to a later point in the process. On the other
hand, our modeling is far from being unique or exhaustive. However, we believe
that we have defined the basic level of granularity, that is sufficient to reach
our objectives, namely to perform and evaluate the performance of the design
process. Moreover, users can easily extend our feature models to additional needs.
We first discuss our SPL framework.

3.1 Identifying Variability

Conceptual design (CD) in this stage, the design is mostly a matter of data
modeling, so variability concerns (Fig. 1) the formalism, and the model itself
[7,15] whereby the elements can be divided into two categories: the core ones
which must be present whatever the application is, and the variable ones, which
depends on the application/client.

Logical design (LD) the variability inside the logical design can emerge mainly
at two different levels: data model and normalization (Fig. 1). Mapping rules
variants is merged with the data model for the sake of clarity.

Physical design (PD) variability can emerge at different levels (Fig. 2).

3.2 Constraining Variability

Two types of dependencies are considered in our framework: (i) strict constraints
expressed through the couple of relations: require/exclude, and (ii) flexible con-
straints that can be defined as helpful suggestions expressed through the couple
recommend/recommend-not, and do intervene in order to advise and assist the
designer during the configuration process. They are collected from designers’
experience, and they can be enriched over time thanks to the designers collab-
oration. Dependencies are an important element for the configuration process
held by users, since they reduce inconsistency and possible configurations num-
ber. Below, some few examples of our SPL integrity constraints:

multidimensional recommend vertical-layout, MySQL-DBMS exclude MV,
semantic require deployment-architecture, flash-device recommend-

not MV.
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Fig. 1. Excerpts of CD (Left) and LD (Right) feature models.

Fig. 2. Excerpt of the PD feature model.

3.3 Implementation of DB SPL Framework

We have chosen the FeatureIDE tool, an eclipse-based IDE, and one of the
most complete and open source plugins that we have found in literature [4]. We
have implemented our framework using the AHEAD composer that supports
composition of Jak files. Jak extends Java with keywords for Feature Oriented
Programming (FOP). First, features and constraints are modeled via the editor.
FeatureIDE creates two directories: features that contains a directory for each
defined feature, and configs that can contain different configurations (valid com-
bination of features). For instance, if the user wants to implement the UML fea-
ture, aiming at transforming the ER model into an UML diagram, he/she must
implement the corresponding algorithm in the UML directory. Note that our
features can be one of three types: (i) ordinary ones that contain binary code,
(ii) interactive that require an input from the user, and (iii) neutral that contain
only parameters used either for evaluating the design or for a further data deploy-
ment.

Once all features are implemented, the user can configure a desired
product (DB instance), by selecting a valid combination of features. While
checking some boxes (features), other following boxes can either be: (i) high-
lighted as a symbol of hints, i.e. recommended choices related to the present
feature, (ii) disabled in case of exclude dependency, or (iii) automatically
checked in case of require dependency. We have implemented the basic fea-
tures and dependencies, that should be enriched by the users by dint of
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much using. Finally, the user executes the configuration to derive the final
script. This latter corresponds to the functional requirements of the cur-
rent application. The DBA can enrich it thereafter, so that non functional
requirements could be also taken into consideration (stored procedures, triggers,
etc.) before the real deployment. This script can be accompanied with additional
useful informations as it will be discussed in the next section. SPL input will be
defined in Sect. 5.1.

4 DBDesign Evaluation

The final DB design is the result of the different selected features summarized in
the script which can also be seen as the path devised by the designer through-
out the DB design feature models. Indeed, it would be much more interesting if
a value is assigned to the final script in order to help the user to choose between
different designs (scripts). Evaluating design process requires two parameters: the
criteria of evaluation, and the evaluation tool which can be metrics or cost models
to calculate the value. Generally, the criteria used in DB are performance, energy
consumption, and the required size to the implementation. In our proposal, we are
interested in query performance criterion, for which, cost model specifications are
as follows:

Cost-model Input:
- DB schema.
- Queries.
- Data statistics (table sizes, attribute domains, etc.).
- Storage characteristics (Page size, memory size, etc.).
Cost-model Output: an estimation of the input/output number, between the disk
and the main memory while executing each query.

A cost model is a tool designed to evaluate the performance of a solution without
having to deploy it on a DBMS, and to compare different solutions. We recall that
we are in the design phase, hence the above inputs of the cost model are not set
up yet, except the schema. However, designers can always have an idea about the
frequent queries (considering Pareto principle), and data statistics while analyzing
users’ requirements.

It is important to note that our feature model was conceived with in mind,
performance evaluation, that’s why we have ignored other aspects as privacy and
recovery.

DB Design Query-Performance Estimation

In practice, the cost model depends on the execution plan of the query, i.e. the
order of the algebraic operators in the query tree. These operators are determined
by the selected Logical model, and thus the query language. Each operator has its
own algebraic formula to calculate its cost. This latter formula, in turn, differs
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according to the used optimization structures. In a nutshell, each selected fea-
ture has an impact on the calculus of the cost model, as follows (according to the
chronological order):

– Conceptual-Formalism allows users to set up their conceptual DB schema.
This latter has no direct measurable impact on query performance, since it is
requirement-oriented, and a modeling matter more than anything else. It will
be of great value if the evaluation criteria was the security or understandability
(usability). The former defines which subjects (users, groups, roles) can or can-
not access each object. The latter involves metrics for measuring the quality of
a conceptual schema from the point of view of its understandability [6].

– Conceptual-Schema determines which query to be considered from the whole
workload, since it provides the “local” and data constraints.

– The Logical-Modeling features determine the algebraic operators to be used.
– Storage-Layout features serve to provide a final rewriting of the queries. In fact,

queries have to be rewritten according to the final deployment of data.
– Deployment-Platform, Deployment-Architecture, and Storage-Device feed the

cost model with necessary parameters, such as storage information: memory
size, block size.

– Optimization Structures determine the mathematical formula for each alge-
braic operator.

Allowing designers to evaluate their design choices summarized in the script,
implies adding the layer of the above roles in the corresponding features.
Algorithm 1 shows the process of evaluating the performance of DB design process.

Now that tools are ready, the best solution is to automatically provide the opti-
mal script value, by choosing from all possible combinations. However, this is a
very long and complex task. For the first version of our proposal, we provide a
manual solution, that relies on user experience and whereby he/she has to select
the most appropriate paths to his/her application, and then compare their costs.

5 Use Case and Experiments

Below, we explain how to use our SPL, and how helpful is the evaluation process.

5.1 DB Design as an SPL

Figure 3 gives a high-level view of the activities involved in our SPL operation (DB
design). Our starting point is the ERConceptual Model(CM), because this formal-
ism can be mapped to any logical model (with user intervention when mapping to
NoSql models). Moreover, it can handle different data types thanks to its extended
releases (XML). The user can either create the CM (including data constraints) or
provide it. The other formalisms, whenever selected, allow mapping the ER CM
to the target formalism. If Schema selected, then the user can tailor an existing
global conceptual model to specific needs. Note that normalization features are
interactive, since they need an extra-input [2] about some design parameters like
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Algorithm 1. Calculation of the DB design query-performance cost.
Input: - The DB schema (Logical Model);

- The query workload Q = {Q1, Q2, ..., Qm} (Requirement Analysis);
- DB statistics (Requirement Analysis);
- Deployment & Storage characteristics (Neutral features)

Output: Design performance cost.
begin

Select the appropriate queries (Conceptual Schema);
Generate the query trees from the workload (Logical Model);
Adjust (rewrite) query trees according to the deployment (Storage layout) ;
Apply the cost model on the final execution plan (Optimization Structures);

end

Fig. 3. Activity diagram of the usage of DB Design SPL
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attribute size, number of tuples, functional dependencies for the different normal
forms of the relational model, in addition to hierarchies for the multidimensional
case. The designer has definitely at least an approximate idea about these values
determined from requirements. Likewise, Optimization Structures are interactive
features, because they depend heavily on additional parameters like the workload.
In practice, some indexes can be derived right from the logical model, partition-
ing depends on the query workload, materialized views depend on both queries
and correlations [8]. As forDeployment Platform, Storage Device, andDeployment
Architecture features, they are neutral since they only allow to set some parame-
ters without an application layer.

After doing these choices, the set of the proposed DBMS shrinks according to
the selected features. They can be standard DBMS such as Oracle, PostgreSQL,
or MySQL. As they could be, in high-constrained applications, core features of
tailor-made DBMS such as those of FAME-DBMS for embedded systems [11].

5.2 DB Design Cost Estimation

In order to show the importance of evaluating the performance of the design
process, we instantiate the approach described above using as input the Star
Schema Benchmark (SSB), with a scale factor of 100, and a workload of 12 queries.
Experiments are conducted on Oracle DBMS with 8192 as block size, hosted
on a server machine with 32 GB of RAM. The user has made 6 configurations
(scripts). They concern a multidimensional application with different (i) normal-
ization forms: star and a snowflake variant, and (ii) different optimization struc-
tures: none (No-OS), materialized view (MV), and horizontal partitioning (HP).
As already mentioned, conceptual design has no direct measurable impact on
performance, and we will take the overall schema. Figure 4 shows the total per-
formance cost of executing the SSB workload using the six configurations. The
designer would choose the one having the lowest performance cost, in this case, it
is the one corresponding to a materialized snowflake schema.

6 Conclusion

In this paper, we have been interested in managing variability of the DB design
which is the most critical step of the DB development life-cycle (analysis, design,
implementation, testing, and tuning). This was motivated by the large functional-
ity and complexity of today’s DB applications. Studying variability in the design
phase affect the whole DB development life-cycle, and its scope can be easily
extended to cover the remainder. In fact, our second contribution falls under the
testing phase. Also, we are further going to address the evolution issue responsible
on the tuning phase, that can be well handled thanks to the development overview
provided by the variability study of the design step.
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