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Abstract. The modularity of a software system is known to have an
effect on, among other, development effort, change impact, and technical
debt. Modularizing a specific system and evaluating this modularization
is, however, challenging. In this paper, we apply community detection
methods to the graph of class dependencies in software systems to find
optimal modularizations through communities. We evaluate this app-
roach through a study of 111 Java systems contained in the Qualitas
Corpus. We found that using the modularity function of Newman with
an Erdős-Rényi null-model and using the community detection algorithm
of Reichardt and Bornholdt improved community quality for all sys-
tems, that coupling decreased for 99 of the systems, and that coherence
increased for 102 of the systems. Furthermore, the modularity function
correlates with existing metrics for coupling and coherence.
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1 Introduction

The way a software system is designed and structured influences both the sys-
tem’s development and runtime qualities. In particular, modularity is the qual-
ity that encapsulates interdependence within parts (modules) of a system and
independence among parts of the system. Good modularization also provides
abstraction, information hiding, and specify interfaces [1]. Software modularity
provides more benefits than mere logical structuring. It can arguably reduce
development effort, minimize impact of change, and reduce technical debt [2,3].
In particular low coupling among modules and high coherence within modules
is important.

An optimal (automated) modularization of object-oriented software systems
is perceived as a challenge. In this paper, we use community detection methods
both for optimising module structure and also for measuring modularity. We
apply these methods to a set of open source systems and compare them with
existing validated modularity metrics [3,4] . Our findings show that using com-
munity detection (in particular Newman modularity with an Erdős-Réyni null
model) optimises the modularity of systems and (tentatively) that community
detection metrics may be used to measure modularity.
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2 Background and Related Work

Abdeen et al. [4] define a module as “a group of programs and data structures
that collaborate to provide one or more expected services to the rest of the
software”. Moreover they define a set of modularity principles for object-oriented
systems and propose metrics for quantifying whether the principles are fulfilled.
Li et al. [3] apply the metrics proposed by [4] as a measure of architectural
technical debt.

Several authors have investigated automated modularization. Abdeen
et al. [5] investigated how to automatically improve modularization of a soft-
ware system while preserving original design decisions by through a genetic pro-
gramming approach. Praditwong et al. [6] similarly described modularization as
a multi-objective search problem and empirically demonstrated improvements
over a single-objective optimisation strategy. Barros et al. [7] used a heuristic
search approach to investigate a restructuring of Ant, but found that optimis-
ing according to commonly used coupling and coherence metrics led to complex
designs.

Finally, to our knowledge none have addressed modularization as a commu-
nity detection problem. We discuss this and the existing modularity metrics we
apply in the following two sections.

2.1 Software Modularization Metrics

While a large number of metrics for object-oriented software deal with coupling
and cohesion at the class level, there are few defined metrics that work on the
module or package level [4]. Martin [8], Sarkar et al. [9], and Abdeen et al. [4]
present metrics that do work on package level.

Abdeen et al.’s metrics fulfill Briand et al.’s properties of coupling and coher-
ence metrics [10]. Furthermore, Li et al. [3] showed that one coupling metric of
Abdeen et al. (Index of Package Changing Impact (IPCI)) and one coherence
metric (Index of Package Goal Focus (IPGF)) correlated with a measurement
of architectural debt in a set of open source project. We thus chose IPCI and
IPGF as metrics for coupling and coherence respectively in our study.

In the following, we will briefly review these. Here P is the set of packages
of a system, clients(p) for a package p ∈ P is the set of packages that contain
classes with use/extend dependencies on p, inint(p, q) is the set of classes in
p ∈ P that classes in q ∈ P have use/extends dependencies on, and inint(p) is
the set of classes in p ∈ P that classes in other packages use/extend.

Index of Package Changing Impact (IPCI). IPCI measures coupling as the
average proportion of packages that do not change if a package changes. A value
close to 0 implies a high degree of coupling among packages while a value close
to 1 indicates the opposite. IPCI can be calculated as 1 minus the density of the
graph in which each vertex represent a package and edges represent dependencies
among packages (induced by use/extends dependencies among classes):
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IPCI =

⎧
⎨

⎩

∑
p∈P 1− clients(p)|

|P |−1

|P | = 1 −
∑

p∈P |clients(p)|
|P |(|P |−1) if |P | > 1,

1 if |P | = 1.

(1)

Index of Package Goal Focus (IPGF). IPGF measures cohesion as the aver-
age package focus where the package focus for p ∈ P is the average proportion of
classes in inint(p) that other packages use/extends. A value close to 0 indicates
that q ∈ clients(p) tend to use different sets of classes in p whereas a value close
to 1 indicates that q ∈ clients(p) tend to use the same set of classes in p. Given

role(p, q) =

⎧
⎨

⎩

|inint(p,q)|
|inint(p)| if |inint(p)| > 0,

1 if |inint(p)| = 0.

IPGF may be calculated as

IPGF =

∑
p∈P

∑
q∈clients(p) role(p,q)

|clients(p)|
|P | (2)

2.2 Community Detection

Many graphs/networks describing real-life phenomena exhibit community struc-
ture [11]. The structures are partitions of the graph into groups in which there
are many edges among vertices in the group, but few edges to vertices outside
the group. Community detection methods for finding community structures have
been applied in many domains of graph analyses including literary networks, vot-
ing patterns, and biology [11,12]. Recently, Gentea and Madsen applied commu-
nity detection to automated architectural recovery [13], showing improvements
over specialized automated software architecture recovery methods.

Community detection algorithms often combine a quality function that score
a partition and an optimisation method that heuristically finds partitions where
the quality function is optimal [14]. Our initial idea was to use the Louvain algo-
rithm [14] to find optimal modularizations optimising IPCI and IPGF respec-
tively. However, this is not appropriate since both IPCI and IPGF are degenerate
in the sense that they yield a maximum score of 1 for a modularization with all
classes in one package (or in one package and with one empty package). We
thus focus on more general community detection methods within the Louvain
algorithm framework.

Newman’s original modularity quality function [15] counts edges within a
community and compares this to what would be expected at random:

Q =
1

2m

∑

i,j

(
Aij − Pij

)
δ(gi, gj) (3)

Here, m is the number of edges in the graph, A is the incidence matrix for the
graph (i.e., Aij > 0 if there is an edge between node i and j), Pij is the expected
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number of edges between i and j and represents a null model, gi is the community
that node i belongs to, and δ(gi, gj) is Kronecker’s δ (i.e., δ(gi, gj) = 1 if gi = gj ,
0 otherwise). Thus, Q becomes high (close to 1) if communities have many intra-
edges compared with the random model.

In our study, we consider an Erdős-Réyni null model in which random graphs
G(n, p) with n vertices are created by linking pairs of vertices, i, j, with proba-
bility p. This is a simple null model that essentially models that vertices within
a community are linked at random. If d is the density of a graph and n is the
number of vertices in the graph, then the null model of the graph is G(n, d).

3 Experimental Design

In the following section we explain the design of our study. We conducted a
technology-oriented quasi-experiment [16].

3.1 Research Questions

The aim of this study can be summarized by the following research questions:

RQ1: How can we modularize an object-oriented software system in an
automated way such that this modularity is optimised?

To address this, we find communities that optimise Newman modularity given
an Erdős-Réyni null model (NMER; cf. Section 2.2) and compare this to IPCI
and IPGF (cf. Section 2.1). Our second research question builds on this use of
community detection methods:

RQ2: Can community detection quality functions be useful as software
modularity metrics?

To address this research question, we test to which extent NMER correlates with
IPCI and IPGF and to which extent changes in NMER correlates with changes
in IPCI and IPGF.

3.2 Data Collection

To study modularity, we chose to study the software systems contained in the
Qualitas Corpus [17], a collection of curated, open-source Java systems. The
reason we chose this is that it is a curated set of open-source systems for which
well-defined versions are available for download and because the systems are
medium- to large-sized and thus, arguably, modularity is important for them.
We studied the latest release 20130901 containing 111 systems The 111 systems
have a median NCLOC of 51,860 and standard deviation of 307,473 NCLOCs.
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3.3 Analysis Procedures

We first used the Java ASM byte code manipulation and analysis framework
[18] to extract dependencies in Rigi Standard Format (RSF; [19]) using the
binary version of each system in the Qualitas Corpus. Classes recorded were
classes defined in the system or depended upon by the system. Dependencies
were found in .class files (superclass, implemented interface, accessed attribute
types, classes defining invoked method etc.) using a modification of ASM’s
org.objectweb.asm.depend.DependencyVisitor.

From the RSF file, we created a dependency graph using Igraph with classes
as vertices and dependencies as edges. The package structure, i.e., the original
modularization, was used to create an original partitioning of the graph. Since
the system architects only have control over the modularity of classes included
in the system, we included only those classes in the graph. The classes belonging
to the system were determined as being the ones that were defined in the source
folder.

We next computed an optimised modularization of the system. The optimised
modularization was detected using the Louvain framework1 for Igraph. We used
the Reichardt-Bornholdt quality function [20] with an Erdős-Réyni null model.
This is a generalization of Newman modularity that includes a resolution param-
eter. We set the resolution to 1, thus effectively optimising a Newman modularity
function with an Erdős-Réyni null model.

For the original and optimised modularization, we calculated the quality of
the modularization using a Newman modularity function with an Erdős-Réyni
null model (NMER) using the Igraph Louvain framework and the IPCI and
IPGF metrics using our own Python implementation.

To answer Research Question 1, we used three Wilcoxon paired signed-rank
test to determine if there was a statistically significant difference between the
original and optimised NMER, IPCI, and IPGF measures respectively. We used
a Wilcoxon test because measurements on software is not usually normally dis-
tributed. We used a paired test because the original and optimised modular-
izations are paired. For the statistically significant differences, we computed an
absolute effect size (i.e., difference in means) and a relative effect size using
Cohen’s d.

To answer Research Question 2, we computed correlation between original
NMER and original IPCI, between original NMER and original IPGF, between
optimised NMER and optimised IPCI, and between optimised NMER and opti-
mised IPGF. To do this, we used Spearman’s ρ. We used Spearman’s ρ (instead
of, e.g., Pearson’s r) again because data is not expected to be normally dis-
tributed.

4 Results

Table 1 shows the p value of Wilcoxon, indicating that the population mean ranks
of NMER, IPCI, IPGF respectively differ highly significantly. The differences in
1 https://github.com/vtraag/louvain-igraph

https://github.com/vtraag/louvain-igraph
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Fig. 1. Plot of the delta of NMER, IPCI, and IPGF after and before optimisation.

mean are 0.3259 for NMER, 0.0529 for IPCI, and 0.1631 for IPGF. Thus, the
NMER, IPCI, and IPGF values improve in general even though there are deltas
that are negative. Figure 1 shows this as the plot of the delta for NMER (NMER
optimised minus NMER original), IPCI, and IPGF. We note that there are some
systems with negative delta IPCI (12) and delta IPGF (9). In terms of effect
size, calculated as Cohen’s d, as can be seen in Table 1, the effect of optimisation
is high. In total, we have answered Research Question 1 affirmatively.

To address Research Question 2 we investigate how the IPCI and IPGF met-
rics correlate with NMER for the original and optimised values. We measure the
correlation using Spearman’s rank correlation coefficient. The results are shown
in Table 2. Except for correlation for original NMER–IPGF, the correlations are
highly significant. In terms of the original intent that NMER can be used to
measure coupling and coherence, the optimised values are the most relevant and
here the correlation is significant.

4.1 Threats to Validity

The software systems that we studied may not be representative samples of the
whole population (i.e. all object-oriented open source systems). Moreover, while

Table 1. Significance and effect evaluation for NMER, IPCI, and IPGF.

Score Wilcoxon p Mean of original Mean of optimised Cohen’s d

NMER 5.9863 × 10−20 0.4301 0.7560 1.6438
IPCI 5.3375 × 10−14 0.9008 0.9537 0.5150
IPGF 3.2317 × 10−18 0.7251 0.8882 1.5006
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Table 2. Spearman’s evaluation for NMER–IPCI, and NMER–IPGF for original and
optimised values

Score
Spearman’s for original Spearman’s for optimised

ρ p-value ρ p-value

IPCI 0.2310 0.0147 0.7116 2.0686 × 10−18

IPGF 0.1316 0.1685 0.4055 1.0103 × 10−05

IPCI and IPGF have been validated (for correlation with technical debt in a set
of open-source C# software systems [3]), these may not correlate with externally
interesting measures for the software systems in the Qualitas Corpus.

5 Conclusion

The modularity and the module structure is an important part of the software
architecture of software systems. It has an effect on, among other, development
effort, change impact, and technical debt. In this paper we investigate means of
optimising software modularity by automated partitioning the classes of object-
oriented software systems using community detection methods. Moreover, we
investigate the use of quality functions of community detection methods to mea-
sure software modularity.

In particular, we propose the use of Newman modularity with an Erdős-Rényi
null-model for measuring software modularity and the Reichardt and Bornholdt
community detection algorithm that propose a convenient framework for com-
munity detection and thus for optimised software modularity. We investigate
this in the context of 111 systems contained in the Qualitas Corpus. Our results
reveal that our optimisation improved Newman modularity for all systems, that
coupling decreased for 99 of the systems, and that coherence increased for 102
of the systems.
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