
Chapter 5
Broadcast Channels with Confidential
Messages: Channel Uncertainty, Robustness,
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Abstract Thebroadcast channel with confidential messages (BCC)models the com-
munication scenario in which a transmitter sends simultaneously common and con-
fidential information to two receivers. The common information must be received
by both receivers while the confidential information is designated for one receiver
only and must be secured against the other one. The performance of this system
is usually characterized by its secrecy capacity region determining the maximum
transmission rates. In this chapter, the issue of whether this secrecy capacity region
depends continuously on the system parameters or not is examined. In particular, this
is done for compound channels, in which the users know only that the true channel
realization is constant for the whole duration of transmission and this comes from
a pre-specified uncertainty set. The secrecy capacity region of the compound BCC
is shown to be robust in the sense that it is a continuous function of the uncertainty
set. This means that small variations in the uncertainty set result in small variations
in secrecy capacity.
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5.1 Introduction

Error correction and data encryption are usually strictly separated in current com-
munication systems. While error correction is typically realized at the physical layer
transforming the unreliable communication channel into a reliable bit-pipe, data
encryption is done on top of that with the help of cryptographic principles. A draw-
back of this approach is its reliance on the assumption of insufficient computational
capabilities of non-legitimate receivers.

Nowadays, information theoretic approaches to security are intensively discussed
to complement such cryptographic techniques. By taking the properties of the noisy
communication channel into account, information theoretic approaches establish
reliable communication and data confidentiality jointly at the physical layer. Infor-
mation theoretic security was initiated by Shannon [36] and continued by Wyner,
who introduced the now-popular wiretap channel in [39]. Subsequently, this was
generalized to the broadcast channel with confidential messages (BCC) by Csiszár
and Körner [14]. This area of research provides a promising approach to achieve
unconditional security and to embed secure communication into wireless networks.
It is not surprising that it has drawn considerable attention recently; see for exam-
ple [7, 22, 27, 28, 32, 40] and references therein. Accordingly, it has also been
identified by operators and national agencies as a key technique for future secure
communication systems [16, 18, 21].

Wireless communication systems are inherently vulnerable to eavesdropping due
to the open nature of the wireless medium. Indeed, transmitted signals are received
by intended users but are easily eavesdropped upon by non-legitimate receivers.
These observations make the above discussed studies particularly crucial for wire-
less systems. However, many of the previous works lack in practical relevance as they
usually assume perfect knowledge of all channels (including those to potential eaves-
droppers). But practical systems will always be limited in channel state information
(CSI) due to the nature of the wireless medium and estimation/feedback inaccuracy.
Moreover, malevolent eavesdroppers will not share any channel information with the
legitimate users making eavesdropping even harder. Accordingly, limited CSI must
be assumed to ensure reliability and confidentiality.

In this chapter, the concept of compound channels [5, 38] is considered, which
makes a first step in the direction ofmore realistic CSI assumptions. In thismodel, the
actual channel realization is assumed to be unknown. The users know only that the
true channel realization belongs to a known uncertainty set and that this realization
remains constant for the entire duration of transmission. Secure communication over
compound wiretap channels has been studied in [4, 17, 23, 26, 34, 35]. Despite all
these efforts, a general single-letter characterization of the secrecy capacity remains
unknown (if it exists at all). Such a description has been found only for certain special
cases such as degraded channels or certain MIMO channels.

In this chapter, the compound broadcast channel with confidential messages
(BCC) is considered. In this communication problem, a transmitter aims to send
a common message to two receivers and, at the same time, a confidential message
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to only one of them keeping the other receiver in the dark. This channel provides
a useful model for studying wireless networks involving both multicast and unicast
messages, such as subscription content-delivery systems. First studies can be found
in [24, 33] and, similarly to the compound wiretap channel, a general single-letter
characterization of the secrecy capacity region remains unknown. Only a multi-letter
description has been established so far.

The following analysis is motivated by the observation that the performance of
a communication system should depend continuously on its system parameters. In
the context of compound BCCs, this means that small variations in the uncertainty
set should only lead to small variations in the secrecy capacity; i.e., that the system
will be robust to the uncertainty. Since otherwise, if small changes would lead to
dramatic losses in performance, the approach at hand will most likely not be used.
Surprisingly, the question of continuity of capacities is rarely discussed. Some work
for the compound wiretap channel and arbitrarily varying wiretap channel can be
found in [10, 11].

The aim of this work is to extend these concepts and ideas to the compound BCC.
For this purpose, the compound BCC is introduced in Sect. 5.2 and a distance concept
to measure how “close” two compound BCCs are in Sect. 5.3. The main contribution
of this work is then that the secrecy capacity region of the compound BCC is con-
tinuous in the uncertainty set. This shows that small variations in the uncertainty set
only lead to small variations in the secrecy capacity. Finally, a concluding discussion
is given in Sect. 5.4. Parts of this work have been presented before in [20].

Notation
Discrete random variables are denoted by capital letters and their realizations and
ranges by lower case and script letters, respectively; all information quantities and
logarithms are taken to the base 2;N andR+ denote the sets of non-negative integers
and non-negative real numbers; (0, 1) and [0, 1] denote open and closed intervals
between 0 and 1; H(·), H2(·), I (·; ·) are the entropy, binary entropy, and mutual
information, respectively; X − Y − Z denotes a Markov chain of random variables
X , Y , and Z in this order; the set of all probability distributions is denoted byP(·);
conv(·) denotes the convex hull closure; ‖ν − μ‖ =: ∑

a∈A |ν(a) − μ(a)| is the
total variation distance of measures μ and ν on A ; lhs =: rhs means the value of
the right hand side (rhs) is assigned to the left hand side (lhs); lhs := rhs is defined
accordingly.

5.2 Compound Broadcast Channels with Confidential
Messages

In this section we introduce the compound broadcast channel with confidential mes-
sages (BCC) in which the actual channel realization is unknown to the transmitter
and both receivers. They know only that this realization remains constant during the
entire duration of transmission and belongs to a known uncertainty set.
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5.2.1 Compound Broadcast Channels

Let X , Y , and Z be finite input and output alphabets of the transmitter and
both receivers respectively. Let S be a finite state set. For each channel state
s ∈ S , input and output sequences xn ∈ X n , yn ∈ Y n , and zn ∈ Z n of length
n, the discrete memoryless broadcast channel is given by Pn

Y Z |X,s(yn, zn|xn) =:
∏n

i=1 PY Z |X,s(yi , zi |xi ). Since there is no cooperation allowed between receiver
1 and 2, it suffices to consider the marginal channels only which are denoted by
W n

s (yn|xn) =: ∏n
i=1 Ws(yi |xi ) and V n

s (zn|xn) =: ∏n
i=1 Vs(zi |xi ) respectively.

This allows us to define the marginal compound channels to both receivers by the
families of channels for all s ∈ S as

W =: {
Ws : s ∈ S

}
and V =: {

Vs : s ∈ S
}
.

Definition 5.1 The discrete memoryless compound broadcast channel W is given
by the families of pairs of compound channels with common input as

W =: {
W ,V

} = {
(Ws, Vs) : Ws ∈ W , Vs ∈ V

}
.

Remark 5.1 In what follows wewill callW also the uncertainty set of the compound
BCC. In [10, Sect. II-B] it is discussed why it is reasonable to specify the uncertainty
set by the set of channel matrices (W ,V ) and not by the state set S itself. Indeed,
two compound channels can be “close” in their set of channel matrices although their
state sets may differ considerably.

5.2.2 Codes for Compound BCCs

In the communication problemat hand, the transmitter sends over the compoundBCC
simultaneously a common message M0 to both receivers and a confidential message
M1 to receiver 1, which must be kept secret from receiver 2. The corresponding
compound BCC is depicted in Fig. 5.1.

We consider a block code of arbitrary but fixed length n. LetM0 =: {1, . . . , M0,n}
be the set of common messages and M1 =: {1, . . . , M1,n} the set of confidential
messages. We frequently make use of the abbreviation M =: M0 × M1.

Definition 5.2 An (n, M0,n, M1,n)-code for the compound BCC consists of a sto-
chastic encoder at the transmitter

E : M0 × M1 → P(X n), (5.1)
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Fig. 5.1 Compound broadcast channel with confidential messages. The transmitter encodes mes-
sages M0 and M1 into a codeword Xn = E(M0, M1) and transmits it over the compound BCC to the
receivers, which have to decode their intended messages (M̂0, M̂1) = ϕ1(Y n

s ) and M̂0 = ϕ2(Zn
s )

for any channel realization s ∈ S . At the same time, the second receiver has to be kept ignorant of
M1 in the sense that maxs∈S I (M1; Zn

s ) ≤ δn

i.e., a stochastic matrix, and decoders at receivers 1 and 2

ϕ1 : Y n → M0 × M1 (5.2a)

ϕ2 : Z n → M0. (5.2b)

Remark 5.2 Note that since the actual channel realization is unknown to the trans-
mitter and both receivers, the encoder (5.1) and decoders (5.2)must not depend on the
state s ∈ S (and therewith not the particular (Ws, Vs)), i.e., they must be universal
with respect to the state setS (and uncertainty setW).

When the transmitter has sent the message pair m = (m0, m1) ∈ M and the
receivers have received yn ∈ Y n and zn ∈ Z n , their decoders are in error if
ϕ1(yn) �= (m0, m1) or ϕ2(zn) �= m0. Then for an (n, M0,n, M1,n)-code of Definition
5.2, the average probabilities of decoding error for receivers 1 and 2 and channel
realization s ∈ S are

e1,n(s) := 1

|M |
∑

m∈M

∑

xn∈X n

∑

yn :ϕ1(yn) �=(m0,m1)

W n
s (yn|xn)E(xn|m0, m1)

e2,n(s) := 1

|M |
∑

m∈M

∑

xn∈X n

∑

zn :ϕ2(zn) �=m0

V n
s (zn|xn)E(xn|m0, m1).

Since reliable communication is required for all s ∈ S , we consider the maximum
average error probabilities, i.e. e1,n = maxs∈S e1,n(s) and e2,n = maxs∈S e2,n(s).

The confidential message M1 has to be kept secret from receiver 2 for all channel
realizations s ∈ S . Therefore, we requiremaxs∈S I (M1; Zn

s ) ≤ δn for some δn > 0
with M1 the random variable uniformly distributed over the set M1 and Zn

s =
(Zs,1, Zs,2, . . . , Zs,n) the output at receiver 2 for the channel realization s ∈ S .
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This criterion is known as strong secrecy [13, 29] and the intuition is to control the
total amount of information leaked to the non-legitimate receiver. This leads to the
following definition.

Definition 5.3 A rate pair (R0, R1) ∈ R
2+ is said to be achievable for the compound

BCC if for any τ > 0 there is an n(τ ) ∈ N and a sequence of (n, M0,n, M1,n)-codes
such that for all n ≥ n(τ ) we have 1

n log M0,n ≥ R0 − τ , 1n log M1,n ≥ R1 − τ ,

max
s∈S

{
ē1,n(s), ē2,n(s)

} ≤ λn,

and

max
s∈S

I (M1; Zn
s ) ≤ δn (5.3)

with λn, δn → 0 as n → ∞.
The closure of the set of all achievable rate pairs (R0, R1) is the secrecy capacity

region CS(W) of the compound BCC W.

Remark 5.3 One might argue that the secrecy criterion (5.3) should reflect the fact
that the common message M0 is available at receiver 2 as side information. In [33] it
has been shown that incorporating this type of side information does not change the
secrecy capacity. Accordingly, (5.3) can be generalized tomaxs∈S I (M1; Zn

s |M0) ≤
δn (or equivalently to maxs∈S I (M1; M0, Zn

s ) ≤ δn if M0 and M1 are independent)
at no cost.

5.2.3 Capacity Results

The discrete memoryless compound BCC has been studied in [19, 33]. In [33] an
achievable secrecy rate region and a multi-letter outer bound have been established.
Based on this, [19] presents a precise multi-letter characterization of the correspond-
ing secrecy capacity region.

Proposition 5.1 ([33, Theorem2]) An achievable secrecy rate region for the com-
pound BCC W is given by the set of all rate pairs (R0, R1) ∈ R

2+ that satisfy

R0 ≤ min
s∈S

min
{

I (U ; Ys), I (U ; Zs)
}

R1 ≤ min
s∈S

I (V ; Ys |U ) − max
s∈S

I (V ; Zs |U )

for random variables U − V − X − (Ys, Zs) forming a Markov chain with Ys and
Zs the random variables associated with the outputs of the channels Ws and Vs.
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Furthermore, the generalized secrecy criterion (cf. Remark 5.3) goes exponen-
tially fast to zero and the decoding error of the confidential message M1 at the
non-legitimate receiver 2 goes exponentially fast to one.

A single-letter expression for the secrecy capacity region is still unknown (if
it exists at all). However, a multi-letter outer bound has been established in [33,
Theorem3] which yields a multi-letter description of CS(W) of the compound BCC
W in [19]. For this purpose, let n ∈ N be arbitrary but fixed and we define the rate
region Rn(W, U, V, Xn) as the set of all rate pairs (R0, R1) ∈ R

2+ that satisfy

R0 ≤ 1

n
inf

s∈S
min

{
I (U ; Y n

s ), I (U ; Zn
s )

}
(5.4a)

R1 ≤ 1

n

(
inf

s∈S
I (V ; Y n

s |U ) − sup
s∈S

I (V ; Zn
s |U )

)
(5.4b)

for randomvariables satisfying theMarkov chain relationshipU−V −Xn−(Y n
s , Zn

s ).
Then, we define the region

Rn(W) =
⋃

U−V −Xn

Rn(W, U, V, Xn),

i.e.,Rn(W) is the union of the regionsRn(W, U, V, Xn) over all random variables
satisfying the Markov chain relationship U − V − Xn .

Theorem 5.1 ([19]) The secrecy capacity region CS(W) of the compound BCC W
is the convex hull closure of the union of the regions Rn(W) over all n ∈ N, i.e.,

CS(W) = conv(
⋃

n∈N
Rn(W)). (5.5)

Remark 5.4 The union of the rate regions
⋃

n∈NRn(W) may itself not be convex,
which necessitates the convex hull in (5.5). Note that all rate pairs in the convex hull
can be achieved by time sharing between rate pairs in Rn(W).

5.3 Continuity of the Compound Secrecy Capacity Region

In this section we analyze the secrecy capacity region CS(W) of the compound
BCC W. The main result will be that CS(W) depends in a continuous way on the
uncertainty set W. To do so, we need a suitable concept to measure the distance
between two compound BCCs. This is introduced first.
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5.3.1 Distance Between Compound BCCs

Let (W, V ) and (W̃ , Ṽ ) be two broadcast channels with finite input and output
alphabetsX ,Y , andZ . We define the distance between the two marginal channels
(to receivers 1 and 2 respectively) based on the total variation distance1 as

d(W, W̃ ) =: max
x∈X

∑

y∈Y

∣
∣W (y|x) − W̃ (y|x)

∣
∣

d(V, Ṽ ) =: max
x∈X

∑

z∈Z

∣
∣V (z|x) − Ṽ (z|x)

∣
∣

and the distance between two BCs as

d
(
(W, V ), (W̃ , Ṽ )

) =: max
{
d(W, W̃ ), d(V, Ṽ )

}
.

To extend this concept to compound BCs, let W1 = {(Ws1 , Vs1) : s1 ∈ S1} and
W2 = {(Ws2 , Vs2) : s2 ∈ S2} be two finite compound BCs with marginal compound
channels Wi = {Wsi : si ∈ Si } and Vi = {Vsi : si ∈ Si } for i ∈ {1, 2}. We define
the distance between two marginal compound channels to receiver 1 as

d1(W1,W2) = max
s2∈S2

min
s1∈S1

d(Ws1 , Ws2)

d2(W1,W2) = max
s1∈S1

min
s2∈S2

d(Ws1 , Ws2)

and to receiver 2 as

d1(V1,V2) = max
s2∈S2

min
s1∈S1

d(Vs1 , Vs2)

d2(V1,V2) = max
s1∈S1

min
s2∈S2

d(Vs1 , Vs2).

Definition 5.4 Let W1 and W2 be two compound BCs. The distance D(W1,W2)

between W1 and W2 is then defined as

D(W1,W2) = max
{
d1(W1,W2), d2(W1,W2), d1(V1,V2), d2(V1,V2)

}
.

This concept is suitable to characterize how “close” two compound BCs are. In
addition, it can also be used to quantify how well one compound BC approximates
another one.

Finally, to compare different rate regions, we define a distance between two sets
as follows.

1Note that the distance can also be defined based on another norm. This follows from the fact that
the output alphabets Y and Z are finite. A norm other than the total variation distance would only
result in slightly different constants.
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Definition 5.5 Let R1, and R2 be two non-empty compact subsets of the metric
space (R2+, d) with d(x2, y2) = ∑2

i=1 |xi − yi | for all x2 = (x1, x2) and y2 =
(y1, y2). We define the distance between two sets as

DR(R1,R2) = max
{
max

r1∈R1

min
r2∈R2

d(r1, r2), max
r2∈R2

min
r1∈R2

d(r1, r2)
}
.

5.3.2 Continuity of the Secrecy Capacity Region

Now we are in the position to study the behavior of the secrecy capacity of the
compound BCC. In particular, we are interested in the question of what happens if
there are variations in the uncertainty set. Obviously, one is interested in a continuous
behavior of the secrecy capacity. Since small changes in the uncertainty set should
only lead to small changes in the corresponding secrecy capacity region.

For the following analysis, we need some technical results stated in the following.
Similar results appeared first in the area of quantum information theory [2, 25] and
have recently been extended to the compound wiretap channel in [10, 11].

The following lemma is also stated in [10, 11].

Lemma 5.1 Let X and Y be finite alphabets and ε ∈ (0, 1) be arbitrary. Further,
let (X, Y ) and (X̃ , Ỹ ) be random variables according to joint probability distribu-
tions PXY , PX̃Ỹ ∈ P(X × Y ) with ‖PXY − PX̃Ỹ ‖ ≤ ε. It holds that

∣
∣H(Y |X) − H(Ỹ |X̃)

∣
∣ ≤ δ1(ε, |Y |) (5.6)

with δ1(ε, |Y |) =: 2ε log |Y | + 2H2(ε).

Proof The proof follows the idea of [2] for quantum sources. We obtain sharper
constants by considering classical probability distributions only in this work. For
completeness, the details can be found in the appendix. �

Lemma 5.2 Let X and Y be finite alphabets and W, W̃ : X → P(Y ) be arbi-
trary channels with

d(W, W̃ ) ≤ ε

for some ε > 0. For an arbitrary n ∈ N, letU andV be two finite sets, PU ∈ P(U )

the uniform distribution of U, PV |U : U → P(V ) the conditional distribution of
V given U and E(xn|v), xn ∈ X n conditioned on v ∈ V , an arbitrary stochastic
encoder. We consider the probability distributions

PU V Y n (u, v, yn) =
∑

xn∈X n

W n(yn|xn)E(xn|v)PV |U (v|u)PU (u)

PU V Ỹ n (u, v, yn) =
∑

xn∈X n

W̃ n(yn|xn)E(xn|v)PV |U (v|u)PU (u).
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Then it holds that

∣
∣I (V ; Y n|U ) − I (V ; Ỹ n|U )

∣
∣ ≤ nδ2(ε, |Y |) (5.7)

with δ2(ε, |Y |) =: 4ε log |Y | + 4H2(ε).

Proof The proof is an adaptation of the proof in [10, 11] for the compound wiretap
channel (which itself goes back to a proof idea in [25] for quantum capacities). The
details can be found in the appendix. �

Remark 5.5 Note that the right-hand side of (5.6) and (5.7) depend only on the
size of the output alphabet Y , but they are independent of the size of the auxiliary
alphabets U and V , the conditional distribution PV |U , and the chosen stochastic
encoder E .

The previous lemma shows that whenever two channels are close, certain condi-
tional mutual information terms are close as well. We use this observation to prove
the following result which states that two similar compound BCCs have similar
corresponding secrecy rate regions, cf. (5.4).

Lemma 5.3 Let ε ∈ (0, 1) and n ∈ N be fixed. Further, let W1 and W2 be two
compound BCCs and U, V , and Xn be random variables satisfying the Markov
chain relationship U − V − Xn. If

D(W1,W2) ≤ ε

then it holds that

DR(Rn(W1, U, V, Xn),Rn(W2, U, V, Xn)) ≤ δ(ε, |Y |, |Z |)

with δ(ε, |Y |, |Z |) = δ′(ε, |Y |, |Z |) + δ′′(ε, |Y |, |Z |), δ′(ε, |Y |, |Z |) =: 4H2
(ε) + 4εmax{log |Y |, log |Z |}, and δ′′(ε, |Y |, |Z |) =: 4ε log |Y ||Z | + 8H2(ε).

Proof For any particular choice ofU , V , and Xn , the rate regionsRn(W1, U, V, Xn)
and Rn(W2, U, V, Xn) are

Rn(W1, U, V, Xn) =
{

R0,S1
≤ 1

n infs1∈S1
min{I (U ; Y n

s1), I (U ; Zn
s1)}

R1,S1
≤ 1

n infs1∈S1
I (V ; Y n

s1 |U ) − 1
n sups1∈S1

I (V ; Zn
s1 |U )

}

and

Rn(W2, U, V, Xn) =
{

R0,S2
≤ 1

n infs2∈S2
min{I (U ; Y n

s2 ), I (U ; Zn
s2 )}

R1,S2
≤ 1

n infs2∈S2
I (V ; Y n

s2 |U ) − 1
n sups2∈S2

I (V ; Zn
s2 |U )

}

,

i.e., they are rectangles described by the rates (R0,S1 , R1,S1) and (R0,S2 , R1,S2)

satisfying (5.4a) and (5.4b) respectively.
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Note that both regions are rectangles sharing the corner point (0, 0). Therefore,
the longest distance between these two sets is given by the maximum corner points
(A0S1

, A1S1
) and (A0S2

, A1S2
), where

A0Si
= max

(R0,Si ,R1,Si )∈Rn(Wi ,U,V,Xn)
R0,Si

denotes the maximum common rate and

A1Si
= max

(R0,Si ,R1,Si )∈Rn(Wi ,U,V,Xn)
R1,Si

the maximum confidential rate of region Rn(Wi , U, V, Xn), i = 1, 2. With this
observation, the distance DR(Rn(W1, U, V, Xn),Rn(W2, U, V, Xn)), cf. Defini-
tion 5.5, is

DR(Rn(W1, U, V, Xn),Rn(W2, U, V, Xn)) = |A0S1
− A0S2

| + |A1S1
− A1S2

|.
(5.8)

Thus, it remains to evaluate both terms on the right hand side of (5.8), i.e., the
difference between the maximum common rates |A0S1

− A0S2
| and the difference

between the maximum confidential rates |A1S1
− A1S2

|.
Common Message Rate
From (5.4a) we see that there are four cases that may occur:

1. A0S1
= 1

n infs1∈S1 I (U ; Y n
s1) and A0S2

= 1
n infs2∈S2 I (U ; Y n

s2)

2. A0S1
= 1

n infs1∈S1 I (U ; Zn
s1) and A0S2

= 1
n infs2∈S2 I (U ; Zn

s2)

3. A0S1
= 1

n infs1∈S1 I (U ; Y n
s1) and A0S2

= 1
n infs2∈S2 I (U ; Zn

s2)

4. A0S1
= 1

n infs1∈S1 I (U ; Zn
s1) and A0S2

= 1
n infs2∈S2 I (U ; Y n

s2).

In the following we treat these cases individually. For the first case, we have

∣
∣
∣A0S1

− A0S2

∣
∣
∣ =

∣
∣
∣
1

n
inf

s1∈S1

I (U ; Y n
s1) − 1

n
inf

s2∈S2

I (U ; Y n
s2)

∣
∣
∣. (5.9)

Let η > 0 be arbitrary. There exists an ŝ1 = ŝ1(η) such that

inf
s1∈S1

I (U ; Y n
s1) ≥ I (U ; Y n

ŝ1
) − η. (5.10)

Since D(W1,W2) < ε, there is an ŝ2 = ŝ2(ŝ1) such that

d(Wŝ1 , Wŝ2) < ε. (5.11)
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We can now apply Lemma 5.2 (with U in (5.7) of Lemma 5.2 being constant and U
in (5.9) taking the role of V in (5.7) of Lemma 5.2). By (5.11), we then have

∣
∣
∣I (U ; Y n

ŝ1
) − I (U ; Y n

ŝ2
)

∣
∣
∣ ≤ nδ2(ε, |Y |). (5.12)

Combining (5.10) and (5.12) we obtain

inf
s1∈S1

I (U ; Y n
s1) ≥ I (U ; Y n

ŝ2
) − nδ2(ε, |Y |) − η

≥ inf
s2∈S2

I (U ; Y n
s2) − nδ2(ε, |Y |) − η.

Since this inequality holds for all η > 0, we obtain

inf
s1∈S1

I (U ; Y n
s1) > inf

s2∈S2

I (U ; Y n
s2) − nδ2(ε, |Y |).

By changing the roles of S1 and S2 in the previous derivation, we also get
infs2∈S2 I (U ; Y n

s2) > infs1∈S1 I (U ; Y n
s1) − nδ2(ε, |Y |) so that

∣
∣
∣ inf

s1∈S1

I (U ; Y n
s1) − inf

s2∈S2

I (U ; Y n
s2)

∣
∣
∣ ≤ nδ2(ε, |Y |).

Using the same line of argument as for the first case above, we accordingly have for
the second case

∣
∣
∣ inf

s1∈S1

I (U ; Zn
s1) − inf

s2∈S2

I (U ; Zn
s2)

∣
∣
∣ ≤ nδ2(ε, |Z |).

In the third and fourth case, one maximum common rate depends on Y and the other
on Z . For the third case, we have

B0S1
= 1

n
inf

s1∈S1

I (U ; Zn
s1) ≥ 1

n
inf

s1∈S1

I (U ; Y n
s1) = A0S1

B0S2
= 1

n
inf

s2∈S2

I (U ; Y n
s2) ≥ 1

n
inf

s2∈S2

I (U ; Zn
s2) = A0S2

.

This necessitates further case studies and we have six possibilities to relate the two
previous inequalities:

1. B0S1
≥ A0S1

≥ B0S2
≥ A0S2

and Lemma 5.2 implies

|A0S1
− A0S2

| ≤ |B0S1
− A0S2

| ≤ δ2(ε, |Z |)

2. B0S1
≥ B0S2

≥ A0S1
≥ A0S2

implying
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|A0S1
− A0S2

| ≤ |B0S1
− A0S2

| ≤ δ2(ε, |Z |)

3. B0S1
≥ B0S2

≥ A0S2
≥ A0S1

implying

|A0S1
− A0S2

| ≤ |A0S1
− B0S2

| ≤ δ2(ε, |Y |)

4. B0S2
≥ A0S2

≥ B0S1
≥ A0S1

implying

|A0S1
− A0S2

| ≤ |A0S1
− B0S2

| ≤ δ2(ε, |Y |)

5. B0S2
≥ B0S1

≥ A0S2
≥ A0S1

implying

|A0S1
− A0S2

| ≤ |A0S1
− B0S2

| ≤ δ2(ε, |Y |)

6. B0S2
≥ B0S1

≥ A0S1
≥ A0S2

implying

|A0S1
− A0S2

| ≤ |A0S2
− B0S1

| ≤ δ2(ε, |Z |).

We can use the same line of argument for the fourth case to bound the distance
between the two maximum achievable common rates. As a conclusion, it then holds
for all cases that

|A0S1
− A0S2

| ≤ max{δ2(ε, |Y |), δ2(ε, |Y |)}
= 4H2(ε) + 4εmax{log |Y |, log |Z |}. (5.13)

Confidential Message Rate
It remains to evaluate the confidential message rate. Using the same line of argument
as in the first case for the common message rate, we get

|A1S1
− A1S2

|=
∣
∣
∣
1

n
inf

s1∈S1

I (V ; Y n
s1 |U )− 1

n
sup

s1∈S1

I (V ; Zn
s1 |U )

− 1

n
inf

s2∈S2

I (V ; Y n
s2 |U )+ 1

n
sup

s2∈S2

I (V ; Zn
s2 |U )

∣
∣
∣

≤ 1

n

∣
∣
∣ inf

s1∈S1

I (V ; Y n
s1 |U ) − inf

s2∈S2

I (V ; Y n
s2 |U )

∣
∣
∣

+ 1

n

∣
∣
∣ inf

s2∈S2

I (V ; Zn
s2 |U ) − inf

s1∈S1

I (V ; Zn
s1 |U )

∣
∣
∣

≤ δ2(ε, |Y |) + δ2(ε, |Z |)
≤ 4ε log |Y ||Z | + 8H2(ε). (5.14)

Putting (5.13) and (5.14) together yields the desired result proving the lemma. �
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Now we are in a position to state and prove the main result of this work. The
following theorem shows that whenever two compound BCCs are close, their corre-
sponding secrecy capacity regions are close as well.

Theorem 5.2 Let ε ∈ (0, 1). Let W1 and W2 be two compound BCCs. If

D(W1,W2) ≤ ε, (5.15)

then it holds that

DR(CS(W1),CS(W2)) ≤ δ(ε, |Y |, |Z |).

Proof For any choice of random variablesU , V , and Xn satisfying theMarkov chain
relationship U − V − Xn , we define the sets D1,B1 ⊂ R

2+ as

D1 =
⋃

n∈N

⋃

U−V −Xn

Rn(W1, U, V, Xn)

B1 = CS(W1)\
⋃

n∈N

⋃

U−V −Xn

Rn(W1, U, V, Xn)

so that D1 ∪ B1 = CS(W1). Now, let (R0S1
, R1S1

) ∈ D1. Then there exists an

n ∈ N and random variables Û , V̂ , and X̂n satisfying the Markov chain relationship
Û − V̂ − X̂n such that (R0S1

, R1S1
) ∈ Rn(W1, Û , V̂ , X̂n). From Lemma 5.3 and

(5.15) it then follows that

DR(Rn(W1, Û , V̂ , X̂n),Rn(W2, Û , V̂ , X̂n)) ≤ δ(ε, |Y |, |Z |).

This means that there exists a rate pair

(R0S2
(R0S1

), R1S2
(R1S1

)) ∈ Rn(W2, Û , V̂ , X̂n)

such that

|R0S1
− R0S2

| + |R1S1
− R1S2

| ≤ δ(ε, |Y |, |Z |).

Now, for any rate pair (R̂0S1
, R̂1S1

) ∈ B1, there exist two rate pairs

(Ṙ0S1
, Ṙ1S1

), (R̃0S1
, R̃1S1

) ∈ D1

such that

R̂0S1
= λṘ0S1

+ (1 − λ)R̃0S1

R̂1S1
= λṘ1S1

+ (1 − λ)R̃1S1
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for some λ ∈ (0, 1). Now, for each (Ṙ0S1
, Ṙ1S1

) and (R̃0S1
, R̃1S1

) there exist

random variables U̇ , V̇ , Ẋn Ũ , Ṽ , and X̃n satisfying the Markov chain relations
U̇ − V̇ − Ẋn and Ũ − Ṽ − X̃n such that (Ṙ0S1

, Ṙ1S1
) ∈ Rn(W1, U̇ , V̇ , Ẋn) and

(R̃0S1
, R̃1S1

) ∈ Rn(W1, Ũ , Ṽ , X̃n). Then from Lemma 5.3 and (5.15) we have

that there exist rate pairs (Ṙ0S2
(Ṙ0S1

), Ṙ1S2
(Ṙ1S1

)) ∈ Rn(W2, U̇ , V̇ , Ẋn) and

(R̃0S2
(R̃0S1

), R̃1S2
(R̃1S1

)) ∈ Rn(W2, Ũ , Ṽ , X̃n) such that

|Ṙ0S1
− Ṙ0S2

| + |Ṙ1S1
− Ṙ1S2

| ≤ δ(ε, |Y |, |Z |)
|R̃0S1

− R̃0S2
| + |R̃1S1

− R̃1S2
| ≤ δ(ε, |Y |, |Z |).

This means there is a rate pair (R̂0S2
, R̂1S2

) ∈ CS(W2) with

R̂0S2
= λṘ0S2

+ (1 − λ)R̃0S2

R̂1S2
= λṘ1S2

+ (1 − λ)R̃1S2
.

In addition, we have

|R̂0S1
− R̂0S2

| = |λṘ0S2
+ (1 − λ)R̃0S2

− λṘ0S1
+ (1 − λ)R̃0S1

|
≤ λ|Ṙ0S1

− Ṙ0S2
| + (1 − λ)|R̃0S1

− R̃0S2
|

≤ δ′(ε, |Y |, |Z |) (5.16)

and similarly

|R̂1S1
− R̂1S2

| ≤ δ′′(ε, |Y |, |Z |). (5.17)

Now (5.16) and (5.17) results in

|R̂0S1
− R̂0S2

| + |R̂1S1
− R̂1S2

| ≤ δ(ε, |Y |, |Z |).

Thus, we can conclude that for every rate pair (R0S1
, R1S1

) ∈ CS(W1) we can find
a rate pair (R0S2

(R0S1
), R1S2

(R1S1
)) ∈ CS(W2) such that

|R0S1
− R0S2

| + |R1S1
− R1S2

| ≤ δ(ε, |Y |, |Z |). (5.18)

Similarly, we can use the same line of argument to show the other direction: for every
rate pair (R0S2

, R1S2
) ∈ CS(W2) there is a rate pair (R0S1

(R0S2
), R1S1

(R1S2
)) ∈

CS(W1) such that (5.18) holds. This completes the proof. �
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5.4 Discussion

This work was motivated by the question as to whether the secrecy capacity region
of the compound BCC depends continuously on the uncertainty set or not. We have
shown that the compound BCCmodel is robust, i.e., small changes in the uncertainty
set lead only to small changes in the secrecy capacity region. The continuous behavior
of the secrecy capacity is a necessary condition for the existence of codes that are
robust against small variations in the uncertainty set, since otherwise, a discontinuous
behavior of the secrecy capacity would immediately rule out the existence of robust
codes. For future work, a detailed analysis of such robust codes is the next step for
making this concept interesting for practical applications.

For compound channels the true channel realization is unknown. However, a cru-
cial assumption is that it remains constant for the entire duration of transmission.
Weakening this assumption leads to the concept of arbitrarily varying channels
(AVCs) [1, 6, 15], in which the channel realization is allowed to vary in an unknown
and arbitrary manner from channel use to channel use. The corresponding arbitrar-
ily varying wiretap channel (AVWC) has been studied in [3, 8–12, 30, 31, 37] and
interesting phenomena appear. In contrast to the compound wiretap channel, it now
matterswhether traditional deterministic/unassisted codeswith pre-specified encoder
and decoder are used, or more sophisticated codes, where the choice of encoder and
decoder is coordinated based on coordination resources such as common randomness
available to all users. There are situations in which the traditional approach leads to
zero capacity, while the coordinated approach yields a positive capacity. Moreover,
the unassisted secrecy capacity of the AVWC turns out to be discontinuous in the
uncertainty set [10, 11], while common randomness allows recovering of the con-
tinuous dependence of the secrecy capacity on the uncertainty set [31, 37]. As a first
step, in [19, 20] it has been demonstrated that the unassisted secrecy capacity region
of the arbitrarily varying BCC depends on the uncertainty set in a discontinuous way.
But it is an interesting and open question to find a complete characterization of this
behavior (as in [31, 37] for the AVWC).
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Appendix

The following proofs of Lemmas 5.1 and 5.2 are adaptations of [2] and [25] where
similar results were proved in the context of quantum information theory. How-
ever, we obtain bounds with better constants by restricting the analysis to classical
probability distributions only.
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Proof of Lemma 5.1

The proof of this lemma can also be found in [10, 11] and is given here for com-
pleteness. It follows [2] where a similar result is presented in the context of quantum
information. However, we are able to get a better constant by using the fact that
H(Y |X) ≥ 0 for all PXY ∈ P(X ×Y ). This is in contrast to the quantum version
in [2].

Let PXY , PX̃Ỹ ∈ P(X × Y ) be joint probability distributions with ‖PXY −
PX̃Ỹ ‖ ≤ ε. We assume that

∑

x∈X

∑

y∈Y

∣
∣PXY (x, y) − PX̃Ỹ (x, y)

∣
∣ = ε (5.19)

is satisfied with equality since otherwise ε in (5.19) could be replaced with a smaller
ε̃ < ε accordingly.

We define the function

f (x, y) =: ∣
∣PXY (x, y) − PX̃Ỹ (x, y)

∣
∣ (5.20)

and set

p∗(x, y) = (1 − ε)PXY (x, y) + f (x, y)

for all (x, y) ∈ X × Y so that p∗ ∈ P(X ,Y ) is a joint probability distribution
onX × Y .

Further, we set

p̂(x, y) = 1

ε
f (x, y), (5.21a)

and

q̂(x, y) = 1

ε

(
(1 − ε)

[
PXY (x, y) − PX̃Ỹ (x, y)

] + f (x, y)
)
. (5.21b)

Next we check that p̂ and q̂ are well defined such that they are indeed probability
distributions. p̂(x, y) ≥ 0 for all (x, y) ∈ X × Y is obviously true. It remains to
verify that q̂(x, y) ≥ 0 for all (x, y) ∈ X × Y is also satisfied.

If PXY (x, y) ≤ PX̃Ỹ (x, y), then

− f (x, y) ≤ PXY (x, y) − PX̃Ỹ (x, y)

≤ (1 − ε)
(
PXY (x, y) − PX̃Ỹ (x, y)

)

≤ 0
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so that q̂(x, y) ≥ 0. On the other hand, if PXY (x, y) > PX̃Ỹ (x, y), then

0 < (1 − ε)
(
PXY (x, y) − PX̃Ỹ (x, y)

)

≤ PXY (x, y) − PX̃Ỹ (x, y)

≤ f (x, y)

so that q̂(x, y) ≥ 0 also in this case. From the definition of p̂ and q̂ in (5.21) and
(5.19)–(5.20) it can further easily be verified that

∑

x∈X

∑

y∈Y
p̂(x, y) =

∑

x∈X

∑

y∈Y
q̂(x, y) = 1

which shows that p̂ ∈ P(X × Y ) and q̂ ∈ P(X × Y ) are joint probability
distributions.

With this we can rewrite p∗ as

p∗(x, y) = (1 − ε)PXY (x, y) + ε p̂(x, y) (5.22a)

= (1 − ε)PX̃Ỹ (x, y) + εq̂(x, y) (5.22b)

for all (x, y) ∈ X × Y . Next, we show that (5.22a) implies

∣
∣H(Y |X) − H(Y ∗|X∗)

∣
∣ ≤ ε log |Y | + H2(ε). (5.23)

To do so, we use the fact that the conditional entropy is concave, i.e.,

H(Y ∗|X∗) ≥ (1 − ε)H(Y |X) + εH(Ŷ |X̂).

With this, we have

H(Y |X) − H(Y ∗|X∗) ≤ H(Y |X) − (1 − ε)H(Y |X) − εH(Ŷ |X̂)

= ε
(
H(Y |X) − H(Ŷ |X̂)

)

≤ εH(Y |X)

≤ ε log |Y |. (5.24)

Using the concavity of the entropy

H(X∗) ≥ (1 − ε)H(X) + εH(X̂)

and the upper bound on the joint entropy

H(X∗, Y ∗) ≤ (1 − ε)H(X, Y ) + εH(X̂ , Ŷ ) + H2(ε),
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we get

H(Y ∗|X∗) = H(X∗, Y ∗) − H(X∗)
≤ (1 − ε)H(Y |X) + εH(Y ∗|X∗) + H2(ε)

and further

H(Y |X) − H(Y ∗|X∗) ≥ −ε
(
H(Y ∗|X∗) − H(Y |X)

) − H2(ε)

≥ −εH(Y ∗|X∗) − H2(ε)

≥ −ε log |Y | − H2(ε). (5.25)

Now, (5.24) and (5.25) yield

∣
∣H(Y |X) − H(Y ∗|X∗)

∣
∣ ≤ ε log |Y | + H2(ε)

which shows (5.23). (By the same arguments, one can show that (5.22b) implies
|H(Ỹ |X̃) − H(Y ∗|X∗)| ≤ ε log |Y | + H2(ε).)

Finally, this yields

∣
∣H(Y |X) − H(Ỹ |X̃)

∣
∣

= ∣
∣H(Y |X) − H(Y ∗|X∗) + (

H(Y ∗|X∗) − H(Ỹ |X̃)
)∣
∣

≤ ∣
∣H(Y |X) − H(Y ∗|X∗)

∣
∣ + ∣

∣H(Ỹ |X̃) − H(Y ∗|X∗)
∣
∣

≤ 2ε log |Y | + 2H2(ε)

which is (5.6), proving the lemma. �

Proof of Lemma 5.2

The proof presented in the following is based on [10, Lemma2]. Let 0 ≤ k ≤ n be
arbitrary. We define

PU V Y k
1 Ỹ n

k+1
(u, v, yk

1 , yn
k+1) =:

∑

xn∈X n

k∏

l=1

W (yl |xl )

n∏

l=k+1

W̃ (yl |xl )E(xn |v)PV |U (v|u)PU (u).

So we have

I (V ; Y n|U ) − I (V ; Ỹ n|U ) =
n−1∑

k=0

(
I (V ; Y k+1

1 Ỹ n
k+2|U ) − I (V ; Y k

1 Ỹ n
k+1|U )

)
.
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For all 0 ≤ k ≤ n − 1 it holds that

I (V ; Y k+1
1 Ỹ n

k+2|U ) − I (V ; Y k
1 Ỹ n

k+1|U )

= I (V ; Y k
1 |U ) + I (V ; Yk+1Ỹ n

k+2|Y k
1 U ) − I (V ; Y k

1 |U ) − I (V ; Ỹ n
k+1|Y k

1 U )

= I (V ; Yk+1Ỹ n
k+2|Y k

1 U ) − I (V ; Ỹ n
k+1|Y k

1 U )

= I (V ; Ỹ n
k+2|Y k

1 U ) + I (V ; Yk+1|Ỹ n
k+2Y k

1 U )

− I (V ; Ỹ n
k+2|Y k

1 U ) − I (V ; Ỹk+1|Ỹ n
k+2Y k

1 U )

= I (V ; Yk+1|Ỹ n
k+2Y k

1 U ) − I (V ; Ỹk+1|Ỹ n
k+2Y k

1 U )

= H(Yk+1|Ỹ n
k+2Y k

1 U ) − H(Ỹk+1|Ỹ n
k+2Y k

1 U )

− H(V Yk+1|Ỹ n
k+2Y k

1 U ) + H(V Ỹk+1|Ỹ n
k+2Y k

1 U ). (5.26)

We want to analyze the right-hand side of (5.26). For 0 ≤ k ≤ n − 1, it holds that

‖PU V Y k+1
1 Ỹ n

k+2
− PU V Y k

1 Ỹ n
k+1

‖
=

∑

v∈V

∑

u∈U

∑

yn∈Y n

∣
∣
∣PU V Y k+1

1 Ỹ n
k+2

(u, v, yk+1
1 yn

k+2) − PU V Y k
1 Ỹ n

k+1
(u, v, yk

1 yn
k+1)

∣
∣
∣

=
∑

v∈V

∑

u∈U

∑

yn∈Y n

∣
∣
∣

∑

xn∈X n

( k+1∏

l=1

W (yl |xl)

n∏

l=k+2

W̃ (yl |xl)

−
k+1∏

l=1

W (yl |xl)

n∏

l=k+2

W̃ (yl |xl)
)

E(xn|v)PV |U (v|u)PU (u)

∣
∣
∣

=
∑

v∈V

∑

u∈U

∑

yn∈Y n

∣
∣
∣

∑

xn∈X n

k∏

l=1

W (yl |xl)

n∏

l=k+2

W̃ (yl |xl)
(

W (yk+1|xk+1)

− W̃ (yk+1|xk+1)
)

E(xn|v)PV |U (v|u)PU (u)

∣
∣
∣

≤
∑

v∈V

∑

u∈U

∑

yn∈Y n

∑

xn∈X n

k∏

l=1

W (yl |xl)

n∏

l=k+2

W̃ (yl |xl)

∣
∣
∣W (yk+1|xk+1)

− W̃ (yk+1|xk+1)

∣
∣
∣E(xn|v)PV |U (v|u)PU (u)

=
∑

v∈V

∑

u∈U

∑

xn∈X n

( ∑

yn∈Y n

k∏

l=1

W (yl |xl)

n∏

l=k+2

W̃ (yl |xl)

∣
∣
∣W (yk+1|xk+1)

− W̃ (yk+1|xk+1)

∣
∣
∣
)

E(xn|v)PV |U (v|u)PU (u)
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=
∑

u∈U

∑

xn∈X n

∑

yk+1∈Y

∣
∣
∣W (yk+1|xk+1)

− W̃ (yk+1|xk+1)

∣
∣
∣E(xn|v)PV |U (v|u)PU (u)

< ε
∑

v∈V

∑

u∈U

∑

xn∈X n

E(xn|v)PV |U (v|u)PU (u) = ε.

This shows that the total variation between the joint probability distribution PUVYk Ỹ n
k+1

and PU V Y k+1Ỹ n
k+2

is smaller than ε. Then by Lemma 5.1 it holds that

∣
∣
∣H(Yk+1|Ỹ n

k+2Y k
1 U ) − H(Ỹk+1|Ỹ n

k+2Y k
1 U )

∣
∣
∣ < 2ε log |Y | + 2H2(ε) (5.27)

and
∣
∣
∣H(V Yk+1|Ỹ n

k+2Y k
1 U ) − H(V Ỹk+1|Ỹ n

k+2Y k
1 U )

∣
∣
∣

=
∣
∣
∣H(V |Ỹ n

k+2Y k
1 U ) + H(Yk+1|V Ỹ n

k+2Y k
1 U )

− H(V |Ỹ n
k+2Y k

1 U ) − H(Ỹk+1|V Ỹ n
k+2Y k

1 U )

∣
∣
∣

=
∣
∣
∣H(Yk+1|V Ỹ n

k+2Y k
1 U ) − H(Ỹk+1|V Ỹ n

k+2Y k
1 U )

∣
∣
∣

< 2ε log |Y | + 2H2(ε). (5.28)

Inserting (5.27) and (5.28) into (5.26) we obtain

∣
∣
∣I (V ; Y k+1

1 Ỹ n
k+2|U ) − I (V ; Y k

1 Ỹ n
k+1|U )

∣
∣
∣ ≤ 4ε log |Y | + 4H2(ε) := δ2(ε, |Y |).

(5.29)
This gives in particular the following upper bound for the difference between
I (V ; Y n |U ) and I (V ; Ỹ n|U ):

∣
∣
∣I (V ; Y n|U ) − I (V ; Ỹ n|U )

∣
∣
∣ ≤

n−1∑

k=0

∣
∣
∣I (V ; Y k+1

1 Ỹ n
k+2|U ) − I (V ; Y k

1 Ỹ n
k+1|U )

∣
∣
∣

≤ nδ2(ε, |Y |)

proving the lemma. �
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