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Foreword

The purpose of the 14th IEEE/ACIS International Conference on Computer and
Information Science (ICIS 2015) held on June 28–July 1, 2015 in Las Vegas, USA,
was to bring together researchers, scientists, engineers, industry practitioners, and
students to discuss, encourage, and exchange new ideas, research results, and
experiences on all aspects of Applied Computers & Information Technology, and to
discuss the practical challenges encountered along the way and the solutions
adopted to solve them. The conference organizers have selected the best 16 papers
from those papers accepted for presentation at the conference in order to publish
them in this volume. The papers were chosen based on review scores submitted by
members of the program committee and consequently underwent further rigorous
rounds of review.

In “SAF: States Aware Fully Associative FTL for Multitasking Environment”,
Usman Anwar, Se Jin Kwon, and Tae-Sun Chung propose a new FTL algorithm
called SAF. Compared to the previous FTL algorithm, SAF shows higher perfor-
mance. They also provide performance comparison results of their implementation
of SAF and previous algorithm FAST.

In “Security Measures for Web ETL Processes”, Salma Dammak, Faiza Ghozzi
Jedidi, and Faiez Gargouri present a Common Vulnerability Scoring System
(CVSS) and proposes a Meta model for security measure in Web ETL processes
enabling security manager to asset anticipated vulnerabilities.

In “Automated Negotiating Agent Based on Evolutionary Stable Strategies”,
Akiyuki Mori and Takayuki Ito propose a negotiating agent that is based on the
expected utility value at the equilibrium point of an evolutionary stable strategy
(ESS).

In “Architecture for Intelligent Transportation System Based in a General Traffic
Ontology”, Susel Fernandez, Takayuki Ito, and Rafik Hadfi introduce an
ontology-based system to provide roadside assistance, providing drivers making
decisions in different situations, taking into account information on different
traffic-related elements such as routes, traffic signs, traffic regulations, and weather
elements.
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In “Optimization of Cross-Lingual LSI Training Data”, John Pozniak and Roger
Bradford present a principled approach for making such selection. We present test
results for the technique for cross-lingual document similarity comparison. The
results demonstrate that, at least for this use case, employment of the technique can
have a dramatic beneficial effect on LSI performance.

In “Depth-First Heuristic Search for Software Model Checking”, Jun Maeoka,
Yoshinori Tanabe, and Fuyuki Ishikawa propose an algorithm called depth-first
heuristic search (DFHS), which performs depth-first search but backtracks at states
that unlikely lead to an error. Experimental results show that DFHS performs better
than current algorithms for both safety and LTL properties of programs in many
cases.

In “A Novel Architecture for Learner’s Profiles Interoperability”, Leila Ghorbel,
Corinne Amel Zayani, and Ikram Amous propose a novel interoperable architecture
allowing the exchange of the learner's profile information between different adap-
tive educational cross-systems to provide an access corresponding to the learners’
needs.

In “CORE: Continuous Monitoring of Reverse k Nearest Neighbors on Moving
Objects in Road Networks”, Muhammad Attique, Hyung-Ju Cho, and Tae-Sun
Chung present a new safe exit based algorithm for efficiently computing safe exit
points of query and data objects for continuous reverse nearest neighbor queries
called CORE.

In “A Voice Dialog Editor Based on Finite State Transducer Using Composite
State for Tablet Devices”, Keitaro Wakabayashi, Daisuke Yamamoto, and Naohisa
Takahashi propose a method of editing voice interaction contents using composite
state. The results of experiments conducted indicate that this objective was
achieved.

In “Analysis of Driving Behaviors Based on GMM by Using Driving Simulator
with Navigation Plugin”, Naoto Mukai aims for modeling driving behaviors to
support operation of novice drivers. Moreover, they examine the effects of navi-
gation at the roundabout intersection for the novice drivers.

In “Bin-Based Estimation of the Amount of Effort for Embedded Software
Development Projects with Support Vector Machines”, Kazunori Iwata and Elad
Liebman, Peter Stone, Toyoshiro Nakashima, Yoshiyuki Anan, and Naohiro Ishii
study a bin-based estimation method of the amount of effort associated with code
development. They carry out evaluation experiments to compare the accuracy of the
proposed SVM models with that of the e-SVR using Welch’s t-test and effect sizes.

In “Applying RoBuSt Method for Robustness Testing of the Non-interference
Property”, Maha Naceur and Lilia Sfaxi propose to apply an approach they
developed in a previous work to test the robustness of a very restrictive and
important security property, which is non-interference.

In “An Improved Multi-SOM Algorithm for Determining the Optimal Number
of Clusters”, Imèn Khanchouch, Malika Charrad, and Mohamed Limam focus on
multi-SOM clustering approach which overcomes the problem of extracting the
number of clusters from the SOM map through the use of a clustering validity
index.
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In “Conformance Testing for Timed Recursive Programs”, Hana M’Hemdi,
Jacques Julliand, Pierre-Alain Masson, and Riadh Robbana propose a novel method
of offline test generation from deterministic TPAIO. This paper is about confor-
mance testing of timed pushdown automata with inputs and outputs (TPAIO),
which specify both stack and clock constraints.

In “Instruction Level Loop De-optimization: Loop Rerolling and Software De-
pipelining”, Erh-Wen Hu, Bogong Su, and Jian Wang report their work on loop
de-optimization at instruction level. They demonstrated their approach with a
practical working example and carried out experiments on TIC6x, a digital signal
processor with a compiler supporting instruction-level parallelism.

In “ETL Design Toward Social Network Opinion Analysis”, Afef Walha, Faiza
Ghozzi, and Faïez Gargouri propose an ETL design approach integrating user’s
opinion analysis, expressed on the popular social network Facebook. It consists
of the extraction of opinion data on Facebook pages (e.g., comments), its
pre-processing, sentiment analysis and classification, and reformatting and loading
into the Data WeBhouse (DWB).

It is our sincere hope that this volume provides stimulation and inspiration, and
that it will be used as a foundation for works to come.

Shizuoka University, Japan Naoki Fukuta
June 2015
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SAF: States Aware Fully Associative FTL
for Multitasking Environment

Usman Anwar, Se Jin Kwon and Tae-Sun Chung

Abstract Nowadays, NAND flash memory is begin widely used for data storage
purposes in all types of digital devices such as in handheld devices like;MP3 players,
mobile phones, and digital cameras or in large scale servers. Reasons of so much
popularity of flash memory are its characteristics; low power consumption, non-
volatility, high performance, shock resistance and portability. However due to some
of its hardware characteristics, a software layer called flash translation layer (FTL) is
used between file system and flash memory. We propose a new FTL algorithm called
SAF. Compared to the previous FTL algorithm, SAF shows higher performance.
We also provide performance comparison results of our implementation of SAF and
previous algorithm FAST.

1 Introduction

NAND flash memory is composed of multiple blocks and each block consists of
multiple pages. A type of system software called FTL (Flash Translation Layer) is
used between flash device and file system as shown in the Fig. 1. Main functionality
of FTL is to provide address translation. FTL translates the logical addresses issued
by the file system to the physical addresses.FTL maintains a table which contains the
logical to physical locationmapping information.NAND flashmemory also has some
drawbacks because of its hardware architecture. It has an erase-before-write
architecture [1]. That is, if a previously written location is needed to be updated then
the location has to be erased first before new data can be written on it. Also pages of a
block can only be programmed in sequential order as random ordered programming
of pages becomes cause of major performance degradation [2].
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2 U. Anwar et al.

Fig. 1 Interleaved
instructions in multitasking
environment

Host System

Storage System

A write request
(LPN) : (s0,s1,s2,s3)

A write request
(LPN) : (s4,s5,s6,s7)

Interleaved write request
(LPN) : (s0,s4,s1,s5,s6,s2,s7,s3)

Task1 Task2Task1

File System

Flash Translation Layer (FTL)

Although flash memory has replaced the conventional disk storage devices but
still due to its aforementioned hardware characteristics its performance is not up to
themark in some specific computing environments, one of them is multitasking envi-
ronment. Nowadays almost all general purpose operating systems (Windows, Linux,
Mac OS) support multitasking. In multitasking environment multiple applications
perform storage access operations simultaneously and to address the storage access
requests from all applications, file system interleaves the storage access requests
issued by all applications and pass it to the storage device [3].

As shown in Fig. 1, file system interleaves the write requests from different tasks
and passes to the FTL and it will consider these write requests as random requests
even though these requests were originally issued in sequential order by different
tasks, this affects the performance of flash memory badly.

In this study, we propose a new FTL algorithm for NAND flash memory which
avoids the performance degradation of flash memory caused by costly merge oper-
ations performed to handle random write requests. It not only just ensures the mini-
mumcost of eachmerge operation but also reduces the frequency ofmerge operations
which results in lower number of expensive erase operation. Simulation results of our
proposed algorithm shows much better performance comparing to famous previous
FTL algorithm FAST [4].

2 Background

In this section, wewill describe the addressmapping techniqueswhich are being used
in flash memory and different types of merge operation and also the cost comparison
of these merge operations.
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2.1 Address Mapping Techniques

Address mapping techniques can be classified into three types; sector-mapping,
block-mapping and hybrid-mapping. In sector mapping, each logical sector is
mapped to a physical sector. Sector mapping technique requires a lot of DRAM
space to maintain the table thatch why it is not suitable for resource-limited flash
memories [5].

To overcome the excess use of memory by earlier mentioned technique, block
mapping technique was proposed. Block mapping schememaintains physical blocks
table instead of sectors, which requires less memory in DRAM to store the table.
However, if the file system issues writes commands with the same logical page
number (LPN) many times then FTL will require to perform merge operation so
many times which leads to severe performance degradation. Since both page and
block mapping have some drawbacks as mentioned above.

A hybrid mapping scheme was introduced which is combination of previously
defined mapping schemes. It first gets the corresponding physical block number by
using block mapping scheme then gets the empty page within the physical block
by using page-mapping. Hybrid mapping is widely used in log buffer based FTL
algorithms. In this type of FTL, flash memory blocks are divided into two types; data
blocks and log blocks. Generally a data block is associated to a log block. When the
data block gets full then the new updates to this data block will be redirected to its
associated log block to delay the merge operation and old data in data block becomes
invalid data [2].

2.2 Merge Types and Cost Comparison

In log buffer based algorithms,FTL reclaims thememory blocks with invalid data, by
using different types of merge operation. There are three types of merge operations;
switch, partial and full merge operation. When a log block is filled in sequence
(in-place order) then switch or partial merge operations are carried out.

As shown in Fig. 2a, since log block contains all valid, sequentially written pages
corresponding to data block, a simple switch operation is performed whereby log
block becomes new data block and the old data block is erased. Figure2b illustrates
partial merge operation between data block and log block where only the valid pages
in data block are copied to log block and the original data block is erased changing
the log block to new data block.

Full merge involves the largest overhead among the three types of merges. As
shown in Fig. 2c, the valid pages from the log block and its corresponding data block
are copied into a new data block and old data and log blocks are erased. As we can
see that for switch operation we do not need to copy any page rather we just covert
the log block to new data block, thats why it is the cheapest merge operation. In this
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Fig. 2 Merge operations.
a Switch operation. b Partial
merge operation. c Full
merge operation

s0
s1
s2
s3

s0
s1
s2
s3

s0
s1
s2
s3

New Data BlockLog BlockData Block

s0
s1

s0
s1
s2
s3

s0
s1
s2
s3

New Data BlockLog BlockData Block

s0
s1

s0
s1
s2
s3

s0
s1
s2
s3

New Data BlockLog BlockData Block

(a)

(b)

(c)

s0
s1

s2
s3

paper, to analyze the cost of partial merge operation and full merge operation, we
will use following variables;

• na : number of associated data blocks to a log block
• v_pages: number of valid pages to be copied
• tc: time required to copy a page
• te: time required to erase a block

Following is the equation acquired by using above variables, for partial merge oper-
ation cost;

partial merge cost = tc ∗ v_pages + te (1)

Partial merge operation cost includes the expenses of copying the valid pages from
old data blocks to the new data block and erasing the old data block. Whereas, full
merge operation is much more expensive than the partial merge as show below;

full merge cost = na(tc ∗ v_pages + te) + te (2)

We can see that the cost deeply depends on the number of associated data blocks to
a log block na . As na increases, the cost of full merge operation also increases.

2.3 Previous Work

There have been much research done on FTL and many well known algorithms have
been proposed, very famous one of them is fully associative page translation (FAST )
which is based on the log buffer-based scheme. FAST improves the performance
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of previously proposed algorithm BAST [4]. In BAST a single log block can be
associated to only one data block and random update patterns can easily degrade the
performance of flash memory because it does not allow the log blocks to be shared
among different data blocks since BAST has 1:1 association between data and log
block. Therefore, BAST is often forced to reclaim a log block which has not been
fully utilized. This phenomenon is called block threshing problem.

Whereas in FAST scheme, a log block can be associated to multiple number of
data blocks. FAST scheme was proposed to solve the problem of BAST. FAST always
utilizes the log block capacity till the end before allocating another log block. This
improves the problem of block threshing but delays the process of reclaiming a single
log block because in FAST a log block can be associated to data blocks of as many
of the number of pages in a block. For FAST, the maximum value of na can be equal
to the number of pages in a log block. For sequential writes FAST only allocates the
single SW log block and this will be issued to each update request having offset zero.
This also generates the block threshing problem in SW log block. If the sequential
writes are interleaved by the file system then the FAST will perform poorly because
this will not only increase the number of partial merge operation because of block
threshing, but also increases the number of full merge operation. In this paper we
will focus on the issues described above and provide a solution for them in the next
section.

3 SAF

SAF is based on the log buffer based technique. Flash memory is divided into two
types of blocks; data blocks and log blocks. Log blocks are further divided into two
subtypes; Sequential write (SW) and Random write (RW) log blocks. Unlike FAST
scheme, SAF allocates multiple SW blocks instead of only one, to decrease the merge
cost by increasing the number of switch merge operations as we have seen in the
previous section that switch operation is the optimal of all three merge operations.
SAF uses two page mapping table, for SW and RW log blocks, like FAST. As we
have described above that in multitasking environment, file system issues storage
access commands from multiple applications in interleaving fashion which causes
the flash memory degradation. For this, compared to previous work, we introduce
states for log blocks of flash memory. We use two different sets of states to handle
sequential and random write requests. This state information can be stored within
the page mapping table of SW and RW log blocks.

3.1 Handling Sequential Requests

As described above that FAST algorithm does not handle sequential write request
efficiently so we propose following states for SW log blocks to extract the sequential
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streams from the interleaved I/O instructions issued by the file system to increase
the probability of cost effective switch operation. Each SW log block is in one of the
state at some point.

• F (Free) state: If a sequential log block has not been written or has been erased,
the block is said to be in F state.

• A (Allocated) state: If a sequential log block has been associated to a data block
then it is said to be in A state. A sequential log block can be in A state for a certain
period of time which we call allocation time. If sequential log block with
state A gets some further update within the allocation time then time will be
increased by one unit but if its allocation time gets over then its state will be
changed to state M .

• M (Ready for merge) state: A sequential log block with state M means that this
block is ready for switch merge operation either because it got full or it did not
get any update request within its allocation time.

SAF will consider each update request with offset equal to zero for the SW log block
but it will get the SW log block only if there is any SW log block available otherwise
it will be handled as random write which is described in next section. Initially all the
SW log blocks are given F state. When SAF receives the update request for a data
block, with the offset zero, it will first try to find any SW log block with the state F .
If it does not get any SW log block with F state then it will get the SW log block by
merging any previously allocated SW log block with state M . If there is also no SW
log block available with state M then the update request will be redirected to random
log blocks and will be handled as random request. But if it finds the SW log block,
data will be written into it and SW page mapping table will be updated also the SW
log block state will be changed to A. SW log block, with state A will be allocated to
particular data block for some predefined allocation time. If SW log block with state
A gets some further update within the allocation time then it will get increased by
one but if its allocation time gets over then its state will be changed to state M which
means that this SW log block is ready to get merged.

This scheme will not only let the SW log blocks to get full even if the file system
is not issuing the commands in sequential order but also addresses the simultaneous
I/O streams from the file system because of the utilizing the multiple sequential log
blocks rather than just using single block and making it candidate for each update
request with offset equal to zero.

Supposewe have 3 data blocks (DB1,DB2,DB3) and 2SW log blocks (SW1,SW2)
and each block contains 4 pages as shown in the Fig. 3. When updates on data blocks
are issued by file system, SAF FTL redirects them to log blocks by invalidating the
corresponding pages in the data block which are shown by gray color. For instance,
assume that the update pattern sequence is s0, s5, s8, s1, s9, s2, s6, s10, s3, s7, s11.
SAF will allocate the SW1 to DB1 for first write request s0 and also SW1 will be
allotted a specific time as we can see in the time line for SW1. SW1 is now in state A.
For further instructions from given pattern; s5 be handled by the RW log blocks
because it does not have offset equal to zero but the allocation time for SW1 will
be decreased by one unit as shown in the time line. For s8 SAF will assign SW2 to
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Fig. 3 Handling sequential requests

data block DB3 for some time and its state will be changed to state A. s1 will be
addressed by the SW1 and one unit of time will be added to its allocation time. s9
will be addressed by the SW2 and s6 will be handled by the RW log blocks one unit
of time will be reduced from SW1 and SW2 allocation time. Once a SW log block
run out of time allocation time or gets full then its state will be changed to M which
means its ready to get merged.

3.2 Handling Random Requests

We also define following states for RW log blocks to handle the randomwrite requests
and each RW log block is in one of the state at some point. In the following definition,
associated data block means a data block which has been associated to a respective
random log block and non associated data block means a data block which has not
been associated to a respective random log block.

• E (Empty) state: If a random block has not been written then it is said to be in E
state.

• O (Open) state: A random block in this state can accept update request from both,
associated data block and non associated data block.

• B (Blocked) state: A block with state B means that it can accept update request
only from associated data block.

SAF fills all the RW log blocks simultaneously rather than conventional sequential
way in which one RW log block gets associated to a data block only if the already
associated RW log block gets full. SAF assigns the above mentioned states to RW log
blocks, to ensure that each RW block gets associated to even number of data blocks.
Initially, all theRW blocks are in state E .When an update request is addressed by a RW
log block with state E or O then its state is changed to state B, which means that this
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Fig. 4 Handling random requests

RW log block is no longer available to address update request from non-associated
data blocks, and the state of the very next RW block will be changed to state O if its
previous state was B. This process continues in circular manner which ensures that
each log block gets associated to as less number of data blocks as possible, in other
words its trying to minimize the variable na as described above to reduce the full
merge cost.

This scheme works very efficient if we use multiple RW log blocks. SAF also does
not wait for all the RW log blocks to get full, for a merge operation. For example
if there are three RW log blocks and one gets full then SAF will perform the full
merge operation to reclaim this RW log block instantly so that further update request
can be divided among all three RW log blocks rather than just two RW log blocks. In
KAST [6], a RW log block is reclaimed once all other random log blocks got full which
causes the further update requests to be divided among lesser number of random log
blocks which in process causes a RW log block to get associated to more number of
data blocks.

Figure4 showing the process of handling random write operation. We have
five data blocks and three RW log blocks. Assume we have following I/O pattern
s1, s14, s2, s19, s11, s5. SAF will associate the RW1 to DB1 for first write request s1
and its state will be changed to B from E . s14 will be entertained by the RW2 and
its state will be changed to B. s2 will be handled by the RW1 because it is already
associated to DB1 even though its in the B state. s19 will be addressed by the RW3
and its state will be converted to B and because this is the last RW log block thats
why the state of first RW log block will also be changed to state O . Same procedure
will be repeated for further instructions.
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4 Experiments

We evaluated the performance of SAF using simulation. We used I/O trace of three
different applications accessing the storage device simultaneously onwindows based
system. This I/O trace contains sequential and random storage access instructions
from all three applications which are interleaved by the file system.We used our own
simulator which simulates the working of NAND flash memory consisting of 8192
blocks, each block containing 32 pages. We used same number of total log blocks
for SAF and FAST. For SAF, we used four log blocks for random write operation and
three log blocks for sequential write operations and for FAST, we used 6 log blocks
for random write operations and 1 for sequential write operation as described in [4].

Figure5 shows the comparison of SAF and FAST simulation results. We can see
that SAF scheme has clearly outperformed the FAST in terms of total number of
merge operations even both schemes are using same number of log blocks. This
is because SAF tries to increase the number of switch operation and partial merge
operation by not only using the multiple sequential log blocks but also by extracting
the sequential I/O streams from interleaved instructions from the file system by using
allocation time for each sequential log block. Because of the smaller number ofmerge
operation SAF has also decreased the number of erase operation as we can see in
Fig. 6 which is very effective.

SAF also ensures that each random log blocks get associated to as minimum num-
ber of data block as possible. Figure7 showing the average number of associativity
(na) of a log block to data blocks, for both schemes. We can see that SAF is able
to keep the random log block associativity na value smaller than the FAST scheme
which in result decreases the cost of full merge operation.

Fig. 5 Merge operation counts
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Fig. 6 Number of erasures

Fig. 7 Average associativity

5 Conclusion

In this paper, we proposed a new FTL algorithm called SAF. The main idea of SAF
is to minimize the total number of merge operations and decrease the cost of full
merge operation by introducing the states for log blocks which in case of sequential
log blocks, maximizes the probability of switch merge operation by delaying the
partial merge operation of SW log block and for random log blocks, tries to get them
associated to minimum number of data blocks. Compared to previous work, our
experiments shows that SAF performs well in multitasking environment than FAST.
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Security Measures for Web ETL Processes

Salma Dammak, Faiza Ghozzi Jedidi and Faiez Gargouri

Abstract Security aspects currently play a vital role in software systems. As secu-
rity managers have to operate within limited budgets they also have to patch up the
increasing number of software security vulnerabilities. They need to perform a risk
evaluation in order to determine the priority of patching-up vulnerabilities. The use of
quantitative security assessment methods enables efficient prioritization of security
efforts and investments to mitigate the discovered vulnerabilities and thus an oppor-
tunity to lower expected losses. Elsewhere, Extraction Transformation Load (ETL)
processes, known as a core, development of WeBhouse. Securing these processes is
highly important and helps in mitigating security defects in decisional system. For
this purposes, this paper adopts the Common Vulnerability Scoring System (CVSS)
and proposes a Meta model for security measure in Web ETL processes enabling
security manager to asset anticipated vulnerabilities.

1 Introduction

WeBhouse represents a new form of data warehouse that collects data from the web,
which presents a large source of information, in order to integrate the data from
several sources. Due to sensitive data contained in the DW, it is important to assure
the security of the decisional system from the early stages of the life cycle of its
development. In the Web context, the mega-volumes of data, the increasing number
of users and the heterogeneity of requirements increase new challenges, as the nature
of data, the lack of control over the sources, and the frequency of changes on data.
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Besides, the main challenge in this field is how to integrate heterogeneous and safety
data in the WeBhouse when some or most data sources reside on the Web.

Indeed, the use of Internet in a storage process (acquisition, storage and access)
increases the risk of attacks that can affect decisional system and make it more
vulnerable. An improper disclosure of such data represents a risk to the system.
These drawbacks lead us to consider that security is a key factor for a WeBhouse. In
addition, the security needs are not considered at the earliest designing phases of data
warehouses; also most design methods do not integrate them. An engineer who does
not have a complete description about security requirements and the way of securing
data will treat these aspects at the closing stages of the WeBhouse development.

Note that the Extraction-transformation-loading (ETL) processes play an impor-
tant role in WeBhouse architecture because they are responsible for integrating data
from heterogeneous data sources. But, works dealing with ETL processes secu-
rity are few and far from proposing a complete approach to secure the ETL web
process. They are focused mostly on the extraction process although the transforma-
tion process covers major complex operations. Also, the loading process requires a
protected network to charge data in the WeBhouse. It is therefore widely recognized
that the appropriate design and security of the ETL processes are key factors in the
success of WeBhouse projects.

At the design and implementation stages of WebHouse life cycle, vulnerabilities
are inadvertently introduced and result from defects or weaknesses. They can be
exploited by attackers to harm the system. Therefore, security needs to be consid-
ered and measured from the early stage of the development life cycle. To evaluate
the security and safety level inWEB ETL processes, we define a secure Meta model.
Our meta enriches the Meta-model of UML activity diagram defined by OMG [1] by
adding security classes based on the metric groups of the CVSS (Common Vulner-
ability Security Score) [2]. Our approach enables us to verify the safety of the data
source before the extraction process, to detect vulnerability and define for each one
the suitable preventions and solutions and to secure the inter-phase transition. The
proposed solutions integrating security needs are melted in the CVSS factor metric
groups values, thus enabling to asset the severity impact of vulnerabilities. This mea-
suring allows us to prioritize vulnerability and reduces the impact of vulnerabilities
on the ETL process because the most severe will be the first remedy. Our proposition
is applied to a case study for the Web ETL processes of an online banking system,
due of the risk that may come across this system and the sensitivity of the data that
they process.

This paper is organized as follows: Sect. 2 surveys ETL process security and
security measurement related works. Section3 presents our secure Web-ETL Meta-
model integrating vulnerabilities specification. Section4 depicts our secure web-
ETL case study instantiating our meta model in banking WeBhouse ETL processes.
Section5 concludes the paper with some pointers to future directions.
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2 Related Work

2.1 ETL Process and Security

2.1.1 Multidimensional Integration of Web Data

The proposed Web Warehouse architecture in [3] is composed of two parts: a repos-
itory of functional characteristics of a data warehouse and a repository of Web click-
streams describing the data. Before data extraction, the approach requires the verifi-
cation of the accuracy of data sources from the Web. Web logs are unified in [4] the
proposed approach is to represent the raw data log file in a model that conforms to
a meta-model of generic Web log. Once this model is designed, a multidimensional
conceptual model is obtained automatically through the transformation language
QVT (Query/View/Transformation). Based on the SOA architecture, [5] discusses
the real-time data analysis and they design the real time data warehouse architecture.
In the proposed architecture, a multilevel real-time data cache is introduced to facil-
itate the realtime data storage. Reference [5] combines the Web services and data
warehouse by using theWeb service to capture real-time data and make the real-time
data capture and load easily.

However, to summarize the current literature, we note that all the work deal with
Web inputs. We find that the treatment of ETL processes which present an important
task for designing the WeBhouse is infrequent or absent. In addition, non-functional
security requirements are not addressed in any design approaches with the exception
of work [6] which has emphasized the need to verify the accuracy of data sources.
Therefore, in the next section, we present the few works studying the safety of ETL
processes.

2.1.2 ETL and Security

Although there are conceptual proposals for themodeling of ETL processes, there are
few proposals that support safety issues. The complexity of the ETL system arises as
the sources use different data formats, which has to be cleaned, transformed, aggre-
gated and loaded into the data warehouse as homogeneous data. Consequently and
with the emergence of the web, different security problems are triggered and a secu-
rity approach for the ETL process becomes a urgent need. Reference [7] proposes
a simulation model for the extraction of secure data during the ETL process. To
accomplish the conceptual modeling of Secure Data Extraction in ETL processes,
they extend the UML uses case and sequence diagrams. An algorithm is proposed
based on the users authentication, the encryption of the extracted data, the verifica-
tion of data corruption. This work is extended in [8] where authors analyze the ETL
process under two security metrics: vulnerability index and security index. A frame-
work for securing any phase in the ETL process has been suggested together with a
methodology for assessing the security of the system in the early stages. Reference
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[8] develops a simulation tool SeQuanT which quantifies the security of the system,
in a general context. An object-oriented approach to model the ETL process embed-
ding privacy preservation is proposed in [9] the researchers present a class diagram
for ETL embedding Privacy Preservation. The main components of this diagram are
Data Source, retrieval component, source identifier, join, PPA and DSA. The PPA
is the most important and major component of this architecture, its task includes
cleaning and transforming data followed by privacy preserving attributes.

There are few research papers on ETL security. These researches do not take into
account non-functional security needs of ETL processes in the Web business level
and they do not address the vulnerabilities between processes of Web ETL.

2.2 Security Measurement

To secure a system, we must identify and assess vulnerabilities. So we need to pri-
oritize these vulnerabilities and remediate those that pose the greatest risk. Several
research papers addressing topics of measuring information security have been writ-
ten in the last few years. National Institute of Standards and Technology have pub-
lished Special Publications dealing with topics of RiskManagement and Information
Security Metrics [10–12].

Several studies are based on the CVSS which is an adopted standard that enables
security analysts to assign numerical scores to vulnerabilities according to severity
to measure security [13]. In [14], authors propose the novel approaches of handling
dependency relationships at the base metric level, and aggregate CVSS metrics from
different aspects. A CVSS risk estimation model is presented in [15]. The proposed
model estimates a security risk level from vulnerability information as a combination
of frequency and impact estimates derived from the CVSS.

3 The Meta Model Proposed for Secure WEB ETL

To model our secure Web ETL processes, we extend the Web ETL meta model
presented in [16], based on the activity diagram Meta model UML OMG [1] and
we enrich it with our security Meta classes. Because we cannot improve what we
cannot measure, [17, 18], measuring security in Web ETL process is an essential.
By applying security metrics, we can judge the relative effectiveness of our proposal
[13]. The CommonVulnerability Scoring System (CVSS) is an adopted standard that
enables security analysts to assign numerical scores to vulnerabilities according to
severity [13]. It calculates the vulnerability score using attributes grouped into three
metric groups: base, temporal and environmental. ACVSS score is a decimal number
in the range (0.0, 10.0), where the value 0.0 has no rating (there is no possibility
to exploit vulnerability) and the value 10.0 has full score (vulnerability easy to
exploit). The base metric group (mandatory) quantifies the intrinsic characteristics
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Fig. 1 CVSS metrics groups

of vulnerability in terms of two sub-scores: (i) exploitability subscore; composed
of access vector (AV), access complexity (AC) and authentication instances (Au),
and (ii) impact subscore to confidentiality (C), integrity (I) and availability (A) [14]
(Fig. 1).

Scoring equations and algorithms for the base, temporal and environmental metric
groups are described below. The base equation is the foundation of CVSS scoring.
The base equation is:

BaseScore = ((0.6 × Impact) + (0.4 × E)1.5) ∗ f (Impact) (1)

With:

Impact = 10.41 × (1 − (1 − C) × (1 − I) × (1 − A))

Exploitability = 20 × AV × AC × Au

f (impact)

{= 0 if impact = 0
= 1.176 otherwise

The temporal (optional) equation will combine the temporal metrics with the base
score to produce a temporal score ranging from 0 to 10. Further, the temporal score
will produce a temporal score not higher than the base score and it is composed
of Exploitability (E), Remediation Level (RL) and Report Confidence (RC). The
temporal equation is:

TemporalScore = (BaseScore × E × RL × RC) (2)

The environmental (optional) equation will combine the environmental met-
rics with the temporal score to produce an environmental score ranging from 0
to 10. The environmental equation is with CDP (CollateralDamagePotential), TD
(TargetDistribution), (CR/IR/AR) security requirement respective to Confidential-
ity/Integrity/Availability.
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EnvironmentalScore = ((AT + (10 − AT) × CDP) ∗ TD) (3)

With:

AdjustedTempora(AT) = TemporalScore recomputed with the Base Scores

Impact subequation replaced with the AdjustedImpact equation

AdjustedImpact = min(10, 10.41 × (1 − (1 − C × CR) × (1 − I × IR)

× (1 − A × AR)))

In our Meta model, we represent the Environmental Metric Group in a Meta
Class while the Temporal Metric Group factors are represented in the vulnerability
catalog. Some of the Base Metric Group factors are presented as Meta class like
Access, Security Aspect, others are presented as Meta class association like the
Authentication, the Access Complexity.

In order to consolidate the anticipated vulnerabilities in theWEBETL process, we
define a Metaclass VulnerabilityCatalog. This Meta class contains the most critical
vulnerability that can be detected during the three WEB ETL processes (Extraction,
Transformation, Loading) and we take into account the vulnerabilities encountered
between processes. Themeta classVulnerability inherits all theVulnerabilityCatalog
attributes and has the state attribute having values: detected, corrected, expected. This
categorization minimizes the probability that vulnerability happens by proposing
preventive actions and enables to define a secure environment. Also, it accelerates
the remediation actions since the security manager knows from the beginning the
most of the vulnerabilities that can be detected and he has already prepared the
appropriate remediation solutions.

As mentioned previously, our Meta model is composed of two packages: the Web
ETL Meta model and the security Meta model. In the following part, we describe
the Web ETL Meta model represented in Fig. 2:

• Steps inherit from “ActivityGroup” class. It models the extraction, transformation
and loading processes. Each “Step” is composed of “Activities”.

• Sons and Parents inherit respectively from the “inputPin” and the “outputPin”
classes.

• Xml Buffer, Log file, Website and Relational DB inherit from the DataStoreNode
class are used as storage means.

• XML Dimensional is an XMLBuffer class. It represents a dimensional structure
(fact, dimension, attributes ...).

The security Meta Model is presented with blue color in Fig. 3 and described as
follow:

• Security Need represent user requirements that must be satisfied in our security
approach.
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Fig. 2 Web ETL meta model

Fig. 3 Web ETL meta model
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• Risk is security problems preventing the achievement of security goals.
• Vulnerability Catalog is the anticipated vulnerability having as attribute the three
factors of the temporal Metric.

• Group: confirmation of the technical details of vulnerability, the remediation sta-
tus of vulnerability, and the availability of exploiting code or techniques. Since
temporal metrics are optional, they include a metric value that has no effect on the
score. This value is used when the user feels that the particular metric does not
apply and wishes to skip over it.

• inherits from the Vulnerability Catalog Meta class.
• Access present the type of access to the data (local, adjacent network).
• Security Aspect are Confidentiality, Integrity, Availability.
• Environmental Metric Group captures the characteristics of vulnerability that are
associated with a users IT environment.

• Impact is an association class between the Security Aspect and the Vulnerability
and measures the impact value.

• Affect is an association class between the Access and the Vulnerability and mea-
sures the Access Complexity.

• Damage is an association class between the Steps and the Vulnerability and
presents the authentication metric.

4 Scoring Security Measure in Banking WeBhouse ETL
Processes

Our proposition is applied to secure theWeb ETL processes of a banking system.We
focus on each process activity and define for it vulnerabilities that can affect quality
and safety of data. To achieve this purpose, our Meta model, covering ETL process
and CVSS vulnerabilities, is instancied. The first step in our work is the definition of
non-functional requirements depicted by SecurityNeed. Next, we search and set, for
the defined requirement the major risks that threaten the meeting of these needs. This
work leads us to set vulnerabilities and categorize them. So, for each vulnerability we
identify the affected activity during the process (Extract, transform, load), the access
type, the security aspect that it affects, the environmental and temporal factor. All
these parameters enable us to calculate theCVSS score and to set the safe remediation
solution.

4.1 Extraction Process

At the Extraction phase, some specific activities are defined to integrating severalweb
sources, especially log files and websites [16]. This step consists of extracting data
from log files (stored in web servers), websites and sources (relational DB, XML ...).
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Table 1 Security risks in the WEB extraction process

Risk Vulnerability

Improper input Violation of customer private information

Erroneous and incorrect URL data

Entrusted Website

Entrusted data (virus, malware)

Lack of integrity controls

Missing encryption of sensitive input

Administrator identity problem Unprotected transport credentials

Weak cryptography of password

Inssufficient verification of data authenticity

Improper autorisation

Lack of access control

Cybercrime: Phishing

Themain objective of this step is to unify these sources, into a single format to be used
later. Our task consists in controlling the safety of source and to secure the extracted
data. In Table1 presents the majority of security problems intended in the Extraction
phase. Two risks are defined and for each one the corresponding vulnerabilities are
specified.

In the next paragraph, we will give an example of how to present security in the
activity diagram ‘Log file structuring’. Structuring log file is an essential activity
that allows structuring and organizing a log file in an XML form. We study two
vulnerabilities which can be detected in this step and calculate the CVSS score.

Unprotected Transport of Credentials

Figure4 presents ‘LogFileStructure’ activity describing the log files structuring
process enriched by the security problem that can decrease the process quality. To
measure the vulnerability Unprotected transport of credentials, we set values for each
factor of the three metric groups of CVSS: base metric, environmental metric and
temporal metric. For the base metric, this vulnerability affects greatly (AC: 0.35)
the access by an AdjacentNetwork (AT: 0.646).). It does not damage the authentic-
ity (Au: 0). It affects completely Confidentiality (C: 0.660), and has no impact on
Integrity (I: 0) and availability (A: 0).

As an environmental factor, the detected vulnerability increases the collateral
damage (CDP: 0.5) and the target distribution (TD: 1). It affects security requirements
by increasing confidentiality and reducing integrity and availability ([CR/IR/AR],
[1.51/0.5/0.5]). For the temporal factor, this vulnerability has a Proof of concept
Exploitation value (E: 0.99) i.e. the code or technique is not functional in all situations
and may require substantial modification by a skilled attacker. It has a Workaround
Remediation Level (RL: 0.95) i.e. there is an unofficial solution available and it has
an Uncorroborated Report Confidence (RE: 0.95). Based on the defined factors value
in Fig. 4, we calculate the Base, Temporal and Environmental score.
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Fig. 4 ‘Unprotected transport of credentials’ security factors in the “Log File Structure” activity
diagram

BaseScore = 4,58
Temporal Score = 3,72

Environmental Score = 2,93

Violation of Customer Private Information

In Fig. 5, we present the same activity but the security need protection of the authen-
tication parameters is treated. The CVSS score are calculated based on the corre-
sponding CVSS factors value. As shown in Fig. 5, we have specified the respective
factor for the vulnerability ‘Violation of customer private information’ and set values
for each factor of the three metric groups of CVSS. We note that this vulnerability
affects a lot (AC: 0.35) the Network (AT: 1). It has no impact in Confidentiality (C:
0), but affects completely Integrity (I: 0.660) and partially Availability (A: 0.275).
It keeps the same values as the previous vulnerability at the temporal factors. At
the environmental factor, we notice that this vulnerability does not damage system
(CDP: 0) and has a medium distribution (TD: 0.75). It affects security requirements
by augmenting integrity completely and availability partially and has no impact in
confidentiality ([CR, IR, AR], [0.5/1.5/1]). With these values, we will calculate the
Base, Temporal and Environmental score.

BaseScore = 5,89
Temporal Score = 5,27

Environmental Score = 3,87
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Fig. 5 ‘Violation of customer private information’ security factors in the “Log File Structure”
activity diagram

Knowing that the base metric group is the mandatory score in CVSS, we compare
the two calculated results. The base score of Violation customer private information
is greater than the base score of ‘Unprotected transport credentials’. This observation
leads us to consider that the first vulnerability is more severe and it impact highly the
process. It should be treated quickly and strict and relevant security solutions should
be proposed to avoid any attempt to attack private information of bank’s customer.

4.2 Transformation Process

In ETL design process, the transformation step is an important and complex task.
There are a set of web transformation activities specific to web sources. These activi-
ties take as input web data sources structured in the Extraction process. At this level,
the data should be protected from intrusion and undesirable access. These risks affect
the data quality and safety. In Table2, we define and categorize the anticipated vul-
nerability of the transformation process.



24 S. Dammak et al.

Table 2 Security risks in the WEB transformation process

Risk Vulnerability

Network problem Lack of access control between process

Risk of loss data

Problem of downtime during the treatment
and/or the transfer of data

Data corruption during the transmission to the
Loading process

Risk of losing business data (Customer Private
data, Accounts number,...)

Data safety Joining erroneous data with incorrect values or
misspelled attribute

Missing encryption of accounts information

Missing encryption of customer private
information

Improper autorisation

Transmission of sensitive data to the loading
process without encryption

Erroneous business web data

Missing encryption of sensitive data

Cybercrime: Phishing

This table represents a catalog helping the security manager to find the anticipated
vulnerabilities and to define for each one the corresponding security remediation.
This goal is achieved by relying the CVSS factors value prioritizing vulnerability
and facilitating the choice of the security solution.

4.3 Load Process

Finally, a secure environment should be available to the loading process which loads
the processed data to the WeBhouse. In this stage, many problems are detected and
should be remediated to assure the WeBhouse data safety. In Table3, we list some
security problems which can be detected in the loading process.

Table 3 Security risks in the
WEB Loading process

Risk Vulnerability

Data safety Risk of loss data

Downtime problem during the data loading

Unprotected DSA
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5 Conclusion

An early detection of security requirement has an impact on the further design deci-
sions providing better security specifications and final products. Security constraints
should be considered in the whole development process from early stages to final
tools. Because the ETL processes present the first stage in the WebHouse devel-
opment and it treats an important volume of data coming from heterogeneous and
uncontrolled sources, our challenge is to secure the WEB ETL processes and offer
a safe environment to modulate the extracted data. In this paper, we propose an
approach to secure Web ETL processes by describing the anticipated vulnerabilities
for each step and measuring the Score of each one based on the CVSS factor. This
measuring prioritizes the critical vulnerabilities and helps the security manager to
define the suitable solutions. Our future work consists in the implementing of our
proposal and defining a tool helping designer from meta to model while treating
non-functional security requirements from the business level.
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Automated Negotiating Agent Based
on Evolutionary Stable Strategies

Akiyuki Mori and Takayuki Ito

Abstract Bilateral multi-issue closed bargaining problems are critical in the research
field of automated negotiations. In this paper, we propose a negotiating agent that
is based on the expected utility value at the equilibrium point of an evolutionary
stable strategy (ESS). Furthermore, we show the evaluation results of negotiating
simulations, and demonstrate that our agent outperforms existing agents under the
negotiation rules of the 2014 International Automated Negotiating Agents Com-
petition (ANAC2014). Our paper has three contributions. First, our agent derives
the expected utility of the ESS equilibrium points based on dividing a negotiation
into two phases, and realizes the appropriate concession by the concession function
that incorporates it. Second, it can reduce time discounts by a quick compromise
based on an appropriate lower limit of concession value. Third, it can get beneficial
results of negotiation simulations by the proposed concession function under various
negotiation conditions.

1 Introduction

Automated negotiating agents are gaining a lot of interest in the field of multi-agent
systems. Such agents negotiate instead of humans based on human preference infor-
mation. They can build an appropriate consensus of large-scale bargaining problems
that are difficult for humans to solve. There are much more applications that includes
automated negotiating agent as e-commerce systems [1] and scheduling systems [2].

Concealing the negotiator’s preference information is necessary from the view-
point of privacy protection. Therefore, bilateral multi-issue closed bargaining
problems (BMCBP) are critical in the research field of bargaining problems. The
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Automated Negotiating Agents Competition (ANAC), which has been held since
2010 as part of the International Joint Conference on Autonomous Agents and
Multi-Agent Systems (AAMAS), is one BMCBP approach. The bargaining prob-
lems of ANAC have many constraints like a closed negotiations and time discounts
that resemble real-life bargaining problems. In closed negotiations, negotiators are
unable to know their opponent’s utility.

Agents with a variety of negotiation strategies compete in ANAC. However, it is
difficult for existing agents to continue to get beneficial negotiation results in various
negotiation conditions because the effectiveness of existing negotiation strategies
depends on those negotiation conditions. Negotiation strategy defines the approach
of the negotiator’s action to get a beneficial negotiation result. Beneficial negotiation
results refer to reaching an agreement with high utility for a negotiator and high
social welfare (sum of utility of negotiation participants).

We propose an automated negotiating agent that adapts to the variety of negotia-
tion environments under the negotiation rules of ANAC2014 and explain about the
overview of our negotiation strategy. First, our agent divides the negotiating flow
into two phases: alternating offers phase (AOP) and final offer phase (FOP). Next,
it defines the negotiation strategies in the FOP and estimates their acquisition utility
of the strategies. After that, our agent analyzes the game matrix of the estimated
acquisition utility as a strategy game and derives the expected utility value at the
equilibrium point of the evolutionary stable strategy (ESS) [3]. The ESS used in the
evolutionary game theory is an adaptive strategy and cannot be invaded by other
strategies in the environments. Then our agent designs a concession function that
contains the estimated expected utility of FOP in AOP.

Our agent’s compromising method can provide beneficial decisions for the users of
automated negotiation systems as a e-commerce systems that conceal the preference
information of negotiators. The following are the main contributions of our paper:

• derives the expected utility of the ESS equilibrium points based on dividing a nego-
tiation into two phases, and realizes the appropriate concession by the concession
function that incorporates it.

• reduces time discounts by a quick compromise based on a appropriate lower limit
of concession value.

• gets beneficial results of negotiation simulations by the proposed concession func-
tion under various negotiation conditions.

The remainder of this paper is organized as follows. Section 2 shows the negotia-
tion environments of ANAC. Section 3 describes our agent’s negotiation strategy, and
Sect. 4 shows the results of experiments on negotiation simulations with ANAC2014
finalists. Section 5 discusses related works. Section 6 presents our conclusions and
future works.
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2 Negotiation Environment in ANAC

2.1 Overview of ANAC

ANAC is a BMCBP competition. Researchers from the worldwide negotiation com-
munity participate in ANAC. The following are the purposes of the competition:

• encourages the architecture of agents that can aptly negotiate under the various
negotiation conditions.

• provides a benchmark for objectively evaluating different negotiation strategies of
agents.

• researches learning methods, adaptive strategies, and models of opponents.
• collects front-line negotiating agents, and makes them accessible for the other

research communities.

ANAC2014, the fifth ANAC, was held in AAMAS2014 in May 2014. 19 agents
participated in ANAC2014 from all over the world and 10 agents had been selected
from a qualifying tournament. The selected agents were ranked in a final tournament.
In this paper, we compare by negotiation simulation our agent and the agents that
participated in the final tournament of ANAC2014.

2.2 Negotiation Problems

2.2.1 Negotiation Domains

Since real-life bargaining problems are composed of multiple issues, negotiation
domains are digitized with respect to each issue in ANAC. Agents can know the
complete information of the negotiation domain.

2.2.2 Utility Function

A utility function, which defines the utility value of a bid (an agreement candidate),
is based on constraints [4] and was used at ANAC2014. In BMCBP, a negotiator
cannot obtain an opponent’s utility function.

2.2.3 Negotiation Protocol

ANAC has a negotiation protocol that is based on alternating offers [5]. Alternating
offers have been researched by many approaches, such as game theory [6, 7] and the
heuristic settings of negotiations [8]. In alternating offers, negotiators can select one
of the following three actions:
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Bid

Bid

Offer

Offer

Accept

Accept

EndNegotiation EndNegotiation

Fig. 1 Outlines of alternating offers

Offer: making a bid to an opponent. The first bidder is decided before the negotiation.
Accept: agreeing to a bid offered by the opponent. When a negotiator selects Accept,

each negotiators gets the utility value evaluated by its own utility function with a
time discounting. If the negotiator rejects its opponent’s bid the negotiator makes
a counter offer for the opponent.

EndNegotiation: ending the negotiation without any agreement. For bilateral bargain-
ing problems, a negotiation is closed if either negotiator selects EndNegotiation.
When it is selected, the negotiators get a reservation value that is discounted by
time.

For example, consider a negotiation between agents A and B. First, agent A offers
Bid1 to agent B if agent A is the negotiator who first bids. After the offer from agent A,
agent B can select Offer, Accept, or EndNegotiation. Agent B selects EndNegotiation
when it wants to close the negotiation. Agent B selects Accept if it can accept Bid1, and
the agents get utility values of Bid1. When agent B rejects Bid1, it offers Bid2 to agent
A. After the offer from agent B, agent A can select Offer, Accept, or EndNegotiation
again. The negotiation continues like in this example. Figure 1 shows the relationships
between agents and three actions in alternating offers.

2.2.4 Limited Time

Since many real-life bargaining problems must be resolved in finite time, the negoti-
ating time is limited to 180 s in ANAC. When the negotiating time exceeds this limit,
negotiators select EndNegotiation. In this paper, we normalize the elapsed time of
negotiation T , which is defined by formula (1). Tmax means the maximum negotiation
time.
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t = T

Tmax
(1)

2.2.5 Discounted Utility

Acquisition utility values decrease with the elapsed time. The discounted utility by
time is one constraint in bargaining problems that is discussed in existing researches
[9]. In ANAC, the discounted utilities of bargaining problems are based on discount
factor d f (0 < d f ≤ 1). Each bargaining problem has its own discount factor. The
utility function with discounted utility UD(s, t) is defined by formula (2). U(s) is a
normalized utility function in [0,1], and s denotes the bid.

UD(s, t) = U(s) · d f t (2)

2.2.6 Reservation Value

When either of the negotiators selects EndNegotiation, they get a fixed value called a
reservation value. Each bargaining problem has its own reservation value. Moreover,
reservation value RV is influenced by the discounted utility. A reservation value with
discounted utility RVD(t) is defined by formula (3).

RVD(t) = RV · d f t (3)

3 Negotiation Strategy Based on Estimated Expected Utility

3.1 Phases of Negotiation Flow

To determine the appropriate concession value in a negotiation, we focus on the
limited time and divide the negotiating flow into two phases. Figure 2 shows the
negotiating flow and the divided phases. Here we define an alternating offers phase
(AOP) and a final offer phase (FOP). Our agent decides AOP’s concession value
by FOP’s expected utility. In this section, we consider two phases and discuss their
characteristics.

3.1.1 Alternating Offers Phase

Alternating offers phase (AOP) means the series of the flow from branch 1 to branch
4 in Fig. 2. If negotiators fail to get an opponent’s agreement in AOP, the acquisition
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Fig. 2 Phases of negotiation flow

utility of the negotiators is decreased by a time discount. Discount factor per round
δ is defined by formula (4). ε denotes the normalized interval time per round.

δ = d f ε (4)

Under the negotiation rule of ANAC, a negotiator with the right to choose an action
can select actions any time within the time limit. Therefore, ε is not fixed in ANAC.
Since negotiators need to model their opponent’s preferences within the time limit
and offer as many bids as possible, we assume that ε is small sufficiently. When
ε � 0, δ is approximately 1.0. Consequently, the discounted utility per round is
small due to δ, which is sufficiently small in AOP.

Our agent decides about the concession values based on the expected utility of FOP
because it has a higher risk than AOP for the loss that occurs concerning agreement
failures. However, the loss is accumulated and increases. When the discount factor
is small, a rapid compromise is necessary to reduce the discounted utility.
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3.1.2 Final Offer Phase

Final Offer Phase (FOP) is denoted by branch 5 in Fig. 2. An agreement failure means
a negotiation failure in FOP. If a negotiation fails, the negotiators get utility based
on the reservation values. The loss of negotiation failure X is defined by formula (5).
C is the utility if a negotiator compromises, and 1.0 − ε denotes the compromise
time to reach a final offer.

X = d f 1.0−ε · C + d f · RV

� d f · (C − RV ) (5)

If C is sufficiently bigger than RV , X exhibits a great loss. For example, for d f = 1.0,
RV = 0, and C = 0.5. The loss of the utility value is 0.5. Negotiators need to
compromise to prevent such losses. On the other hand, the important point is that
an opponent has same contexts. If the opponent compromises to avoid negotiation
failure, it can be exploited. However, if the opponent also considers the same way,
the negotiation fails and the negotiators suffer a loss. The FOP situation resembles
a game. In this example, its structure is not so much the ultimatum game as the
chicken game. FOP’s game structure is different from the ultimatum game where the
negotiator cannot know the exact time of the final offer. However, unlike a general
chicken game, the negotiation strategy’s effectiveness depends on the negotiators’
own preferences.

3.2 The Negotiation Game and Estimated Expected
Utility in FOP

In this section, we define and analyze the negotiation game and estimate the expected
utility value in FOP. In FOP, our agent classifies negotiation approaches into the
following two strategies:

Hard-line Strategy (HS): not relaxing the agreement condition until the end of
negotiation’s end.

Compromise Strategy (CS): relaxing the agreement condition until just before the
negotiation’s end and building a consensus with a compromise proposal.

Table 1 shows the game matrix when the negotiators select HS or CS. When agents
A and B select HS, the acquisition utility value of agent A is A11, and the acquisition
utility value of agent B is B11. Agent A indicates our agent, and agent B indicates an
opponent. Our agent derives an ESS based on Table 1. Moreover, our agent considers
the expected utility of the ESS equilibrium point as FOP’s expected utility. The
estimated acquisition utilities of agent A: A11, A12, A21 and A22 are defined by formula
(6a)–(6d).
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Table 1 Negotiation game
matrix in FOP

A B

HS CS

HS (A11, B11) (A12, B12)

CS (A21, B21) (A22, B22)

A11 = RVA · d f 1.0−ε
A (6a)

A12 = d f 1.0−ε
A (6b)

A21 =
{

CA · d f 1.0−ε
A (CA ≥ RVA)

RVA · d f 1.0−ε
A (CA < RVA)

(6c)

A22 = pc(A) · A21 + (1.0 − pc(A)) · A12 (6d)

d fA denotes the discount factor of agent A, RVA means reservation value of agent A,
and CA means the acquisition utility value of agent A if it compromise. pc(A) means
the compromise probability of agent A if agents A and B select CS. Moreover, our
agent approximately regards ε as 0 and CA as the utility value of the best bid offered
to agent A. In formula (6a), if agents A and B select HS, the negotiation fails because
the negotiators failed to compromise before the negotiation’s end. Therefore, A11 is
the reservation value with time discounts. In formulas (6b) and (6c), if CS is selected
by either agents A or B, but not both, the agent that selects CS is exploited. Therefore,
the utility value of the agent that selected CS is the estimated C with a time discount,
and the utility value of the agent that selected HS is the estimated max utility 1.0
with a time discount. For formula (6d), CS does not relax the agreement condition
until just before the final offer. If agents A and B select CS, the agent that quickly
compromises is exploited. Therefore, the negotiators compete in the compromises
time to exploit their opponent. If they attempt to compromise with each other after
their opponent compromises, it is difficult to determine which agent compromised
first. Consequently, pc(A) is 0.5 in this paper.

From the Table 1, the expected utility function of agent AFA(p, q) is defined as
formula (7).

FA(pA, pB) = pA · pB · A11 + pB · (1 − pB) · A12

+(1 − pA) · pB · A21 + (1 − pA) · (1 − pB) · A22

= pA · {pB · (A11 − A21) + (1 − pB) · (A12 − A22)}
+pB · A21 + (1 − pB) · A22 (7)

pX = (pX , 1 − pX) is the probability distribution of mixed strategy agent X, and
pX denotes the probability of selected HS by agent X. If p∗

B · (A11 − A21) + (1 −
p∗

B) · (A12 − A22) = 0, the mixed strategy p∗
B = (p∗

B, 1 − p∗
B) is the ESS of agent

B. Figure 3 shows the ESS equilibrium point. When agent B selects p∗
B, FA(pA, p∗

B)
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ESS Equilibrium Point
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Fig. 3 ESS equilibrium point

is unaffected by pA. Thus, the expected utility of agent A at the equilibrium point of
ESS FA(p∗

A, p∗
B) is defined by formula (8).

FA(p∗
A, p∗

B) = p∗
B · A21 + (1.0 − p∗

B) · A22 (8)

3.3 Design of Concession Function in AOP

The concession function defines the threshold value of the agreement. If the bid’s
utility value exceeds the concession function’s value, negotiators accept the bid. The
concession function of our agent has lower limit L(t) which exceeds the expected
utility of FOP with a time discount. The lower limit of the concession function of
agent A LA(t) is defined by formula (9).

LA(t) = FA(p∗
A, p∗

B)/d f t
A (9)

The concession function’s value decreases from max utility value 1.0 to L(t) because
the negotiators want to decrease the concession value as much as possible. In this
paper, the rate of the decrease in the concessions function depends on the time and
is linear. When d f > 0, a quick agreement is important to reduce the discounted
utility. Therefore, our agent uses plural concession functions in accordance with the
discount factor. Our agent’s concession function T(t) is designed as formula (10).

T(t) =
⎧⎨
⎩

L(t) + (1.0 − L(t)) · (1.0 − t) (d f = 1.0)

1.0 − t/α (d f < 1.0 ∩ 1.0 − t/α > L(t))
L(t) (d f < 1.0 ∩ 1.0 − t/α ≤ L(t))

(10)
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T(t) : case 1
T(t) : case 2
T(t) : case 3

T(t) : case 4
L(t) 

U
til

ity

Time

Fig. 4 T(t) for cases 1–4

If 0.0 < d f < 1.0, T(t) has minimum utility 0 when t = α. The more a discount
factor decreases, the more important a quick agreement is. Therefore, we decides
α = d f . Moreover, T(t) = L(t) when T(t) < L(t). Figure 4 shows T(t) in cases 1,
2, 3, and 4. The d f and RV values of cases 1 to 4 are used in ANAC2014.

case 1: d f = 1.0 RV = 0.00 C = 0.5
case 2: d f = 0.5 RV = 0.00 C = 0.5
case 3: d f = 1.0 RV = 0.75 C = 0.5
case 4: d f = 0.5 RV = 0.75 C = 0.5

If d f > 0 and RV > 0, as in case 4, T(t) can be smaller than RVD(t). In this case,
our agent selects EndNegotiation and decides the concession value according to T(t)
in AOP. However, agent A cannot obtain p∗

A because it is determined by B11, B12,
B21, and B22 as the opponent’s private information. Thus, our agent selects CS to
prioritize building a consensus in FOP.

4 Experimental Analysis

4.1 Negotiation Problems of ANAC2014

We evaluate our agent by running negotiations with 10 agents that are ANAC2014
finalists. In this simulation, we used the 12 bargaining problems from the ANAC-
2014 for round-robin tournament. Table 2 shows the bargaining problems of
ANAC2014. Each bargaining problem has two profiles that define a negotiator’s util-
ity function. U(NBS) indicates the negotiator’s utility value of the nash bargaining
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Table 2 Negotiation problems of ANAC2014

ID Issues Profile U(NBS) d f RV

1 10 1 0.76 1.00 0.00

2 0.92

2 30 1 0.89

2 0.95

3 50 1 0.98

2 0.90

4 10 1 0.97 0.50

2 0.76

5 30 1 0.95

2 0.95

6 50 1 0.91

2 0.96

7 10 1 0.85 1.00 0.75

2 0.90

8 30 1 0.90

2 0.92

9 50 1 0.95

2 0.97

10 10 1 0.90 0.50

2 0.88

11 30 1 0.87

2 0.87

12 50 1 0.95

2 0.87

solution. We evaluated the agent’s acquisition utility and social welfare and measure
the ratio of acquisition utility value for the social welfare (exploiting ratio) and the
discounted utility. Our experiment is same settings of ANAC2014. In this simulation,
negotiators exchange own profile each other. Moreover, the number of trial of same
negotiation setting is 10 times.

Table 3 shows the acquisition utility and the social welfare of the simulated agents.
Both of our agent’s acquisition utility and social welfare values are the highest in the
simulated agents due to appropriate concessions. Therefore, it realized appropriate
concessions in comparison with existing agents.

Table 4 shows the exploiting ratio and the discounted utility of the simulated
agents. Both of our agent’s acquisition utility and social welfare increase since its
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Table 3 Acquisition and social welfare (negotiation problems of ANAC2014)

Agent name Acquisition Social welfare

Mean SD Mean SD

Our agent 0.833 0.162 1.610 0.226

AgentM 0.766 0.143 1.601 0.255

Gangster 0.750 0.198 1.494 0.318

DoNA 0.743 0.152 1.460 0.284

GROUP2Agent 0.733 0.227 1.393 0.424

WhaleAgent 0.725 0.212 1.462 0.374

E2Agent 0.722 0.216 1.437 0.375

kGA_gent 0.700 0.303 1.330 0.553

AgentYK 0.691 0.203 1.392 0.394

BraveCat v0.3 0.681 0.173 1.409 0.354

ANAC2014Agent 0.622 0.203 1.392 0.397

Table 4 Exploiting ratio and discounted utility (negotiation Problems of ANAC2014)

Agent name Exploiting ratio Discounted score

Mean SD Mean SD

Our agent 0.517 0.079 0.025 0.155

AgentM 0.479 0.049 0.031 0.174

Gangster 0.499 0.064 0.066 0.248

DoNA 0.515 0.086 0.014 0.118

GROUP2Agent 0.529 0.066 0.105 0.306

WhaleAgent 0.492 0.060 0.077 0.266

E2Agent 0.500 0.068 0.093 0.290

kGA_gent 0.521 0.043 0.081 0.273

AgentYK 0.498 0.052 0.102 0.302

BraveCat v0.3 0.487 0.059 0.083 0.275

ANAC2014Agent 0.450 0.076 0.049 0.216

exploiting ratio is high, and its discounted utility is small in the agents from the
tournament. However, a high exploiting ratio doesn’t necessarily mean good nego-
tiation results. For example, GROUP2Agent and kGA_gent have higher exploiting
ratios than our agent. Nevertheless, our agent’s score is better than GROUP2Agent
and kGA_gent, since their discounted utility increased because their agreement con-
ditions are too strict. Therefore, it is important for negotiators to decrease their
discounted utility and to exploit the opponent to get good negotiation results.
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4.2 Various Negotiation Problems

ANAC2014 supposes that bargaining problems have d f = 1.0 or 0.5 and RV = 0.0
or 0.75. In this paper, we use various bargaining problems to evaluate the adaptivity
of our agent. We use a 10 issues negotiation problem from ANAC2014 (referred
to as 10-issues). We created the 16 bargaining problems, which are 10-issues with
d f = 0.25, 0.5, 0.75 or 1.0 and RV = 0.0, 0.25, 0.5, or 0.75. d f and RV are the
same values between the negotiators in these bargaining problems; we evaluated the
agent’s acquisition utility and social welfare as in our previous experiment.

Table 5 shows the acquisition utility and the social welfare of the simulated agents.
Both of our agent’s acquisition utility and social welfare values are the highest like
in the previous experiment.

Table 6 shows the exploiting ratio and the discounted utility of the simulated
agents. Our agent’s exploiting ratio is less than 0.5 because our agent quickly com-
promised. Even if an agent accepts an adverse condition bid, the acquisition utility
and social welfare increase due to a small discounted utility. Our agent’s compromise
is appropriate.

Comparing our two experiments, the ranking of the agent scores has changed
because the negotiation conditions changed. Thus, agents depending on negotia-
tion conditions cannot adapt to the fluctuations of negotiation environments. The
effectiveness of existing agent negotiation strategies also depends on the negotiation
conditions. On the other hand, since our agent’s rank was constantly high in both
experiments, the effectiveness of our agent’s negotiation strategy is not dependent
on the negotiation conditions. Our agent is more adaptable to the fluctuations of
negotiation conditions than existing agents.

Table 5 Acquisition and social welfare (various negotiation problems)

Agent name Acquisition Social welfare

Mean SD Mean SD

Our agent 0.742 0.155 1.498 0.177

DoNA 0.740 0.229 1.307 0.346

Gangster 0.671 0.201 1.347 0.253

GROUP2Agent 0.666 0.209 1.350 0.366

BraveCat v0.3 0.646 0.220 1.265 0.387

AgentYK 0.637 0.235 1.210 0.382

AgentM 0.633 0.207 1.322 0.372

E2Agent 0.630 0.252 1.188 0.410

WhaleAgent 0.622 0.256 1.221 0.408

kGA_gent 0.580 0.286 1.088 0.482

ANAC2014Agent 0.535 0.151 1.415 0.210



40 A. Mori and T. Ito

Table 6 Exploiting ratio and discounted utility (various negotiation problems)

Agent name Exploiting Ratio Discounted Utility

Mean SD Mean SD

Our agent 0.494 0.088 0.039 0.194

DoNA 0.568 0.117 0.026 0.160

Gangster 0.493 0.093 0.095 0.294

GROUP2Agent 0.500 0.101 0.083 0.275

BraveCat v0.3 0.512 0.078 0.136 0.343

AgentYK 0.525 0.085 0.179 0.384

AgentM 0.482 0.091 0.111 0.315

E2Agent 0.523 0.079 0.157 0.364

WhaleAgent 0.500 0.090 0.129 0.335

kGA_gent 0.521 0.068 0.066 0.249

ANAC2014Agent 0.379 0.094 0.026 0.158

5 Related Work

Many automated negotiating agents have been proposed in ANAC. AgentK [10],
which was the best agent in ANAC2010. Its negotiation strategy controls the com-
promise values based on its opponent’s bidding history. AgentK estimates the utility
space and the negotiating posture of opponents from their bidding history. Hard-
Headed [11] was the best agent in ANAC2011 [12]. It adjusts the parameters of
the concession function according to a discount factor and time. The Fawkes [13]
was the best agent in ANAC2013. It estimates optimal concession values by discrete
wavelet prediction [14]. AgentM was the best agent in ANAC2014. Its negotiation
strategy is based on the time and the utility differences of the offered bids. The utility
difference denotes the difference between the highest and smallest utilities.

The problem of the existing agents is their effectiveness under various negoti-
ation conditions. In tournaments of existing agents, ranking by agents’ acquisition
utility was changed by the negotiation conditions. Also, many existing agents decide
concession values based on evaluations of the bidding history of opponents by their
own utility functions. However, negotiators cannot obtain a correlation of mutual
preferences. Thus, existing negotiation strategies, which are based on evaluating the
bidding history of opponents by their own utility functions, are not appropriate.

Our agent uses a concession function that incorporates the estimated expected
utility of negotiation. Compared to the existing agents, the effectiveness of our agent’s
strategy is not dependent on the correlation of mutual preferences and opponent’s
negotiation strategies. Our agent can compromise appropriately and get a beneficial
negotiation results under various negotiation conditions.
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6 Conclusion

We proposed an automated negotiating agent to estimate the appropriate concession
values. The concession function of our agent is designed based on the expected utility
value at the ESS equilibrium point. In the evaluation experiments, we simulated
negotiations with our agent and the ANAC2014 agents. We showed that our agent’s
acquisition utility and social welfare were the highest among the simulated agents.
When the negotiating conditions were changed, our agent’s acquisition utility and
social welfare remained the highest among the simulated agents. Thus, our agent’s
concession function is appropriate.

Future work will experiment with more various negotiation conditions to prove
the efficiency of our strategy. For the speed of compromises, we need to verify the
effectiveness of non-linear functions.
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Architecture for Intelligent Transportation
System Based in a General Traffic Ontology

Susel Fernandez, Takayuki Ito and Rafik Hadfi

Abstract Intelligent transportation systems are a set of technological solutions used
to improve the performance and safety of road transportation. A crucial element for
the success of these systems is that vehicles can exchange information not only among
themselves but with other elements in the road infrastructure through different appli-
cations. For the success of this exchange of information, a common framework of
knowledge that allows interoperability is needed. In this paper an ontology-based sys-
tem to provide roadside assistance is proposed, providing drivers making decisions
in different situations, taking into account information on different traffic-related
elements such as routes, traffic signs, traffic regulations and weather elements.

Keywords Intelligent transportation systems · Ontology · Reasoning · Agents

1 Introduction and Related Work

Today, it is known as Intelligent Transportation Systems, the set of applications and
technological systems created with the aim of improving safety and efficiency in
road transport. These systems allow to control, manage and monitoring the different
elements of roads.

The continuing evolution of intelligent transportation systems has ushered in a
new era of interconnected intelligent systems, which certainly has been a quantitative
leap in safety of road transport. These systems enable the exchange of information
between different applications, and the subsequent analysis to improving the safety
of drivers and eases travel and comfort in road travel.

S. Fernandez (B)
University of Alcala. Alcalá de Henares, Madrid, Spain
e-mail: susel.fernandez@uah.es

T. Ito · R. Hadfi
Nagoya Institute of Technology, Nagoya, Japan
e-mail: ito.takayuki@nitech.ac.jp

R. Hadfi
e-mail: rafik@itolab.nitech.ac.jp

© Springer International Publishing Switzerland 2016
R. Lee (ed.), Computer and Information Science 2015,
Studies in Computational Intelligence 614, DOI 10.1007/978-3-319-23467-0_4

43



44 S. Fernandez et al.

Due to its high degree of expressiveness, the use of ontologies is crucial to ensure
greater interoperability among software agents and different applications involved
in intelligent transportation systems. Ontologies provide a common vocabulary in
a given domain and allow defining, with different levels of formality, the meaning
of terms and the relationships between them [1]. Ontologies facilitates the design of
exhaustive and rigorous conceptual schemas to allow communication and informa-
tion exchange between different systems and institutions.

There are some previous works focused on ontology for road transportation sys-
tems. In [2] an ontology to represent traffic in highways has been developed. Its aim
was the construction of reliable Traffic Information System providing information
about roads, traffic, and scenarios related to vehicles in the roads. It also provides
ways to the Traffic Information System to analyze how critical a specific situation
is. For example, an ambulance may need to know about the congestion status of a
toll plaza. Requesting this information is critical if the ambulance is moving to the
scene of an accident. On the other hand, if a common vehicle is moving through a
road without hurry, then its information requested is not critical.

In [3] they proposed a high-level representation of an automated vehicle, other
vehicles and their environment, which can assist drivers in taking “illegal” but prac-
tical relaxation decisions (for example when a car damaged does not allow the cir-
culation, take the decision to move to another lane crossing a solid line and overtake
the stopped car, if the other lane is clear). This high-level representation includes
topological knowledge and inference rules, in order to compute the next high-level
motion an automated vehicle should take, as assistance to a driver.

In [4] an ontology-based spatial context model was proposed. The work takes
a combined approach to modeling context information utilized by pervasive trans-
portation services: the Primary-Context Model facilitates interoperation across inde-
pendent Intelligent Transportation Systems, whereas the Primary-Context Ontology
enables pervasive transportation services to reason about shared context information
and to react accordingly. The independently defined, distributed information is cor-
related based on its primary-context: location, time, identity, and quality of service.
The Primary-Context Model and Ontology have been evaluated by modelling a car
park system for a smart parking space locator service.

The work proposed in [5] is an approach to create a generic situation description
for advanced driver assistance systems using logic reasoning on a traffic situation
knowledge base. It contains multiple objects of different type such as vehicles and
infrastructure elements like roads, lanes, intersections, traffic signs, traffic lights
and relations among them. Logic inference is performed to check and extend the
situation description and interpret the situation e.g. by reasoning about traffic rules.
The capabilities of this ontological situation description approach are shown at the
example of complex intersections with several roads, lanes, vehicles and different
combinations of traffic signs and traffic lights.

In the work in [6] an ontology for traffic management is proposed, adding certain
concepts of traffic to general sensor ontology A3ME [7]. The added concepts are
specializations of position, distance and acceleration sensor classes, and the different
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actions that take place in the car motions. The ontology is developed in OWL, using
the JESS reasoner with SWLR [8] rules.

In [9] an ontology-based Knowledge Base, which contains maps and traffic regu-
lations, was introduced. They can aware over speed situations and make decisions at
intersections in comply with traffic regulations, but they did not consider important
elements such as traffic signals and weather conditions.

Most of the works found in the literature focus on describing very specific traf-
fic situations such as finding parking, actions of emergency vehicles and intersec-
tion situations. But none of them is general and expressive enough to encompass a
wide variety of traffic situations. Therefore it’s necessary to develop ontologies in
the domain of road traffic expressive enough to describe any traffic situation. The
ontologies should be richer with respect to the various sensor inputs, and use it to
drastically improve the general routing mechanism.

This paper presents an ontology-based system for road transportation manage-
ment, with the aim of providing driver assistance in different traffic situations. The
architecture is based on a centralized mechanism for smart routing. The developed
ontology manages the knowledge related to vehicles and environmental elements
that can influence road traffic such as infrastructure elements, weather conditions
and traffic regulations in Japan.

The paper is organized as follows. Section2 presents the architecture of the
ontology–based system. In Sect. 3 the case of study with different traffic scenar-
ios are explained. Finally the conclusions and lines of future work are summarized
in Sect. 4.

2 Ontology-Based System Architecture

The intelligent system for road traffic assistance consists of three layers, as shown
in Fig. 1.

At the bottom is the ontological layer, where we have developed the ontology of
the domain of road traffic in OWL, the second is reasoning layer, in which we have
used the reasoner Pellet, and finally in the upper layer are the agents that access to
information of the ontology through SPARQL queries.

2.1 Ontology Layer

In the ontology layer of the system, an ontology that relates the different road traffic
entities has been developed. The ontology was implemented in OWL-RDF language
0 using the protégé tool 0.



46 S. Fernandez et al.

Fig. 1 System architecture

For better understanding, we present the knowledge in the traffic ontology divided
in two groups of interrelated concepts. The first group contains the elements related
to the vehicles, and the second group the elements related to road infrastructure. We
explain in detail the two groups below.

The main group is related to vehicles. The concepts of this group are shown
in Fig. 2. The figure shows the taxonomy of vehicles, which can be classified into:
commercial vehicles, public vehicles (bus and taxi), private vehicles (car, bicycle and
motorbike) and priority vehicles (ambulances, fire trucks and police cars). Different
relationships between vehicles and other entities are defined also in this group. Some
of these entities are: location, showing the exact location (latitude and longitude) of a
vehicle, route point or infrastructure item; information about drivers and the vehicle’s
types which they can drives by license.

One of the most important issues in this group is that each vehicle has associated
a set of actions, which may vary depending on the route and traffic signals found,
and a set of warnings depending on the weather situation in the area.

Regarding sensors, these can be located not only on vehicles but also on differ-
ent parts of the infrastructure, such as bridges, roads, signs, etc. Various types of
sensors have been defined in the ontology such as: vibration, acceleration, humidity,
temperature, etc.

Figure3 shows the second group, which organizes the elements related to road
infrastructure. In this group themost important concept represents the roads, which in
Japan are classified as local roads, prefectural roads, national highways and national
expressways.
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Fig. 2 Concepts related to vehicles

For better management of traffic situations we divided the roads into segments,
connected through intersections. Each segment contains lanes, and different signs
such as stop signs or speed control, traffic lights or road markings are in each lane.
Each signal has an action associated following the Japanese traffic regulations.

2.2 Reasoning Layer

A crucial aspect when working with ontologies is the mechanism of reasoning,
which in Artificial intelligence is simply the ability to obtain new knowledge from
knowledge already available using inference strategies. To reason with ontologies,
mainly three techniques are used: reasoning with First Order Logic, reasoning with
Description Logic and reasoning with Rules.
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Fig. 3 Concepts related to infrastructure

In this work we used the reasoner Pellet 0, which is a tool for reasoning with
ontologies, which supports the three types of reasoning. PELLET is implemented in
Java; it is freely available and allows checking the consistency of the ontology.

The rules of reasoning in the traffic ontology have been developed using the
Semantic Web Rule Language (SWRL) 0. In this ontology, SWRL rules are used
to define different traffic regulations and the different actions that a driver can take,
according to the current situation of the road. Here are some simple examples of
rules defined in the traffic ontology.

The following are two simple rules that allow the reasoner inferring transitivity
regarding to the location of the traffic elements. This means that if a traffic element
(e.g. a vehicle or traffic signal) is located in a lane, and that lane is located in a road
segment, then the traffic element of is also located in that road.
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The following example is the traffic rule applied when the priority vehicle is
behind a private vehicle in the same lane. In this case, the action that the private
vehicle must take is give way to the priority vehicle.

The following is one of the most important rules of the traffic ontology. This
rule aims to locate a traffic item on its corresponding road segment, considering its
location (latitude and longitude) and the location of the start point and end point of
each segment.

2.3 Query Layer

The top layer of the system is the query layer. Here the different agents perform their
tasks using the information stored in the ontology. As ontology query language has
been used SPARQL [13].
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Here is a simple example of a SPARQL query that returns the list of vehicles that
are located in a given road.

The following query returns all points associated with a route of a vehicle and the
action that should be done to go from one point to the next, considering its location
on the map. This query is very simple, taking into account that in the ontology
each route point is related to the next one through an action (turn left, turn right
or go straight), and every action depends on the type of relationship (isAtNorthOf,
isAtSouthOf, isAtWestOf, isAtEastOf) that connects the segments in which the points
of the route are.

There is a SWRL rule in ontology that associates an action or movement to move
from one point to the next point on the route according to the relationship between
the segments in which each route point is located.
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3 Traffic Situation Example

We have tested the expressiveness of ontology, querying on specific traffic situations.
In this section we present an example of a simple traffic situation consisting of four
roads and four intersections.As seen inFig. 4 each road is divided into three segments,
with two lanes each.

We have two vehicles (car1 and car2), of which its location, speed and path they
want to follow are known. Each route has a set of points and each route point has
a location (latitude and longitude) and the information about the next point in the
route. The figure shows that it is raining in one of the intersections represented. We
want to know the next action that the driver should take, given the vehicle’s position,
the chosen route and the traffic signs located along the route. We also want to know
if there is any advice regarding the weather situation along the route.

In this work we have called Desired_action to the action that the driver wishes to
take to move from one point to the next point along the route, regardless of traffic
signals; Next_Action is the action that the driver should really take in each point
considering only traffic signals. We have defined warnings for different weather
situations that can be found on the route, such as rain, snow, fog, wind, etc. Each of
these warnings is associated with a set of advices to facilitate the motion in these
conditions.
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Fig. 4 Traffic example using routes

Table 1 Actions of the car1 through the route

Route 1 Next_Action Desired_action Advice

Point 1 Stop Go_Straight –

Point 2 Slow_down Turn_ Right –

Point 3 Go_Straight Go_Straight Turn on the lights

Avoid puddles or
flowing water

Point 4 – – –

In Table1, the results obtained by the system for car1 at the different points of the
chosen route (route 1) are shown. Route 1 is composed of four points which can be
seen in Fig. 4, through a discontinuous black arrow. The speed of the car1 is 60km/h.

Starting from the position of the vehicle at each point, the location of traffic
signals and route, the actions are inferred by reasoning applying different rules of
the ontology, in each of the steps outlined below:

1. Locate on which segment of the road are the vehicle and the next point on the
route. This is done by considering the position (latitude and longitude) and the
coordinates of the start and end points of each segment.

2. Choosing the desired action to go from one point to the next depending on the
type of connection between the segments in which the points are located. For
example, if the vehicle is in segment1 and the next point on the route is in the
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segment2; and segment2 is located at east of segment1, then the action that the
vehicle should take to go from point 1 to point 2 is to turn right. This rule would
be expressed as follows:

3. Choosing the next action to be taken by the vehicle, taking into account only the
traffic signs. This is the same action associated with the following traffic signal
located in the segment where the vehicle is located. For example, if the vehicle is
in a segment with a stop sign, the action that the driver should take is to stopping.
This rule would be expressed as follows:

4. If there is any special weather condition in the next segment of the path, then it is
assigned to the vehicle the warning corresponding with that weather condition.

As seen in the table, the initial position of the vehicle is point 1, then the desired
action to go from point 1 to point 2 through the route is Go_Straight, however the
next action that the driver must take is stopping because there is a red light in that
segment. To go from point 2 to point 3 the same procedure is performed, therefore
the desired action is Turn_Right. However respect to the next action action, once
detecting that a speed control signal in the segment, the vehicle speed is compared
with the speed limit and as is greater (the speed limit is 50km/h and the vehicle speed
is 60km/h), then the next action should be Slow_down. To go from point 3 to point
4 the desired action is Go_straight, and as there is a green light in that segment, then
the next action is Go_Straight too. It’s raining at the intersection connecting these
two segments of the route and therefore the advices for the rain warning are selected
in this point. These advices are: Turn on the lights and Avoid puddles or flowing
water. Point 4 is the end of the route and therefore there is no action at this point.

Table2 shows the actions related to the route of the car2. As shown in the Fig. 4,
route 2 (shown by the discontinuous red arrow) is simpler than the other. By following
the above steps, to go from point 1 to point 2, the vehicle 2 should go straight, but

Table 2 Actions of the car2 through the route

Rute 2 Next_Action Desired_action Advice

Point 1 Stop Go_Straight –

Point 2 Stop Go_Straight Turn on the lights

Avoid puddles or
flowing water

Point 3 – – –
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is a red light, so it must stop. To go from point 2 to point 3, the same occurs, but
because of it’s raining at the intersection connecting the two segments of the route,
the advices for the rain warning are selected. Finally there is no action in point 3
because it is the end of the route.

Overall, the results show that the ontology is quite expressive in terms of traffic
signals, routes and traffic rules in Japan. However it is not expressive enough to
take into account the behavior of drivers. The ontology allows inferring knowledge
related to the weather from sensor data, but there are infrastructure sensors that
measure other important data such as the crowd flow and traffic flow, which have
not yet been taken into account in the ontology. The processing of data from those
sensors will improve in the route optimization.

4 Conclusions

In this paper an ontology-based system for road transportation management is pre-
sented. The principal aim of thiswork is providing driver assistance in different traffic
situations, taking into account the route, the weather and the traffic regulations in
Japan.

The architecture of the proposed system consists of three interconnected layers. In
the lower layer, an ontology that includes the most important concepts in the domain
of road traffic and their relationshipswas designed. In the second layer is the reasoner,
which performs the function of inferring new knowledge using the different rules and
axioms of the ontology. Finally in the upper layer, agent tasks are performed through
the different queries to the ontology depending on the specific traffic situations.

The expressiveness of ontology has been tested through queries in different traffic
situations involving various signals and the traffic rules in Japan. The results of the
tested scenarios have been satisfactory, but it is still need to enrich the ontology link-
ing more knowledge. Therefore as future work we intend to continue to improving
the expressiveness of the ontology, with processing data from more sensors located
in the infrastructure, for example on bridges, roads, rivers, tunnels. Those sensors
could measure crowd flow, traffic flow and many other parameters which are impor-
tant in traffic optimization. We also intend to improve the expressiveness of the
ontology adding information concerning the behavior of drivers, due to its impor-
tance throughout the road driving process. Finally we plan adding SWRL rules that
describe multiples negotiation mechanisms between agents in different traffic sce-
narios.
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Optimization of Cross-Lingual LSI Training
Data

John Pozniak and Roger Bradford

Abstract The technique of latent semantic indexing (LSI) is widely employed in
applications to provide information retrieval, categorization, clustering, and discov-
ery capabilities. In these applications, the key relevant feature of the technique is the
ability to compare objects (such as documents and queries) based on the semantics
of their constituents. These comparisons are carried out in a high-dimensional vector
space. That space is generated based on an analysis of occurrences of features in
items of a training set. In the LSI literature there are multiple references to the fact
that training items should be selected that are similar in content to the items to be
dealt with in the application. This paper presents a principled approach for making
such selection. We present test results for the technique for cross-lingual document
similarity comparison. The results demonstrate that, at least for this use case, em-
ployment of the technique can have a dramatic beneficial effect on LSI performance.

Keywords Latent semantic indexing · LSI · LSI training · LSI optimization ·
Training set optimization · Cross-lingual LSI

1 Introduction

Latent semantic indexing is a versatile dimensionality reduction and data analysis
technique that is employed in a wide variety of categorization, clustering, search, and
information discovery applications. The LSI algorithm generates a high-dimensional
vector space based on analysis of a corpus of training data supplied for a given
problem. Numerous studies have shown that the size and composition of that training
corpus can have a dramatic effect on the performance of LSI for that problem.

J. Pozniak
Leidos, Chantilly, VA 20151, USA
e-mail: john.e.pozniak@leidos.com

R. Bradford (B)
Maxim Analytics, Reston, VA 20190, USA
e-mail: rogerbbradford@gmail.com

© Springer International Publishing Switzerland 2016
R. Lee (ed.), Computer and Information Science 2015,
Studies in Computational Intelligence 614, DOI 10.1007/978-3-319-23467-0_5

57



58 J. Pozniak and R. Bradford

Although many interesting results have been reported, no general framework
for creating effective LSI training spaces has emerged. In this paper we present
a simple approach for selecting effective training data. In the following sections
we present a brief description of LSI, a review of previous work, and motivation
for the proposed technique. Experimental results for an English-Farsi cross-lingual
document comparison problem demonstrate the effectiveness of the approach.

2 LSI Technique

The LSI technique applied to a collection of documents consists of the following
primary steps [1]:

1. A matrix A is formed, wherein each row corresponds to a term that appears in the
documents, and each column corresponds to a document. Each element am,n in the
matrix corresponds to the number of times that the term m occurs in document n.

2. Local and global term weighting is applied to the entries in the term-document
matrix.

3. Singular value decomposition (SVD) is used to reduce this matrix to a product of
three matrices:

A = USVT

where U and V are orthogonal matrices and S has non-zero values (the singular
values) only on the diagonal.

4. Dimensionality is reduced by deleting all but the k largest elements of S, together
with the corresponding columns in U and V. This truncation process is used to
generate a k-dimensional vector space. Both terms and documents are represented
by k-dimensional vectors in this vector space.

5. The similarity of any two objects represented in the space is reflected by the
proximity of their representation vectors, generally using a cosine measure.

Extensive experimentation has shown that proximity of objects in this space is an
effective surrogate for conceptual similarity in many applications [2].

3 Related Work

Numerous investigators have studied the effects of training data on LSI performance.
This section summarizes key results from these studies, emphasizing three principal
factors—quantity of training data, relevance of training data, and use of multiple LSI
spaces.
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3.1 Quantity of Training Data

In a seminal paper on LSI, Landauer and Dumais described synonym-matching ex-
periments using questions from the Test of English as a Foreign Language (TOEFL).
They analyzed LSI performance for six different sizes of training set, from 2,500 to
30,473 articles. They found an approximately logarithmic increase in discrimination
capability with increasing training set size [3].

Using a collection of 364 news articles, Lee et al. compared human and LSI judg-
ments of document similarity. They employed two training corpora, one consisting
of 50 documents to be compared and one with 314 similar documents added. Using
just the 50 comparison documents as the training corpus they obtained a correlation
of approximately 0.54 with human similarity judgments. With the additional 314
training documents they obtained a correlation of 0.60, which was very close to the
measured inter-rater correlation (0.605) for human evaluations of similarity of the
documents [4].

Zelikovitz tested LSI categorization capabilities using five collections ranging
from 1,000 to 2,472 documents. In each case she varied the amount of training data
from 20 to 100% of the training documents. In all five cases there was a continuous
increase in categorization accuracy as the amount of training data increased [5].

Klebanov and Wiemar-Hastings used LSI as a source of world knowledge for
pronominal anaphora resolution. Their test data was chosen from the Wall Street
Journal. An initial test employing 15.8MB of training data from the Wall Street
Journal achieved a 27% improvement over a baseline comparison. Reducing the
amount of training data by 60% had no impact on performance. Changing to training
data from the Brown Corpus also had no significant impact [6].

Wiemer-Hastings et al. employed LSI in evaluating student answers to questions
in a course on computer literacy. They employed four training sets, varying from
0.35 to 2.3MB of text. In comparing LSI with human evaluations, they found that
performance generally (but not strictly) increased with increasing training set size.
Using mixtures of moderately related and highly related text, they found that either
a rough balance of the two or a slight excess of highly specific texts yielded the best
results [7].

In his thesis, Jung compared human and LSI-derived semantic similarity ratings
of pairs of documents using a test set of 50 news articles.With an LSI space built from
just the 50 test documents, the average correlation with human judgment was 0.46.
Adding 314 similar news articles to the training set increased the average correlation
to 0.54. Adding an additional 4,172 news articles increased the average correlation
to 0.67 [8].

Bellegarda et al. examined the performance of LSI in the spam detection appli-
cation of Apple e-mail in Mac OS 10.2. Once a level of 100 training e-mails was
reached, there was little change when the amount of training data was tripled [9].
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3.2 Relevance of Training Data

It has long been recognized that the training corpus used with LSI should match
the task objective. As noted by Soto in 1999: “Since LSA learns about language
exclusively from the training texts, it is very important to choose the right corpus for
the specific situation to be modeled” [10].

Olmos et al. conducted tests of the efficacy of LSI for evaluating document sum-
maries. Using an LSI space built from 390 summaries, they compared LSI-based
measures with grades generated by four human judges Adding 63 training docu-
ments similar to the test topic had a small negative impact. Adding two million
diverse training documents had a significant positive impact [11].

Kurby et al. conducted studies of LSI as an indication of reading strategies of
students for scientific texts. They found that the correlation with human expert judg-
ment was significantly better (0.67 vs. 0.55) when the LSI training corpus consisted
of 273 science texts than when it was generated from thousands of general texts.
Little change in performance was noted when this scientific corpus was reduced in
size by 40% [12].

Kaur and Hornof tested LSI in predicting user click behavior for college websites.
They experimentedwith three training sets—agenerally-related collection consisting
of 37,651 paragraphs, and two more-focused collections, consisting of 3,990 and
12,669 paragraphs, respectively. They observed a slight improvement in performance
with the more-focused training data, but no significant difference between the two
focused collections [13].

Bellegarda employed LSI as a component in statistical language modeling for
speech recognition. In one experiment he used a test corpus of Wall Street Journal
articles read aloud. Using 87,000 Wall Street Journal articles as a training corpus,
his hybrid bigram-plus-LSI model achieved a 14% word error rate reduction in
comparison to a standard bigrammodel. Using collections of 84,000–224,000 Asso-
ciated Press news articles as training data yielded word error rate reductions of only
2–4% [14].

Perez et al. applied LSI to automated assessment of students’ free-text answers
to quizzes. They used two training sets; a focused one consisting of 1,929 student
answers and a more general one composed of 142,580 articles on computer science.
Their LSI-based assessment technique achieved somewhat higher correlation with
human scores when the focused training corpus was used (0.43) than when the much
larger general corpus was used (0.40) [15].

Zelikovitz and Hafner used Boolean searches to locate documents for use as back-
ground in enhancing LSI for categorization tasks. Using four sets of data ranging
from 953 to 2,472 examples, they showed improved categorization results in three
out of four cases [16]. In a variant of this work, Zelikovitz and Kogan used informa-
tion gain to rank all of the words in the training set. They then retrieved background
documents using queries based on thewords from each class having the highest infor-
mation gain. Incorporating the background data into the LSI training sets improved
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the categorization accuracy of physics article titles by 5% and that of veterinary
article titles by 53% [17].

Zelikovitz and Marquez examined text categorization for three test sets, using
background data selected based on TFIDF-weighted vectors of term occurrences.
They conducted tests of 10%, 20%, up to 100% of available sets of background
documents. They found that, for larger collections, most of the gain in catego-
rization accuracy that was obtained from using background data occurred when
using only 50% of the available background data. For smaller data collections,
up to 75% of the background data was needed in order to reach maximum per-
formance [18].

Olde et al. studied the effects of different training corpora in comparing human and
LSI-based evaluations of student responses to conceptual physics questions. They
created a training corpus of 3,778 paragraphs of text from physics books. They then
created four smaller corpora (416–3,445 paragraphs) by progressively eliminating
peripherally relevant material, historical material, explanations of discarded theories,
and discussions of incorrect chains of reasoning. Using all but the smallest collection,
the comparisons between LSI-generated grades and human-assessed grades showed
very little difference [19].

Mohler andMihalcea studied the use of LSI for short answer grading for 21 ques-
tions in computer science. They measured Pearson correlation coefficients between
human evaluations and LSI–generated evaluations of answers. They used five dif-
ferent training corpora based on lecture notes, documents from the British National
Corpus (BNC), andWikipedia. Performance was correlated with the size of the train-
ing set: a large general Wikipedia collection (1.8GB) yielded better results than a
smaller one (0.3MB). A medium-sized (77MB) CS-related Wikipedia collection
also yielded better results than the lecture notes [20].

Haley et al. also analyzed use of LSI for grading of student answers to questions.
They used a training space consisting of over 45,000 paragraphs of generally relevant
text, plus variable numbers of student answers not included in the test set. They com-
pared LSI-based evaluations and human evaluations for two questions. Surprisingly,
the best results were obtained when only 50–80 of the 627 available answers were
included in the training set [21]. In her thesis, however, Haley noted that, in simi-
lar testing, best results were obtained for other questions when using the maximum
amount of available training data [22].

Cox and Pincombe conducted studies which compared LSI and human judgments
of document similarity, using a collection of 50 newsmail articles. Building the LSI
space from just the 50 documents whose similarity was to be judged yielded an
LSI-human correlation of 0.54. When 314 similar articles were added to the training
space, the correlation increased by 11%. This value was not significantly different
from the inter-rater correlation of the human judges (0.599 vs. 0.605). Somewhat
surprisingly, adding another 2,432 documents from the same newsmail source (but a
different time frame) reduced the correlation by 22%. Creating the training set from
2,482 documents from a different source (theHansard corpus of Canadian Parliament
proceedings) yielded even lower correlations.
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Cox and Pincombe also experimented with cross-lingual LSI. They used collec-
tions of 2,482 pairs of documents in English and French from both the Canadian
Hansard and Amnesty International collections. Using mate matching as a similar-
ity measure, they observed a considerable drop in match rate (0.87–0.63) when the
training and test documents were drawn from different sources [23].

Stone et al. conducted experiments with LSI for similarity analysis of pairs of
paragraphs. They used two test sets, one from the World Entertainment News Net-
work (WENN) and the other from the Australian Broadcasting Corporation (ABC).
For the WENN tests, where they employed 12,787 training and 23 test documents
from the same corpus, they observed a correlation of 0.48 between the LSI and hu-
man evaluations of paragraph similarity. For theABC tests, where the 55,021 training
and 50 test documents came from different corpora (although both news articles) the
correlation was a surprisingly low 0.12.

Stone and his collaborators then created focused corpora from Wikipedia, us-
ing Boolean queries automatically derived from the titles of the WENN documents
and manually created from the ABC documents. Two groups of focused corpora
were created; one group of 1,000 documents and the other of 10,000 documents.
Each of these groups contained four training sets, one consisting of the entirety
of each Wikipedia article, and the others consisting of the first 100, 200, or 300
words of each article. For both the WENN and ABC tests, the best performance was
obtained using the first 100 words of 1,000 Wikipedia articles. For both test sets
there was a dramatic improvement in performance as the portion of the Wikipedia
articles used in the training was decreased. The authors suggested that this may
in part be due to disambiguation—the initial portions of a document will tend to
be focused, thus typically only one sense of each polysemous word will occur in
them.

The authors also conducted a test of transductive learning—combining the 50
test documents of the ABC test with 1,000 Wikipedia articles as the training set.
This yielded an 18% increase in correlation with human judgments. The resulting
correlation (0.6) was close to the 0.605 observed for human inter-rater reliability for
that data set [24].

Zelikovitz also tested LSI in a case where the test documents are available at the
time the LSI space is built. For this transductive learning situation, incorporation
of the test documents into the LSI training set yielded significant categorization
improvement for all five of the test collections studied [5].

Zelikovitz and Hirsh studied a “second-order” transductive learning approach,
where each background item was selected based on similarity to both a train-
ing example and a test document. The idea was that relations between words in
such a background document might help to “bridge” context in the respective
test and training documents. They obtained improvements in most cases, espe-
cially for tests with few training items and for those with short training items (3–9
words) [25].
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3.3 Local LSI Spaces

Several relevant investigations have been carried out in which individual LSI spaces
were generated for each category or query of interest in a given application. This
approach has been referred to as local LSI.

Hull demonstrated improved performance on a categorization task for a collection
of 1,399 documents through use of a separate LSI space for each of 219 categories.
These local LSI spaces were based in part on vectors derived from an LSI index of
the entire training set [26]. In [27] he showed that including similar non-relevant
documents when creating the local spaces gave better results than including only
relevant documents.

Wiener et al. used a similar local LSI approach for categorizing documents from
the Reuters 22173 corpus. They built separate LSI spaces for individual topics and
for clusters of documents related to similar topics. They identified terms related to
topics and then used these terms as queries to select documents that were used to
build the corresponding LSI spaces. They felt that such focused spaces might better
represent small, localized effects, such as correlated use of infrequent terms. They
achieved improvements over global LSI, particularly for topics with few training
examples [28].

Schütze et al. addressed the routing problem using the Tipster corpus. For each
query, they identified 2,000 relevant documents using a modified version of the
Rocchio algorithm.They then created a local LSI space from these documents and ap-
plied statistical classifiers to the reduced-dimension representations. They achieved
10–15% improvement in comparison to relevance feedback techniques [29].

In his thesis, Jiang applied the local LSI approach in both monolingual and cross-
lingual tasks. He employed a standard vector space model to select documents for
creation of the local LSI spaces. Using the AP 1990 collection and 50 TREC-4 ad hoc
queries, he showed a 44% improvement in average precision for local LSI over global
LSI, with 50 documents chosen for LSI training for each query. This result was better
than cases where 100 and 200 training documents were chosen for each query. He
obtained similar results for monolingual French, German, and Japanese retrieval and
for English–French, French–German, and English–Japanese cross-lingual retrieval
[30].

Liu et al. applied relevancy weighting to documents used in creating local LSI
spaces for classification. Their tests employed documents from the 25 categories
of the Reuters 21578 test set that had the most training examples. They showed
an advantage of relevance weighting over creating the local LSI spaces without
weighting. [31]

Ding et al. conducted document categorization tests using a variant of the local LSI
approach that they termed Local Relevancy Ladder-weighted LSI. They employed
SVM to select the documents for creating the local LSI spaces. They achieved a
1.1% improvement in F1 on a collection of documents from the largest 25 categories
of the Reuters 21578 test set [32].
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3.4 Summary

Overall, previous investigations of the effects of training set size and composition
on LSI performance have demonstrated the following:

• Adding training data can have a significant effect on LSI performance across a
range of tasks.

• As a general tendency, performance improves as the amount of additional training
data increases.

• Performance improvement is greatest when the additional training data is well-
matched to the problem being addressed.

• Creating separate LSI spaces for individual user interest topics can improve per-
formance in tasks such as categorization.

A key aspect of the issue of adding training data that is left unresolved by the
previous work is how to determine what constitutes well-matched training data. It is
the objective of the present study to address this issue.

4 Rationale for Adding Training Data

There are five principal ways in which additional LSI training data might improve
performance for a given text processing task:

1. New terms relevant to the task might be incorporated into the training space.
Accordingly, newly acquired documents that contain those new terms generally
will be assigned LSI vectors that more accurately represent their content.

2. The overall representational quality of the LSI space for the taskmay be improved.
The additional documents provide additional contexts for terms. If the contexts
match the problem, the improved term occurrence statistics may produce more
effective representation vectors for those terms.

3. Relationships among task-relevant terms in the training documents could be re-
inforced.

4. Relationships between task-relevant and task-irrelevant terms in the initial set of
training documents may be diluted. Some terms in the initial training documents
that are not particularly relevant to the task may have co-occurred with other
terms in an incidental fashion. If the incidental terms occur less often in the added
training documents, the relationships between those terms and the relevant ones
will tend to be weakened.

5. The effects of word sense ambiguity may be reduced. In the added documents,
contexts of ambiguous terms may emphasize specific senses of those terms. This
may allow some degree of disambiguation of those terms.

Based on the above considerations, it would appear to be desirable to select ad-
ditional training data items that:
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• Incorporate new relevant terms.
• Incorporate relevant contexts.
• Are focused in content (and thus minimize the number of senses of ambiguous
words that appear in them).

5 Experimental Results

The experiments described here focused on cross-lingual LSI. We considered the
problem of comparing documents in two languages: English and Persian. The evalu-
ation metric chosen was mate matching. Although this is not a highly discriminating
metric, the observed differences are large enough that it is quite adequate for the
testing reported here. The use case emulated here is where English-language docu-
ments have been provided as examples of user interests and the task is to find relevant
Persian-language documents in an incoming document stream.

5.1 Cross-Lingual LSI

In cross-lingual LSI, the relationships between terms in two languages are derived
through exploitation of a parallel corpus for those two languages [33]. For English
and Farsi, for example, a collection of document pairs is required, where onemember
of each pair is an English-language document and the other is its Farsi translation
equivalent. For each pair, the documents are combined and treated as a single doc-
ument. These combined documents are then processed in the manner described in
Sect. 2. The result is an LSI space containing representation vectors for both English
and Farsi terms. The closer together the representation vectors for a given English
term and a given Farsi term, the more similar those terms are in meaning.

Representation vectors for documents not employed when building the space can
be created in the resulting space through a process referred to as “folding-in” [1].
In this process, the new document is assigned a vector that is the weighted sum
of the vectors of the terms that it contains. Since conceptually similar terms in the
two languages lie close together, two documents that are similar conceptually end
up with representation vectors that lie close together in the space, independent of
their language. This characteristic of the space provides a basis for cross-lingual
processing applications including document retrieval, clustering, and categorization.
This approach can be applied to N languages simultaneously, so long as an N-way
parallel corpus is available.

5.2 Experimental Data

Several types of documents were used as candidate training data in the experiments.
These were chosen to provide a variety of conceptual content, as shown in Table1.
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Table 1 Candidate training
documents

Data type # of documents

Financial news articles 751,281

General news articles 3,725,925

Medline abstracts 438,723

Short technical items 221

UN documents 3,100

U.S. patents (whole) 314,069

U.S. patents (¶s) 10,450,926

Wikipedia 3,327,054

Total 19,011,299

Our test data consisted of Persian-language technical journal articles togetherwith
English-language abstracts from those articles. The journal articles were downloaded
from http://www.journals4free.com/?fq=language:per. The test collection consisted
of 504 articles, primarily on medical subjects. The English-language abstracts are
short, typically consisting of a title plus from2 to 10 sentences of text. These abstracts
were compared to the Farsi bodies of the documents. In order to make the task more
meaningful, the title and Farsi abstract were removed from the body documents. The
authors’ names and affiliations also were removed from both the abstracts and the
bodies. These steps were intended to prevent correlations of titles, author names, etc.
from unduly affecting the matching. The references also were removed, as many of
those were in English, while the emphasis here was on matching Farsi documents.

5.3 Methodology

The intent of the effort was to emulate a situation where English-language user ex-
pressions of interest (the English-language abstracts used as exemplars) were com-
pared to arriving Farsi-language documents. The abstracts were not employed in
building the cross-lingual LSI spaces, so that term coverage effects could be studied.
The Farsi body documents also were not employed in building the cross-lingual LSI
spaces employed (except for a final transductive test).

The English-language abstracts and the Farsi body documents were folded into
cross-lingual LSI spaces and compared using the cosine measure. The evaluation
metric was the percentage of abstracts for which the closest document in the space
was the corresponding Farsi body document.

Various subsets and combinations of the available candidate trainingdatawere em-
ployed as parallel corpora for creating the English-Persian cross-lingual LSI spaces
tested. In the case of the UN documents, human-generated Farsi translations of the
English-language documents were available. Farsi translations for all of the other
candidate training documents were generated using the Bing� machine transla-

http://www.journals4free.com/?fq=language:per
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tion (MT) system, version 10.6. Cross-lingual LSI spaces were created from the
English–Farsi pairs, using typical parameters for LSI spaces (deletion of numbers,
a 618-word English stopword list, a 307-word Farsi stopword list, pruning of terms
that did not occur at least twice, and 300 dimensions). A commercial LSI engine,
Content Analyst� version 3.10, was used to create the spaces.

5.4 Training Data Relevance

Thefirst testwas intended to indicate the relative effectiveness of the different types of
training data for this task. Approximately 3,000 documents1 were chosen at random
from six of the collections and used in creating six English-Farsi LSI spaces. The
results of the mate matching test as carried out in each of these spaces are shown in
Table2.

The data demonstrate the great importance of context for LSI training data. Over
80% of the test documents deal with biology and medicine. The Medline abstracts,
which discuss similar topics, are the most closely matched candidate data type in
terms of context. Employing those documents for training yielded a 40% higher
match rate than for any other training set.

In this test, similarity of contexts trumped term coverage. The Medline-based
training data yielded a much higher match rate than the patents, even though the
patent-based LSI spaces provided similar coverage of English-language terms and
higher coverage of Farsi terms.

Using whole patents yielded much better results than splitting the patents by
paragraph. This probably indicates that whole patents provide better overall topic
matches to the Farsi journal articles than the individual paragraphs do.

Good conceptual match of the training set can help to compensate for variability
in term choice and deficiencies in the MT system used to create the parallel corpus.
The 69% match using Medline is achieved in this case even though less than 20%

Table 2 Mate match variation with training set

Data type # of training
documents

English term
coverage (%)

Farsi term
coverage (%)

Match result (%)

General news articles 3,034 59.7 19.0 48.8

UN documents 3,127 45.2 12.1 49.3

Medline abstracts 3,100 63.4 18.6 69.0

U.S. patents (whole) 3,100 61.2 20.5 48.8

U.S. patents (¶s) 65,995 60.8 20.4 38.1

Wikipedia 3,095 44.7 14.4 31.5

1The 65,995 patent paragraphs were extracted from the 3,100 whole patents. Elimination of some
very short paragraphs yielded variations in term coverage.
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of the Farsi terms present in the test documents appeared in the MT output used to
create the cross-lingual LSI space.

5.5 Training Data Quantity

Table3 shows the results when using much larger amounts of training data of the
different types. For Medline and Wikipedia training, performance increased with
additional training data. However, it is clear that quantity of training data is not the
only consideration. For example, increasing the number of patents used in training
by two orders of magnitude actually had a small negative impact on results. Term
coverage also is not the only consideration. The highly relevant contexts of the
Medline abstracts yielded a 77% higher match rate than the Wikipedia articles,
even though the latter yielded similar English term coverage and higher Farsi term
coverage.

Additional testing was conducted to provide a more granular indication of perfor-
mance versus training set size. Figure1 shows the variation inmatematch percentage
for collections of Medline, News, and Wikipedia articles varying from 3,000 to 1
million documents. In general, performance rises to a peak and then flattens out. This
is true even though both English and Farsi term coverage are smoothly increasing as
the sizes of the collections increase.

Combining different types of training data does not help in this situation. For
example, Table4 shows the results from combining Medline documents and UN
documents with news articles.

In both of the combined training document tests, there is no synergy. Mixing
Medline abstracts with news articles yielded performance intermediate between that
produced by either document type alone. Mixing UN documents with news articles
yielded performance worse than that for either type alone.

Table 3 Mate matching for larger training sets

Data type # of training
documents

English term
coverage (%)

Farsi term
coverage (%)

Match result
(%)

General news articles 885,745 89.2 42.8 46.8

Medline abstracts 438,723 90.7 37.9 79.0

U.S. patents (whole) 310,450 84.5 37.7 48.7

U.S. patents (¶s) 3,158,856 83.8 36.1 36.1

Wikipedia 998,211 90.6 42.9 44.6
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Fig. 1 Performance variation versus amount of training data

Table 4 Effects of mixing training data types

Data type(s) # of training
documents

English feature
coverage (%)

Farsi feature
coverage (%)

Match result (%)

News articles 15,936 72.5 25.9 56.2

UN documents 3,127 45.2 12.1 49.3

Medline abstracts 23,331 81.0 27.2 80.6

Medline + news 39,267 86.5 33.6 72.1

UN + news 19,063 73.3 29.3 32.3

5.6 Training Data Selection Technique

The Medline data collection happens to be particularly well-suited to this test case.
For most applications, it is unlikely that such a well-matched collection of training
data will be available. In addition, if ground truth is not available, there will, in
general, be no effective means of telling if a given collection is well-matched or not.

These considerations provide strong motivation for finding a general method for
selecting effective training data from available collections of documents, which does
not require ground truth data for selection.

The dominant role of topic relevance demonstrated in the above test results mo-
tivated us to try using LSI itself as a mechanism for selecting additional training
data.

Our proposed technique is to:

1. Accumulate a large and diverse collection of candidate training data.
2. Build an LSI representation space from all of the collected candidate training data.
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3. Use the initially available data items (e.g., user-provided exemplars or queries) for
the problem of interest as queries into this LSI space to select relevant additional
training data.

The principal contributions of this paper are to demonstrate that:

1. The above-described technique is highly effective in cross-lingual LSI
applications.

2. The technique can select appropriate training data from very large, heterogeneous
collections of candidate training data.

This proposed technique was tested in the following manner:

• All of the available candidate training data was combined into one collection,
comprising 19 million documents.

• An LSI space was created from that heterogeneous collection.
• Each of the English-language abstracts was employed as a query in that LSI space.
• For each of the abstracts, up to 500 additional training documents were chosen,
using the criteria that the chosen training documents had to have a cosine of at
least 0.6 in comparison to the abstract.2

• All of the training documents selected in this manner were translated into Farsi
and the resulting document pairs were used to create a cross-lingual LSI space.

• The mate matching test was carried out in this cross-lingual space.

Using this technique, 84,002 documents were selected from the combined pool of
candidate training documents (once duplicates were eliminated). In a cross-lingual
LSI space built from these documents, a match percentage of 81.2% was obtained.3

This is better than any of the results previously obtained, including those from spaces
built purely from Medline data.

This result shows that the proposed technique is capable of selecting highly effec-
tive training data even from large, heterogeneous collections of candidate training
data, without requiring any ground truth data.

5.7 Local LSI

It was noted that 46 of the Farsi technical articles were from Electrical Engineering
journals and the other 458 were from journals in the biomedical area. As a test of
performance using a local LSI approach, we created two LSI spaces, one for the
EE abstracts, and one for the biomedical abstracts, using the proposed technique for
additional data selection. Combining the results from these two spaces yielded an

2Values varying between 50 and 5000 for number selected and from 0.5 to 0.7 for selection threshold
were tried. The numbers 500 and 0.6 were found to be appropriate choices, but no attempt was made
to find optimum values for these parameters.
3Randomly selecting an equivalent amount of training data from the combined collection and
building a cross-lingual space using those documents yielded a match rate of only 51.4%.
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overall mate match rate of 89.7%. In an actual application, comparable knowledge
of the topic distribution of user examples generally either would be available or could
be determined through clustering.

For the local LSI case we ran a final test using transductive training. Including the
Farsi body documents into the training set increased the size of the training set by
less than 1%, but doubled the Farsi term coverage (from 34.8 to 68.4%). (The term
coverage is not 100% primarily because of the pruning of terms that did not occur
at least twice when creating the LSI space). In this transductive scenario, the match
rate increased to 96.2%, showing the value of increased term coverage, so long as
the contexts of the cross-lingual training documents are correct.

6 Conclusion

At least for the test case employed here, the degree of conceptual match of the
training set was by far the most important factor in determining cross-lingual LSI
performance. It is thus highly desirable to be able to choose appropriate training data
for a particular application. We have presented a principled approach for automated
selection of effective training data. This approach has two key features:

1. It is not dependent on availability of any ground truth data.
2. It is capable of selecting highly effective training sets from large, heterogeneous

collections of candidate training data.

Figure2 summarizes the results obtained using the proposed technique.

Fig. 2 Performance versus training data source
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Principled selection of training data using the proposed technique provided a
dramatic improvement over random selection. This result was further improved by
employing two local LSI spaces to match the exemplar topic distribution. Using
transductive training further increased performance. The Medline results in Fig. 2
are deemphasized (presented in dashed lines), because typically such a very-well-
matched training set would not be available in an actual application.

The effectiveness of the approach was shown here for a cross-lingual document
comparison application. However, the technique is generally applicable to LSI clus-
tering, search, and discovery applications. Moreover, an analogous technique could
be employed in situations involving LSI processing of other types of data such as
audio, video, signals data, or images.
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Abstract Software model checkers, such as Java PathFinder (JPF), can be used to
detect failures in software. However, the state space explosion is a serious problem
because the size of the state space of complex software is very large. Various heuristic
search algorithms, which explore the state space in the order of the given priority
function, have been proposed to solve this problem. However, they are not compat-
ible with linear temporal logic (LTL) verification algorithms. This paper proposes
an algorithm called depth-first heuristic search (DFHS), which performs depth-first
search but backtracks at states that unlikely lead to an error. The likelihood is eval-
uated using cut-off functions defined by the user. We enhanced the search engine of
JPF to implement DFHS and LTL search. Experimental results show that DFHS per-
forms better than current algorithms for both safety and LTL properties of programs
in many cases.
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1 Introduction

Model checking is a technology to verify the properties of models by exploring all
possible states and execution paths of the models. Model checking was originally
used for verifying hardware, software design, and communication protocols [12, 14].
In recent years, this technology has been applied to software source code and byte
code. In this case, the size of the state space is typically very large, and it is often
difficult to explore all the state space in a reasonable time frame. It can easily take
months or years to reproduce the problem depending on the scale of the software.
The technology is still useful in finding failures because the number of states until
the first bug is found is typically much less than that of the entire state space. These
failures often depend on the order of thread scheduling and are difficult to find by
testing. In model checking, the model checker controls the scheduling and eventually
checks every possibility, while it is not controlled at all in testing.

To find bugs faster, it is important to search parts of the state space whose possi-
bility of containing bugs is higher than others. One approach is heuristic search [20],
which is basically an idea of prioritizing the candidates to find the best goal or quickly
find a goal. Heuristic search algorithms can be applied to software model checking
to solve the state explosion problem described above. Various search algorithms and
priority functions have been proposed [8, 9, 11, 18].

In the context in which the entire space is too large to explore, it is meaningless to
guarantee that algorithms will explore all states. Rather, it is important for algorithms
to quickly find the first bug. Our algorithm does not logically guarantee the absence
of failures when it does not find failures. However, experimental results show that it
reaches the first bug in a reasonable time frame, often faster than current algorithms.

There are two types of properties we are interested in. The first is called a safety
property, which can be checked by visiting a state. The second is called a linear
temporal logic (LTL) property, which requires more complex algorithms based on
depth-first search (DFS). Traditional heuristic search algorithms are not compatible
with LTL algorithms. Studies [8, 9, 11, 18] have been conducted only for safety
properties.

We propose a different heuristic search algorithm based on DFS called depth-
first heuristic search (DFHS). Our algorithm performs DFS but backtracks at states
that less likely lead to error states. The likelihood is evaluated using cut-off func-
tions defined by users. The DFHS algorithm can be applied to verification of LTL
properties. It can also be applied to safety properties.

For safety properties, DFHS explores the space in a different manner from current
heuristic search algorithms. Therefore, it is expected that several bugs can be found
earlier. In fact, experiments showed that DFHS performs better in many cases.

We implemented DFHS in Java PathFinder (JPF), a software model checker for
Java.1 Because JPF originally does not support LTL verification, we add a search
engine for LTL verification. We evaluated DFHS for safety and LTL verification.

1Java is a registered trademark of Oracle and/or its affiliates. Other names may be trademarks of
their respective owners.
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The rest of the paper is organized as follows. We first introduce related work in
Sect. 2 and current algorithms in Sect. 3. We describe DFHS in Sect. 4. We explain
the implementation of DFHS in JPF in Sect. 5 and the experimental results in Sect. 6.
We conclude the paper in Sect. 7.

2 Related Work

Heuristic search is a technology for efficient search in artificial intelligence [20].
Heuristic search algorithms, such as Best-First, A*, and Beam, control the search
order of states by calculating the priority score of each state using heuristic functions.
Heuristic search is applicable to model checking to solve the state explosion problem
[8, 9, 11, 18]. Edelkamp et al. proposed HSF-SPIN [8], which uses heuristic search
with SPIN [12]. They argue that it can find shorter counterexamples than traditional
search. Groce et al. used heuristic search in JPF [11]. They introduced heuristic func-
tions based on the number of branch selections and number of thread interleavings.
The heuristic search algorithm of Rungta et al. [18] uses warning information of a
software static analyzer to estimate the distance from the current state to an error
state.

There are other approaches for quickly finding bugs [15, 16]. The algorithm pro-
posed byParízek et al. [16] is based onDFSand randomly backtracks. The probability
corresponds to the search depth. They showed better experimental results than those
of current heuristic search algorithms. Context-bounded search by Musuvathi et al.
[15] limits the number of context switches. It quickly finds errors compared to tra-
ditional search algorithms. These algorithms can be regarded as special cases of our
algorithm.

For verifying LTL properties, an automata-based approach is frequently used [22].
With this approach, the target space to be explored is the synchronized product of the
state space and the Büchi automaton converted from an LTL formula. Typically, the
target space is explored using algorithms based on DFS. Nested depth-first search
(NDFS) is one of the most well known algorithms [3], and algorithms that use
strongly connected components (SCCs) have also been proposed [4]. In parallel
search context, algorithms based on breadth-first search are also used [1].

Sun et al. proposed an SCC-based algorithm for LTL verification with fairness
[21]. The algorithm walks through the entire state space with DFS to find SCCs.
Their paper also introduces efficient enhancement for fairness consideration. The
algorithm checks the compliance to fairness conditions of counterexamples after
they are found. Our cut-off approach might be applied to this SCC-based algorithm
in future work.

For our study, we applied our algorithm to the most well known LTL verifica-
tion algorithm. However, various efficient LTL verification algorithms have been
proposed [5, 10] and our algorithm might be applicable to them in the future.

Several extensions of JPF for LTL verification using the automata-based approach
have been reported [6, 13]. Lomabardi’s implementation [13] provides a way to
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specify LTL formulas as annotations in the source code and explores the target space
with NDFS. Cuong et al. [6] concentrated on method calls to realize a light-weight
verification. Unlike these implementations, our implementation supports atomic
propositions that are used to express fairness conditions. Algorithms for verifica-
tion with fairness conditions have been studied. In particular, for strong fairness
conditions, transition-based automata have been proposed for efficient exploration
[7]. We take a different approach since we concentrate on efficient error detection
rather than verification.

In terms of reducing memory usage, bit state hashing and state space caching
are well known approaches [10, 17]. These are applicable to traditional heuristic
algorithms and ours independently with the search algorithms discussed in this paper.
The JPF applies bit state hashing.

3 Current Algorithms

In this section, we first explain DFS and NDFS. We then introduce best-first search
(BFS).

3.1 Depth-First Search

Depth-first search is one of the most common search algorithms. Figure1 shows how
DFS searches a goal. As this figure shows, DFS goes forward toward a successor
of the current node until it reaches an end node or a visited node, in which case it
backtracks.

The JPF, a software model checker we used for this study, uses DFS as a default
search algorithm. In terms of software model checking, a state is a state of a running
program, and the goal is the state containing an error.

Fig. 1 Depth-first search
(DFS)
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3.2 Nested Depth-First Search

Nested depth-first search [3] is a well known algorithm for LTL verification. It is
used to explore a synchronized product of a given state space and the Büchi automa-
ton converted from a given LTL formula. It consists of two DFS procedures called
blue DFS and red DFS. Blue DFS is the main loop that searches for accept states
recursively. Before backtracking from an accept state, blue DFS suspends searching
and red DFS starts searching from the state to find a state on the current path of blue
DFS. If such a state is found, NDFS reports the current path as a counterexample.

3.3 Best-First Search

There are various heuristic search algorithms for software model checking. In this
section, we introduce BFS, which has been reported as the most efficient algorithm
[11]. A search engine of BFS is included in JPF.

Figure2 gives an overview of BFS. For the transition system shown in the figure,
BFS reaches the goal faster than DFS and attempts important nodes first. The word
“important” means “likely to lead to a goal faster”. This importance is expressed by
a function called a heuristic function.

Best-first search manages search nodes in the priority queue. BFS takes the best
node out of the queue and puts all its successors into that queue. The nodes in the
queue are sorted by their priority values determined by the heuristic function. This
process continues until all nodes are checked or a goal is found.

Figure3 is the pseudo code of BFS. Here, h() is the heuristic function, which
returns the priority value, Queue is the priority queue sorted by the priority value,
remove_best() pops a node having the highest priority from the queue, and
insert() inserts a new node into the queue at the appropriate location. From
the implementation view point, the size of the queue is often limited because of an

Fig. 2 Best-first search
(BFS)
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Fig. 3 BFS algorithm

implementation limitation. In such cases, nodes with lower priorities are dropped
from the queue and their successors can be ignored.

When BFS is applied to software model checking, heuristic functions can be
calculated using the structure of the state space (e.g. the depth of the node), conditions
of threads (e.g. the number of blocked threads), and information from the static
analyzer (e.g. the distance from the location of assertion statements). For example,
the heuristic functions from [11] are as follows.

Interleaving: The fewer previously selected thread appear in recent n transitions,
the higher the heuristic function scores.

MostBlocked: The higher the number of threads that are blocked, the higher the
heuristic function scores.

Random: The heuristic function randomly scores.

4 Proposed Algorithm

The traditional heuristic search algorithms described in the previous section exhibit
the problem mentioned in Sect. 1. We propose DFHS, which can be applied not only
to safety properties but also LTL properties. The DFHS algorithm modifies DFS and
NDFS with the following three features.

4.1 Cut-Off Function

The first feature is a cut-off function. The DFHS algorithm cuts off further search
from states that are unlikely to lead to errors. The likelihood is expressed by a
function called a cut-off function that returns true or false for a given state. When the
value of the cut-off function at the current state is true, DFHS backtracks. A cut-off
function f can be automatically defined from a heuristic function h of a traditional
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heuristic search algorithm and a threshold t : if h(s) > t then f (s) = true; otherwise,
f (s) = false. However, the cut-off functions we used in the experiment and describe
in Sect. 6 do not fall into this category.

The following are examples of cut-off functions.

Interleaving(Int): backtracks if the current thread had been selected in
the recent past.

NonConsecutive(NonCon): backtracks if a thread is selected twice consecutively.
LessInterleaving(LessInt): backtracks if the number of interleavings from the

beginning exceeds a threshold.
Blocked: backtracks if the number of blocked threads had not

increased in the recent past.
Random: backtracks randomly with specified probability.

The DFHS algorithm uses cut-off functions in both blue DFS and red DFS in
NDFS.2

4.2 Successor Order

The second feature is successor order. Because DFHS is based on DFS, it is impos-
sible to apply the idea of BFS globally. However, we can locally apply it by defining
the search order of the successors of a state. The DFHS algorithm visits them in
user-specified order.

The following are examples of successor orders.

Default: prefers a thread with small thread id.
Interleave(Int): prefers a thread other than the current thread.
LessInterleave(LessInt): prefers the current thread.
Random: random order.

4.3 Fairness Condition Optimization

The third feature only applies to LTL properties under fairness conditions. It is
well known that in software model checking, meaningless counterexamples are
often reported with unfair thread scheduling. Fairness conditions exclude such unfair
scheduling. This can be achieved naively by modifying a given LTL formula. How-
ever, this approach is not very efficient because the modified LTL formula is often

2The correctness of NDFS depends on the fact that blue DFS visits all children of a state before
red DFS starts for the state. By applying a cut-off function to NDFS, DFHS does not guarantee this
condition. However, a reported counterexample with DFHS is still correct, which is sufficient for
our purpose to find errors.
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long, which makes the state space huge. With DFHS, we explore the state space
without modifying the LTL formula, inspired by [21].

• When a counterexample is found, we check whether it satisfies the fairness con-
dition. If not, we continue to find other counterexamples.

• We continue until a fair counterexample is found.

Note that DFHSmay overlook fair counterexamples evenwhen they exist. Therefore,
it cannot be used in a verification context. In most cases, however, DFHS quickly
finds fair counterexamples, as we discussed in Sect. 6.

Figure4 shows a pseudo code of the DFHS algorithm. Here, cutoff_
function() determines whether it should keep searching forward. The cutoff
function is called only at the deeper states than a certain depth in order not to cut off
states too much. The term get_next_successor_in_order() returns the
successors of the current state individually in the order it prioritizes.

Figure5 shows how DFHS works. It checks the value of the cut-off function each
time it reaches a new state. If the value is true, DFHS backtracks. In this figure, it
backtracks at the state labeled 3.

Fig. 4 Depth-first heuristic search (DFHS) algorithm

Fig. 5 DFHS
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5 Implementation

In this section, we explain the implementation of DFHS. We used JPF [23] to
implement it. First, we describe the verification mechanism of JPF then explain
the enhancement of JPF to support DFHS and NDFS.

5.1 Java PathFinder

The JPF has its own Java virtual machine and executes a Java program to detect errors
by visiting all possible program states. A state consists of the current locations of
all threads, values of all variables and fields of objects, statuses of synchronization
locks, and so on. In other words, a program state is a snapshot of the running program
at each execution point.

The most important non-deterministic factor is thread interleaving. If more than
one thread is runnable, JPF picks up one and proceeds with the execution. The default
search algorithm is DFS, and heuristic search is available.

5.2 Enhancement of JPF

The JPF consists of two parts, a Java virtual machine and configurable search engine.
The search engine can be modified or replaced by users. Event listeners can be added
to the search engine, assigned to a particular type of event, and called when such an
event occurs.

We enhanced JPF with these mechanisms to support NDFS and DFHS. Figure6
shows the original architecture of JPF and our enhancements. We explain these
enhancements in detail below.

5.2.1 Nested Depth-First Search

The JPF does not originally support LTL verification, but there are several imple-
mentations that support LTL verification [6, 13]. We also developed a search engine
for JPF that implements LTL verification. The search engine performs NDFS [3]
in the synchronized product of the original state space and the Büchi automaton
corresponding to a given LTL formula.

We developed a class for atomic propositions and a method for modifying their
truth values. The user can maintain them in the listeners. We also developed a mech-
anism that breaks the current transition when the value of an atomic proposition has
changed. The atomic propositions that express that a thread is enabled and that a
thread has just run are provided in order to express fairness conditions.
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Fig. 6 Enhancement of JPF

For example, if the liveness property of the request-response with a strong fairness
condition is to be tested, the user can specify the following property in a configura-
tion file:

ltl.formula =

([]<>th_enb1->[]<>th_run1) ->

([]<>th_enb2->[]<>th_run2) ->

[](p -> <> q)

and declare that th_enbi and th_runi express that thread i is enabled and has
just run, respectively.

5.2.2 DFHS

We developed a generic listener class for cut-off functions. The listener evaluates the
value of such functions. If the value is true, it sets a flag to indicate that the search
engine should backtrack at the current state. The listener is called every time JPF
reaches a state. The user extends the generic listener class to make a cut-off function
possible. Figure7 shows an example of a cut-off function that commands the search
engine to backtrack if a thread runs three consecutive times.

The JPF has a mechanism called a choice generator that individually returns the
enabled threads at a state. The choice generator used in DFS returns threads in the
order of the thread id. We implemented a method that reorders the threads according
to the order that the user specifies.

To make the feature explained in Sect. 4.3 possible, we also implemented opti-
mization for strong fairness conditions. Our enhanced search engine stores the values
of atomic propositions, including those that express a thread that is enabled or has
just run, at each state in the current search path. When a counterexample is found,
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Fig. 7 Implementation of
cut-off function

the search engine checks if the counterexample conforms to the strong fairness con-
dition, i.e., if each thread is either always disabled or runs at least once in the loop
part of the counterexample.

6 Experiment

We evaluated DFHS for safety and LTL properties with benchmark programs.

6.1 Safety

We used all programs in a Java benchmark suite [19] that are publicly available
from [2]. This benchmark suite is designed for evaluating a verification tool and
contains bugs of multi-threaded programs such as deadlocks, uncaught exceptions,
or assertion violations.

We applied the heuristic functions described in Sect. 3.3, cut-off functions in
Sect. 4.1, and successor order in Sect. 4.2. The cut-off functions are not called if the
depth is less than 5. We set the memory limit to 2,048MB and timeout to 15min.
Performance was measured based on the sum of created and visited states until an
error was detected.

Table1 lists the results of DFS and BFS. The number in each cell represents
the number of states when the model checker successfully found an error, and the
elapsed time is shown in parentheses; formatted as mm:ss.3 The symbol “−” denotes
failure to find errors, OOM denotes out-of-memory, and TO denotes time-out. The
best result of each algorithm is boldfaced. Table2 lists the results of DFHS. The best
case of each program in Table1 is in the leftmost column. For safety properties, we
applied two features, cut-off functions and successor orders. At the second line of
the title row, (1) means the application of cut-off functions and (2) means that of

3 The number of states is related to elapsed time and reproducible while the elapsed time differs at
every executions. Therefore we omit the elapsed time field in the following tables to save space.
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successor orders. The third line indicates which cut-off function and successor order
are applied. The best result of each program is underlined.

DHFS and heuristic search are complementary to each other. We do not aim to
overcome heuristic search in all cases but show there are cases in which DFHS scores
better than current algorithms.

Heuristic search and DFHS are not intended to search all of the state space but to
find errors quickly by giving up searching some parts of the state space. Therefore,
the heuristic search can end without reporting any errors even when they exist, such
as BFS with Random heuristic for Airline in Table1.

As shown in Table1, BFS scored better than DFS in 14 out of 25 programs. On the
other hand, DFHS scored the same as or better than DFS in all programs, as shown
in Tables1 and 2. The DFHS algorithm scored better than traditional heuristic search
algorithms in 19 out of 25 programs. These results show that DFHS has potential
in successfully finding errors in various cases in which traditional heuristic search
algorithms fail. For example, DFHS scored more than 20 times better than heuristic
search in Account, AccountSubtype, Airline and Piper.

It is difficult to determine the appropriate policy prior to the execution. However,
various policies can be tried in parallel if we have several machines.

6.2 LTL Property

Next, we evaluated DFHS for the LTL property compared with original NDFS. Note
that traditional heuristic search is not applicable to NDFS.

The benchmark suite is not designed for LTL verification. Therefore, we modified
programs to fit with LTL properties (e.g. removing assert statements, which are
obstacles forLTLverification), and set the appropriateLTL formula for eachprogram.
We also added more practical programs with LTL formulas.

We applied (1) cut-off function, (2) successor order to all programs, and (3)
fairness condition optimization only to the programs that have infinite loops because
the fairness condition is meaningful only for such programs.

For each program, we used an LTL formula in the same form as in Sect. 5.2.1.
For example, the LTL formula in Elevator expresses that an elevator will eventually
arrive if a person pushes the call button with a strong fairness condition.

([]<>person_enb1->[]<>person_run1)->

([]<>elevator_enb1->[]<>elevator_run1)->

[](push_down1-><>elevator_arrive1)

With the fairness condition optimization of DFHS, we used the following formula
and determined if counterexamples conform to the strong fairness condition.

[](push_down1-><>elevator_arrive1)
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We applied the cut-off functions discussed in Sect. 4.1 and the successor orders
discussed in Sect. 4.2. We set the maximummemory size and timeout to be the same
as in the safety experiment discussed in Sect. 6.1.

Table3 lists the results of all programs.4 In each cell, the number represents the
visited states of the synchronized product not the states of the Java virtual machine.
Columns labeledwith (1) and (2) are the sameas inTable2. Programs fromAccount to
Wronglock are those that donot have infinite loops. FromDaisy toSleepingBarber are
those that have infinite loops. FromElevator toLockUnlock are the original programs
for this study, which have infinite loops and contain liveness bugs. Table4 lists
the results of fairness condition optimization. The label (3) denotes the application
of fairness condition optimization and is applied only for the programs that have
infinite loops.

With (1) and (2), DFHSwas superior to NDFS in 21 out of 28 programs. Addition-
ally, adding (3) improved the results in all cases but Daisy. For LTL properties, the
size of LTL formula is critical for the entire state space. The application of fairness
condition optimization can reduce the state space by omitting the fairness part of the
LTL formulas.

7 Conclusion

We proposed a heuristic search algorithm, called DFHS, for efficiently finding errors
in software using the softwaremodel checker. It is based onDFS but backtracks at the
states that have less probability to lead to errors. It uses cut-off functions to determine
the necessity to backtrack. It also arranges the order of successors at each state. For
LTL search, DFHS reduces the number of states by checking the conformance of the
fairness conditions of counterexamples instead of specifying the fairness conditions
in LTL formulas.

We enhanced JPF, a software model checker for Java byte code, to implement
DFHS and NDFS. We evaluated DFHS with programs and compared it with current
search algorithms. The experimental results show that DFHS scored better than the
current algorithms in many programs.

For future work, we plan to apply DFHS, which uses many parameters, cut-off
functions and thresholds, to larger systems.Wewill enhance our approach to dispatch
search tasks to several model checkers using DFHS with different parameters that
concurrently search for counterexamples.

4We omitted AlarmClock from the table, which throws an uncaught exception.
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A Novel Architecture for Learner’s Profiles
Interoperability

Leila Ghorbel, Corinne Amel Zayani and Ikram Amous

Abstract Generally,manyadaptive systems are developed andused invariousfields.
The effort to build the user’s profile is repeated from one system to another due to
the lack of interoperability and synchronization. Therefore, to provide an effective
interoperability is a complex challenge due to the evolution of the user’s profiles and
its heterogeneity. The user’s profiles evolution is not taken into account in the interop-
erable system. In our work, we are interested in the educational field. In this context,
we propose a novel interoperable architecture allowing the exchange of the learner’s
profile information between different adaptive educational cross-systems to provide
an access corresponding to the learners’ needs. This architecture is automatically
adapted to the learner’s profiles that evolve over time and are syntactically, semanti-
cally and structurally heterogeneous. An experimental study shows the effectiveness
of our architecture.

1 Introduction

The adaptive systems represent the user’s profile in different formats (different repre-
sentation standard, different syntactic and semantic representation, etc.). Each system
can have incomplete or partial user’s information: the profile can be empty or contain
very little information, so no user’s adaptation can be realized. This problem is known
in the literature as the cold-start problem. Hence, we need to exchange (share) the
user’s profiles (or parts) between different systems to enhance and integrate the user’s
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knowledge (profile enrichment). This is a kind of cooperation between adaptive sys-
tems to provide more results adapted to the user’s expectations. This cooperation
requires having interoperable user’s profiles for different systems.

The exchange of the user’s profiles data between different systems is the main
phase to get interoperable systems. However, other phases must be really highlighted
before and after this phase (system discovery, user’s identification and evaluation of
the exchanged data). Several Works in different fields have been proposed in litera-
ture to provide solutions to the problem of the user’s profiles interoperability [8, 12,
13]. These works mainly provide structure, semantics and a common model of the
user’s profiles for all systems in order to simplify the profile exchange. However, to
our knowledge, these common models do not resolve the problem of data exchange
between profiles evolving over time. In our work, we are interested in the user’s pro-
files interoperability in the educational field. Therefore, the purpose of this paper is to
propose a novel architecturewith a common profile calledGlobal Profile allowing the
exchange of learner’s profiles between different adaptive educational cross-systems
to provide an access corresponding to the learner’s needs. These profiles evolve over
time and are syntactically, semantically and structurally heterogeneous.

In this paper, we first present the general concepts of interoperability. Then, in
Sect. 3we present a state of the art on theworks that specifically address the interoper-
ability of the user’s profiles in different fields. In Sect. 4, we present our contribution
in the proposal of an interoperable architecture for the exchange of data between user
profiles that evolve over time in adaptive educational cross-systems. In this section,
we focus on the main process of this architecture. In Sect. 5, we describe the results
of the evaluation of our architecture. We end up with a conclusion and an overview
of the ongoing works that we try to achieve.

2 General Concepts

As mentioned in the introduction, we are interested in the problem of the user’s pro-
files Interoperability. One of the definitions of interoperability is the one given by
Wegner who defines interoperability as the ability to cooperate and exchange data
despite the differences between the languages, interfaces, and execution platforms
[1, 4]. In order to overcome such differences, we must resolve them in the structure,
syntax and language. In literature, three types of interoperability are defined [5]:
structural, syntactic and semantic. Structural interoperability concerns the possibility
of reducing the differences between the systems at the access level (communication
protocols, standardized interfaces for accessing data …). The syntactic interoper-
ability is related to the ability of different systems to interpret the syntax of the data
in the same way. The semantic interoperability is related to the ability of different
systems to interpret the semantics of the data in the same way.

This definition of interoperability may be revised to get the definition for the
interoperability of the user’s profiles. Several authors [10, 14] defined the user’s
profiles interoperability by means of: (1) accelerating the initialization of the user’s
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profiles in the case of the cold-start problem, (2) acquiring relevant user data, and
(3) exchanging the user’s profiles.

The user’s profile interoperability takes place in four phases [5]. The first phase
is to discover the systems that store data about a specific user. In the second phase,
the systems must agree on the identification of the user then, the data should be
exchanged at the third phase and evaluated qualitatively and quantitatively at the
fourth phase.

When dealing with an interoperable system, several details must be highlighted
among which we can mention: the main task of interoperability and its architecture.
Three main interoperability tasks (categories) have been distinguished in literature
[5]. There are systems that aim to facilitate the exchange on request of the user’s
profiles. This is used when the systems have incomplete information about the user.
Other systems provide a service of the user’s profile adaptation or modeling at real-
time when receiving data from other systems. This is useful when the systems that
require the user’s profile do not have a user’s profile or adaptation functions. These
systems do not share the user’s profile data with other systems. On the contrary, the
latter systems share user’s profiles. They collect data about the user and integrate
them to form a richer user’s profile to make it available for the other systems.

There are three architectures for the user’s profiles interoperability: centralized,
decentralized and mixed [5]. In these architectures, we find the following main com-
ponents: systems, user’s profiles and user’s profile storage units. In the centralized
architecture, all the user data are stored in a central storage unit. The user’s profile is
unique and centralized: Generic User Profile PUG. The advantage of this architec-
ture is that the data of the user’s profile are available for multiple systems. However,
the PUG is restrictive and cannot contain all of the user’s data. In the decentralized
architecture, each system is occupied by the management of its local user’s profile
storage and communicates with other systems to collect the required data. In this
architecture, each system is independent, but the connection between the systems
is one to one. In mixed architecture, each system has a local user’s profile storage
unit (decentralized approach) which refers to a central user’s profile (centralized
approach). This approach provides more flexibility and applicability to the user’s
profiles, but many conflicts or redundancies in the collected data may occur.

3 State of the Art

Several works have been proposed in literature to provide solutions to the problem
of the user’s profiles interoperability. We are specifically interested in the work pro-
posed for the problem of the third phase which is the user’s profile data exchange
between different systems. These systems represent the user’s profiles differently at
the syntax and the structure level. In order to exchange data between these different
profiles, some dimensions that we have learned from the analyzed work must be
respected. These dimensions, which are shown in Table 1 (see Sect. 3.3), are the task
of interoperable system, the architecture, the representation of the exchanged data,



100 L. Ghorbel et al.

the languages and communication protocols and the integration of the exchanged
data and the type of the exchanged data. Our work focuses mainly on the dimension
of the representation and the integration of the exchanged data.

3.1 Representation of the Exchanged Data

This dimension describes how the data are represented at the exchange phase. In
literature, three representations are distinguished: (i) a standardized user’s profile
representation (common representation) using ontology or unified profiles [1, 12]
(ii) a second based on mediation (translation) of different profile data of a specific
user [8] and (iii) a third based on the two first representation [2, 3, 6, 13].

The first representation is based on the definition of standard ontology or unified
profiles that can be used by multiple systems. The Work in [8] provides a common
basis for the exchange of the learner’s profiles between several educational systems.
Thiswork is based on standards for the learner’s profilesmodeling. Thus, an ontology
learning field is used to share the learner’s profiles. The work in [12] provides a
common representation (XML) of two learner profile standards (PAPI and IMS)
through which the data are exchanged. PersonisAD [1] is an approach for building a
user’s profiles by distributed applications using a common semantic profile.

This representation is an incomplete solution because of the diversity of systems
(educational, recommendations…), variety of the stored user’s profile data (interests,
preferences, navigation historic, evaluation …) and the large quantity of differences
in syntax, structure and semantic of the latter ones. In fact, the emergence of a new
system requires the reconstruction of a new ontology or a new unified profile. For
this reason, the second representation appeared to be a possible solution to these
problems.

The solution is to usemediation techniques [16] to develop amapping between the
different representations of a user’s profiles using suitable mapping rules. The data
exchange is made after the achievement of the semantic agreement. Each system in
this category has its own user’s profile and creates a central profile model containing
the most frequently used data that can be shared.

To exchange data, each system must do the mapping with the central models of
other systems. This requires a mediation process (or translation) which is carried
out through a component called “mediator”. For example, the authors in [4] use
techniques of automatic and semi-automatic mapping to convert data between the
user’s profiles.

This category has the advantage that each system may adopt its own represen-
tation of the user’s profiles in terms of language and structure. However, each peer
system needs to create the mapping in both directions. Therefore, the mediator must
implement multiple mapping rules for different user’s profile models. In addition,
during the introduction of a new user’s profile model representation, the mediator
must develop new mapping rules from this representation to other representations
and vice versa.
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The third representation appeared to overcome the disadvantages of the first two.
The representation of the exchanged data is based on a common user’s model and the
translation of data between the common and the other system models. Among the
works that adopted this category, we cite [2, 6, 13]. For example, the data exchange
in the FUSE [13] approach which is conducted through a canonical model with a
translation process based on mappings.

3.2 Integration of the Exchanged Data

This dimension describes how the exchanged data can be integrated and how to deal
with generated conflicts. In literature,we distinguish twodata integration approaches.

In the first, the data collected from different systems are not merged (without
fusion) in each existing user’s profile, but they are used only when needed. The
majority of works in literature adopt this approach. They consider that interoperable
systems are responsible for the integration of the exchanged data as needed. In [2],
the data are stored in different systems and transferred, on request, to the mediator.
Then, they are converted into the requested format but not stored in the mediator.
Thus, the integration is done on the fly when needed.

In the second approach, the collected data are merged (fusion) into the existing
user’s profiles. This approach requires data integration and conflict resolution oper-
ations. The conflicts can occur in the data or the data values collected from the users
profiles of different systems. There is a research that supports the integration of the
exchanged data with fusion and conflict resolution [4, 13]. The authors in [4] tried to
merge the exchanged data and resolve conflicts in data values from different systems.
The conflict resolution is done through the measure of credibility of the exchanged
data and of the system suppliers of these data. In the FUSE [13] approach, fusion is
the result of data mappings, and the technologies used for data exchange. In fact, the
mapping and the conflict detection are performed manually by an administrator.

3.3 Synthesis

To summarize, we present some user’s profiles interoperability works in a table
describing the main dimensions previously seen (see Table1). This table shows that
most of the works solve the problem of interoperability through the exchange of
user’s profiles in a decentralized manner [4, 6, 8]. This may raise a few problems
among which we can mention: the possibility of producing data redundancies, the
difficulty of achieving syntactic and semantic interoperability and the definition of
parts of the user’s profile to be shared. Other works tried to solve the problem of
interoperability through the user’s modeling service in a centralized manner and
through a common user’s profile model [1, 3]. In this case, the development of full
domain ontology or the modeling of the user’s profiles in all possible contexts is an
unrealizable solution. This is the cause of the large number of syntactic and structural
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differences between the models of each user’s profile. To solve these problems, some
works proposed to use mixed architecture.

We can see from the analyzed works that the most widely used protocols are
HTTP, SOAP or REST and the most used language representations are XML or
RDF. These works tend to solve the problem of semantic interoperability because the
data exchange is done between the user’s profiles represented by the same language.
However, the user’s profile is not always represented from a system to another by the
same language (syntax). As a result, the problem of syntactic interoperability must
be solved.

We also note that most of the works proposed a hybrid solution for the representa-
tion of the exchanged data with fusion [13] or without fusion [2, 3, 6]. This solution
is based on the advantages of the common user’s profile model representation and
mediation (translation). To mediate the data, it is necessary to make the mappings
between the different user’s profiles. This is done either by the use of the generic
mapping tools like Altova-MapForce1 or manually. In both cases, it is difficult to cre-
ate a suitable mapping when dealing with a large amount of semantic and syntactic
heterogeneity.

Despite the solutions offered in the different approaches, further efforts must be
made to resolve the problems already mentioned and other problems that are not yet
resolved. In particular, it is necessary to consider that the user’s profile evolves with
the exchange and integration of the data. Therefore, the part or parts of the profile
to be shared, used and modified by other systems should be known. In fact, over
time, and after numerous exchange and integration operations, the user’s profile can
be overloaded and the system cannot distinguish relevant data to take into account
to better respond to the needs of the user and exchange with other systems. Conse-
quently, each system may be faced with a cognitive profile overload. To solve the
problem mentioned above, the profile should always contain the most relevant data
to be shared or exchanged. This problem should also be solved in the generic user’s
profile through which the systems exchange data.

Given the limitations of the work discussed, we propose an interoperable archi-
tecture allowing the exchange of the user’s profile information between educational
cross-systems in order to provide a better uniform access to the user’s profiles that
evolve over time and are syntactically, semantically and structurally heterogeneous
to get access to the corresponding user’s needs.

4 Proposed Architecture

Our architecture aims to resolve the problems related to the interoperability process
(see Sect. 3). Mainly, this resolve focuses on the exchange data phase between adap-
tive educational cross-systems. In the educational adaptive system, the learner’s pro-
file constitutes a key element to improve the learner’s adaptation results. Figure1
shows the proposed architecture.

1www.altova.com/MapForce.

www.altova.com/MapForce
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Fig. 1 The proposed architecture

This mixed architecture takes place in three main processes. As mentioned previ-
ously (see Sect. 2), in the mixed architecture, each system has a local user’s profile
storage unit which refers to a central user’s profile over mapping techniques. There-
fore, we find these two classical processes: the Learner Profile Transformation and
the Data Fusion. These processes are related to the Global Profile GP.

The first process is for transforming the local learner’s profiles which are repre-
sented by different standards (XML, RDF), structures and semantics to a global one
Global Profile GP by creating automatic mapping rules to resolve such differences
and a global schema. The mapping rules and the global schema are represented in
xml.

In order to exchange data, each system is expected to map to the GP based on
the global schema and the mapping rules. Then, the exchanged data may or may not
be merged in GP. In our work, we merge the exchanged data in GP based on the
Data Fusion process. In the exchanged data coming from different systems, possible
conflicts may occur. For this reason, these conflicts should be resolved with the Data
Fusion process.

With the first user’s interaction, each system can have incomplete or partial user’s
data: the leaner’s profiles can be empty or contain very little information. Therefore,
these systems need to exchange data stocked in GP to solve the problem of the cold
start problem. For this purpose, the exchanged data should be merged in the local
learner’s profiles.

Thus, the recurrent user-system interaction means several data fusion operations
in GP and also in the local profiles. As a result, the GP and the local profiles evolve
over time and become overloaded with pertinent and non pertinent data. In addition,
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to know which pertinent data of local user’s profiles should be merged in the GP and
which part ofGP should be considered to better respond to the user’s needs (expressed
by request, historic navigation), we propose to add a new process called Overload
Reduction. Somemethods have conducted to resolve the problem of the user’s profile
overload but not in interoperable systems. These methods can be grouped in two
categories: implicit and explicit according to the user’s intervention. Explicitmethods
require the user’s intervention to remove the non pertinent data from his profile [11],
while the implicit ones are automatic machine-based learning techniques [7, 9].

This process is based on the method proposed in our previous work [17] which
is based on the semi-supervised learning technique and specifically on Co-Training
algorithm to detect and remove non pertinent data. This method is automatically
adapted to the content of any profile. An experimental study by qualitative and
comparative evaluations shows that this method can detect and remove non pertinent
profile data effectively [18].

5 Experimentation

In order to prove the utility of our architecture, we select two distributed educational
system: (1) a learning management system called Moodle and (2) a learning assess-
ment system called Position Platform. The learners are members of both systems at
the same time. In Moodle, the learners can learn courses, do activities, receive marks
about these activities, take exams, etc. In the Position Platform, the learners can take
exams in the form of multiple choice questions and get marks. The learner’s pro-
files are represented in different structure, syntax and semantics. The data exchange
between the two learner’s profiles is benefic for many reasons. The Sara’s case can
demonstrate some reasons.

Sara studies in the Virtual University of Tunis. She wants to get a certificate in
Information technologies and Internet (C2I). The courses of this module belong to 5
domains and each domain includes 4 competencies (sub-domains) where each one
includes several themes. Sara wants take the certificate exam.When she accesses her
count on Moodle for revising, she faces several links related to the whole domains
(competencies, activities, etc.) in which some links are not useful. This is due to the
overload of the Sara’s profiles with pertinent and non pertinent data describing the
whole learning experience.

Sara needs to be oriented with the best links to accomplish her revision: links to
domains (or sub_domains) that Sara doesn’t have the score average in the related
activities and the related passed exams.

The score exchange of Sara in such domain (competency) in the Position Platform
deals with such difficulties because the learner’s profiles are different. The learner’s
profile in Moodle is represented by the IMS standard and respects the XML syntax.
In the Position Platform, it is represented by the PAPI standard and respect RDF
syntax. Therefore, the learner’s profiles evolve after each learner-system interaction.
For this reason, the proposed Global Profile and the Overload Reduction process
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Fig. 2 Evaluation of the error links sequencing

must be setting up to resolve these problems. The global profile should contain the
overall pertinent parts of each local profile to provide an access corresponding to the
learners’ needs (links to revise the certificate).

The evaluation is performed on 40 learners based on two values: the error rate
and the success percentage.

The first 20 learners revise for the C2I certificate in which our architecture is not
setting up. The second 20 revise for the C2I certificate based on links recommended
by our architecture. The evaluation error rate is based on the first 20 learners (see
Fig. 2).

ERROR − RATE = NB-ERROR

NB-RECOM-LINK
(1)

To calculate the error rate (see Eq.1), we compare the visited link sequence when a
learner wants to revise for the certificate and the recommended link sequence which
is based on our architecture. The error rate (ERROR-RATE) is the number of errors
in link sequence (NB-ERROR) divided by the total number of the recommended
links (NB-RECOM-LINK).

As we can see in Fig. 2, the most of the learner’s error rate values are low. Actu-
ally, they are comprised between 0,1 and 0,35 and the average error rate is 0,19.
This average error explains that 89% of the recommended links are pertinent and
correspond to the learners’ needs (link sequence).

After the revision, the learners took the certification exam. The results show a clear
improvement in the success percentage: 65% of the first 20 learners and 90% of the
second 20 ones. The evaluation values confirm the effectiveness of our architecture.
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6 Conclusion

In this paper, we presented our architecture that solves the problems associated with
the exchange of the learner’s profile data in adaptive educational cross-systems. This
architecture offers a unified and transparent access to the different learner’s profiles
that evolve over time over the Global Profile. This architecture was evaluated on 40
learners’ profiles and showed good results. In our future works we will focus on the
application of our architecture in educational cross-systems and social networks in
order to exchange interests and preferences to improve the effectiveness of results.
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CORE: Continuous Monitoring of Reverse k
Nearest Neighbors on Moving Objects in
Road Networks

Muhammad Attique, Hyung-Ju Cho and Tae-Sun Chung

Abstract A reverse nearest neighbor (RNN) query retrieves all the data points that
haveq as one of their closest point. In this paper,we study the problemof a continuous
reverse nearest neighbor queries where both query object q and data objects are
moving. We present a new safe exit based algorithm for efficiently computing safe
exit points of query and data objects for continuous reverse nearest neighbor queries
called CORE. Within the safe region, query result remains unchanged and a request
for recomputation of query does not have to be made to the server. This significantly
improves the performance of algorithm because the expensive recomputation is not
required as long as the query and data objects are within their respective safe exit
points.

Keywords Continuous monitoring · Reverse nearest neighbor query · Road net-
work · Safe exit algorithm

1 Introduction

The rapid development of GPS-based devices and location based environment has
been growing in the past decades. These systems enabled the existence of real world
applications such as the retail services, mixed reality games, army strategy planning
and enhanced 911 services. The continuous movement of data objects demands for
the new query processing techniques to cater the frequent location updates. While
a plethora of work have been devoted to moving query processing [4, 5, 12] they
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all focus on range queries and nearest neighbor (NN) queries, there is still a lack
of research in addressing continuous reverse nearest neighbor (RNN) queries. In
addition, majority of research has been conducted on the Euclidean space, not on the
road network.

Consider a query object q and a set of data objects O (e.g., restaurants and gas
stations). We use sdist(o, q) and sdist(o, o′) to represent the shortest distance from
object o to query q and another data object o′, respectively. A reverse k nearest
neighbor (RkNN) query retrieves all the data objects that are closer to q than to any
other data object o′ i.e., sdist(o, q) < sdist(o, o′).

RNN queries are generally categorized into two types: monochromatic reverse
kNN (MRkNN) queries and bichromatic reverse kNN (BRkNN) queries [6, 7]. In
the monochromatic RNN, all moving data and query objects are of the same type.
Applications of the continuous monochromatic RNN include mixed reality games
in which the goal of each player is to shoot the player nearest to him. Each player
needs to continuously monitor his own reverse nearest neighbor to avoid being shot
by other players. In the bichromatic RNN, query objects and data objects belong
to two different types of objects. Applications of the continuous bichromatic RNN
include army strategy planning where a medical unit might issue a bichromatic RNN
query to find closest wounded soldiers.

In general, the main challenge for continuous monitoring algorithms is how to
maintain the freshness of query results when the query and data objects move freely
and arbitrarily. A simple approach is to increase the frequency of updateswhere query
q periodically sends requests to re-evaluate the query results. However, this approach
still does not guarantee that results are fresh because the query results may still
become stale in between each call to the server. In addition, excessive computational
burden may be imposed on the server side with a high communication frequency
imposed on communication cost.

To address the aforementioned issue, we present a safe exit based approach for
continuous monitoring of reverse k nearest queries in a road network where both
query objects and data objects aremoving arbitrarily in a road network.Our algorithm
computes safe exit points for both query and data objects. The query result remains
unchanged as long as query and data objects lies within their respective safe exit
points. The safe exit technique avoids the back and forth communication between
client and server resulting in cutting down the communication and computation cost.

Specifically, our contributions can be summarized as:

• We present a framework for continuous monitoring of RkNN queries where both
query and data objects are moving in road networks.

• We present pruning rules that optimize the computation of safe exit points by
minimizing the size of unpruned network and number of objects.

• An experimental study confirms that our approach outperforms a traditional
approach in terms of both communication and computation costs.
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Related work is first reviewed in Sect. 2, followed by introduction of terminology
definitions and describes the problem. Section4 elaborates on our proposed safe exit
algorithm (CORE) for computing the safe exit points of moving RkNN queries in
road networks. Section5 presents a performance analysis conducted of the proposed
technique. Section6 concludes this paper.

2 Related Work

An RNN query for moving objects searches for those objects that take query object q
as their nearest neighbor. TheprocessingofRNNqueries has becomeoneof the recent
emerging areas of research. Korn et al. [7] were the first to introduce the concept of
RNN queries. They used the pre-computing technique to search for RNNs. One of
the important categories of RNN query algorithms query is continuous RNN query
algorithms, which can incrementally give the RNN results. The existing continuous
query processing methods focuses on defining the monitoring region and updates the
query results based on the moving object’s location. Benetis et al. [1] were the first
to study continuous RNN monitoring, but their proposed scheme assumes that the
velocity of objects are known.

In recent years, reverse neighbor query processing in road network has received
significant attention by the spatial database systems research community. Yiu et al.
[13] first addressed the issue of RNN in road networks and proposed an algorithm
for both monochromatic and bichromatic RkNN queries. Safar et al. [10] presented
a framework for RNN queries based on network voronoi diagrams (NVDs) to effi-
ciently process RNN queries in road networks. However, their scheme is not suitable
for continuous RNN queries due to the fact that an NVD changes whenever a dataset
changes its location, resulting in high computation costs.

Sun et al. [11] studied a continuous monitoring of bichromatic RNN queries.
They associated a multiway tree with each query to define the monitoring region,
and only the updates in themonitoring region affect the results. However, thismethod
is limited to bichromatic queries and also does not cater for k > 1. Moreover, their
proposed scheme assumes that the query objects are static. Li et al. [8] proposed a
novel algorithm for continuous monitoring of RkNNs based on a dual layer multiway
tree (DLM tree) in which they introduced several lemmas to reduce the monitoring
region and filter the candidate objects. Their continuousmonitoring of RkNNmethod
comprises two phases: the initial result generating phase and the incremental mainte-
nance phase. Cheema et al. [3] proposed a safe region approach for the monitoring of
continuous RkNN queries in Euclidean and road networks. However, to provide the
safe region (which may consist of complex road segments) more network bandwidth
is consumed compared to simply providing a set of safe exit points representing the
boundary of the safe region.
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3 Preliminaries

Section3.1 defines the terms and notations used in this paper, while Sect. 3.2 provides
a problems description with the help of example.

3.1 Definition of Terms and Notations

Road Network: A road network is represented by a weighted undirected graph
G = (N , E, W ) where N shows the set of nodes N = {n1, n2, . . . , n|N |}, E is a set
of edges that connects two distinct nodes E = {e1, e2, . . . , e|E |}, and W (e) denotes
the weight of an edge e. An edge between two nodes is denoted by e(ns, ne), where
ns and ne are referred as boundary nodes.

Segment: Segment s(p1,p2) is the part of an edge between two points, p1 and p2,
on the edge. An edge consists of one or more segments.

Figure1 shows an example of an undirected road network with six nodes, n1
to n6. Several edges and segments are shown with their respective weights. For
example, the edge e(n1, n2) consists of segments s(n1,o1) and s(o1,n2) having weights
3 and 2, respectively. There are six data objects in this example {o1, o2, . . . , o6} and
single query object q. Query q and data objects are shown as triangle and rectangles,
respectively. Given two points p1 and p2 the shortest path distance sdist(p1, p2) is
the minimum distance between p1 and p2. In Fig. 1, shortest path from q to o3 is
q → n3 → n5 → o3 and sdist(q, o3) = 10.

3.2 Problem Description

In this paper, we primarily address the problem of continuous monitoring of RkNN
queries on moving queries and data objects in road networks. To provide a clear

Fig. 1 Example of a road network
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Table 1 Summary of notations used in this paper

Notation Definition

G = (N, E, W) Graph model of a road network

dist(ps, pe) Length of the shortest path from ps to pe, where ps and pe
represents start and end points, respectively.

ni A node in the road network

e(ns , ne) An edge in the edge set E, where ns and ne are start and end
points of edge represented as boundary node (β), such that
β ∈ {ns , ne}

W(e) Weight of the edge e(ns , ne)

q A query point in the road network

k The number of requested RNNs

O The set of objects O = {o1, o2, . . . , on}
O+ Set of answer objects O+ = {o+

1 , o+
2 , . . . , o+

n }
O− Set of non-answer object O− = {o−

1 , o−
2 , . . . , o−

n }
IO+ Influence region of answer objects

IO− Influence region of non-answer objects

panchor An anchor point that corresponds to the start point of expansion

o+
f ar thest The farthest answer object to a point p ∈ G

o−
nearest The nearest non-answer object to a point p ∈ G

pse A safe exit point where the safe and non-safe region q or o
intersects.

Rp The set of RkNNs at a point p

explanation, we use the road network example shown in Fig. 1, in which there are
six objects, o1 to o6, and a query q in a road network (Table1).

For sake of explanation, we are considering the monochromatic RNN queries
where both data objects and query objects belong to the same data type. However,
our method can extend to monitor continuous bichromatic RkNNs queries too.

Let us assume that a moving query requests one RNN (k = 1) at certain point
p1. In order to get one RNN, we traverse the road network from active edge which
contains point q. For each data object o εO encountered, issue a verification query
verify (o, k, q) that check whether it is RNN or not. If there exists another object o′
such that dist(o, o′) < dist(o, q) then o is not a RNN.Otherwise, o is inserted into the
RNN result set denoted as Rp. The expansion in each path stops once k objects have
been found in that direction. As for getting RNN at point P2, the simple approach is
to repeat the procedure executed at p1. However, this recomputation whenever query
q or any data object changes its location significantly degrades the performance of
the algorithm. To address this issue, we introduce the safe exit approach.
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4 Safe Exit Algorithm for Moving RkNN Queries and
Moving Objects

In this section, we develop techniques to monitor the moving RkNN queries and
moving objects in a road network. In Sect. 4.1we present the algorithm for computing
the safe region for moving q. Algorithm for computing safe exit points for UO is
presented in Sect. 4.2.

4.1 Safe Region for Moving q

In this section, we present a new safe exit algorithm that addresses the issue for
moving RkNN queries and moving objects in a road network. Algorithm 1 depicts
the skeleton of our proposed safe exit algorithm for computing safe regions. It consists
of three phases: (1) finding of useful objects that could contribute to the safe region,
(2) computation of the influence region of the useful objects, (3) computation of safe
exit points of query objects.

Algorithm 1: Computation of Safe Regions (skeleton)
Input: o: data objects, q: query object, k: number of requested RNNs
Output: SR: Safe Region

/*Phase 1: Retrieve useful objects*/
1: object set o′ ← roadnetwork(o, q, k)
2: Object set A ← {o+ ∈ o′|dist (o, q) < dist (o, ok+1)}
3: Object set N A ← {o− ∈ o′|dist (o, q) > dist (o, ok)}
4: while A or NA is non-empty do
5: Object o = pickobject (A, N A)

6: If o ∈ A
7: IR+ ← computeI R(A, N A, k)

8: S R = S R ∩ I R+
9: else
10: IR− ← computeI R(A, N A, k)

11: S R = S R − I R−
12: End while
13: Return SR

The above algorithm presents the skeleton of our proposed idea. Algorithm begins
with finding the answer objects and non-answer objects. The detail methodology is
explained in section Phase 1 section. Then in phase 2 it computes influence region
of answer objects and non-answer objects. Next it computes the safe region by
performing an intersection and set difference operations on road segments in Phase 3.
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Phase 1: Finding Useful Objects

This phase aims at finding the potential objects from the network that can con-
tribute to computation of safe regions. The goal is to retrieve the small set of data
points in order to reduce the computation overhead. To achieve this we present prun-
ing rules. Before we present pruning rules, we define the types of objects. The data
objects are divided into two categories; namely, answer objects (denoted by O+) and
non-answer objects (denoted by O−).

Definition 1 An object o is called an answer object if sdist(o, q) < sdist(o, o′)
where o′ is any other object in the road network.

Definition 2 An object o is called a non-answer object if sdist(o, q) > sdist(o, o′)
where o′ is any other object in the road network.

A simple method for retrieving Rk set is to traverse the network from q, and for
each data object o ∈ O encountered issue a nearest-neighbor query; if q ∈ N N (o),
which means q is the closest object to o. Consequently o+ ∈ Rk . However, this
approach needs to explore all the data objects since the size of Rk is not fixed and
road network may contains points which are far from q. To avoid the unnecessary
road network exploration we present the pruning Lemma. Before presenting Lemma,
it is necessary to define closed nodes. A node n is called the closed node if there
exists an object o such that sdist (n, o) < sdist (n, q). The object o is called the
blocking object because this is the object that makes node n a closed node. In Fig. 1,
node n2 is the closed node since sdist (n2, o1) < sdist (n2, q) which makes o1 as
the blocking object.

Lemma 1 An object o cannot be the RNN of q if the shortest path between q and o
contains a closed node with a blocking object o′ where o′ �= o.

Proof Let’s assume that there exists a closed node n on the shortest path between
o and q. The shortest distance between o and q is sdist (o, q) = sdist (n, o) +
sdist (n, q). Let o′ be the blocking object and sdist (o, o′) = sdist (n, o) +
sdist (n, o′). As we know sdist (n, o′) < sdist (n, q), therefore, sdist (o, o′) <

sdist (o, q). Hence, o cannot be the RNN of q.

In Fig. 1, the data object o2 cannot be an RNN of q because the shortest distance
between o2 and q passes through n2. Since sdist (n2, o1) = 2 and sdist (n2, q) = 3
which makes data object o1 more closer to o2 than q.

Algorithm 2 illustrates the pseudo code for finding the answer objects. CORE
traverses the network around q in a similar fashion to Dijkstra’s algorithm and by
using Lemma1 it eliminates the nodes that may not lead to RNN. Algorithm begins
by exploring the active edge where query object q is found. Each entry in the queue
takes form 〈panchor , edge〉, where pancor indicates the anchor point in the edge.
For active edge, q becomes the anchor point. Otherwise, either of the boundary
node of the edge, i.e., ns or ne becomes the anchor point. If no desired number of
answer objects found in an active edge, the edges adjacent to boundary nodes are
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en-queued. The traversal of edges is terminated when queue is exhausted. Line 4
initializes a queue by inserting the active edge. If edge contains a data object o, we
need to verify if o ∈ RNN(q). Thus algorithm, issues a verify(o, k, q) query (Line
10). The verification query checks weather q is among kNNs of data object o or
not by applying a range-NN query around object o with range set to sdist (o, q). If
q = k N N (o), which means o is the RkNN of q. Therefore o is added to the result
set Rk (Line 12). If edge does not contain any data object o, the algorithm continues
expansion and en-queues the adjacent edges of boundary node.

Algorithm 2: answer-object(q,k)

Input: q: query location, k: number of requested RNNs
Output: Ak : query result (answer objects)
1: queue ← ∅ /* queue is a FIFO queue */
2: Ak ← ∅ /* set of answer objects*/
3: visited ← ∅ /*stores information of visited edges */
4: queue.push(q,edgeactive) /* edgeactiveindicates active edge */
5: while queue is not empty do
6: 〈panchor , edge〉 ← queue.pop()

7: if 〈panchor , edge〉 /∈ visi ted then
8: visi ted ←− visi ted ∪ {edge}
9: if edge contains a data object o
10: kNN(o): verify(o, k, q)

11: if q discovered by verification
12: Rk ← Rk ∪ o
13: Else
14: queue.push〈β, edge〉
15: End while
16: Return Rk

Next, we find the non-answer objects that can be useful to contribute the safe
region. Useful non-answer objects U O− ∈ O− are objects for which any of o+ =
N N (o−). In other words U O− are RNNs of answer objects.

Pruning Rule 1: All answer objects are useful objects.
Explanation:We can generalize the above definition of answer objects to state that

answer objects are RNNs. Therefore, all RNNs should be considered useful objects
(UOs).

Pruning Rule 2: An object O cannot be a UO if its kNN does not contain any O+
(answer object)

Explanation: From the definition of safe exit points (which we explain in detail in
phase 3), the safe region includes the intersection of all answer objects and excludes
the union of all non-answer objects.

In the given example, let’s apply these pruning rules
2NN of o1 = (q, o2) = (6, 7) | 2NN of o2 = (o1, o3) = (7, 8)
2NN of o3 = (o4, o2) = (6, 8) | 2NN of o4 = (o3, o5) = (6, 10)
2NN of o5 = (o6, o4) = (9, 10)| 2NN of o6 = (q, o5) = (8, 9)
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According to the pruning rules object o1, o2, o5, and o6 are useful objects (UO).
Object o3 and o4 has been pruned.

Phase 2: Computing Influence Region for Useful Objects

After we retrieve the set of useful objects, the next step is to compute the influence
region of answer and non-answer objects.

Influence Region of Answer Objects:

Influence region of answer objects is defined as:

I (o+) = {p|dist (o+, p) ≤ dist (o+, ok+1)}

Here ok+1 denotes the (k+1)th nearest neighbor of o. By definition the influence
region of answer objects contains all the points for which q = NN(o+).

Influence region of answer objects can be computed by exploring the network
around answer object in a similar manner as explained above in Sect. 4.1. The explo-
ration terminates with the discovery of (k + 1)th nearest neighbor of answer object.
The influence region will be marked by range(o, d) where d is the sdist(o, ok+1).

Figure2 shows the influence region of object o1 for example scenario discussed
above. The expansion of road network starts from o1 until it finds ok+1 which is 3NN
in this example. Object o4 is 3NN of o1 and sdist(o1, o4) = 8. The algorithm will
issue a range(o1, 8) query that marks all the points as influence region of o1 as shows
in Fig. 2. Similarly, influence region of o4 can be computed.

Influence region of Non-answer Objects:

Influence region of non-answer objects is defined as:

I (o−) = {p|dist(p, q) < dist(p, ok)}

Influence region of non-answer objects can be computed from the distance of
non-answer object to the kth object. Here ok denotes the kth nearest neighbor of o.
By definition the influence region of answer objects contains all the points for which
q �= N N (o−). In other words it contains all the points where object o remains o−.

Fig. 2 Influence region of answer object o1
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Fig. 3 Influence region of non-answer object o2

Influence region of non-answer will be computed in samemanner as Influence region
of answer objects, the only difference is algorithm explores and computes distance
to KNN object instead of (k + 1)NN.

Consider the object o2 in Fig. 1:
2NNs of o2 = (o1, o3) with weights (3, 6).
In this example,o1 is the 2ndNNofo2 and sdist (o2, o1) = 6.Therefore, Influence

region of object o2 is 6 units from o2 to every connected direction. Similarly, if we
consider o5, its 2nd NN is o4 and sdist (o2, o4) = 4. Thus, influence region of object
o5 is 4 units from o5 to every connected direction. The bold lines in Fig. 3 shows
the influence region of o2. The NNs for answer objects changes when query object
moves outside of influence region whereas in case of non-answer objects, the result
changes when query object moves inside of influence region.

Phase 3: Computation of Safe Exit Points

The safe region S(q, r) of a query “q” is defined as follows:

S(q, r) = {∩IR+ − ∪IR−}

where IR+ denotes the influence region of answer objects and IR− denotes the influ-
ence region of non-answer objects. From definition we can see that any point that lies
in the intersection of influence region of answer object O+ regard as a safe region
and any point p that lies in the influence region of non-answer object O− should be
excluded.

In a road network, the safe region is expressed by a set of segments. In Fig. 1,
recall that o1 and o4 are answer objects and o2 and o5 are useful non-answer objects.

By applying above formula, the safe region can be expressed as

S(q, r) = {IR(o1) ∩ IR(o4) − IR(o2) − IR(o5)}

Now let’s compute the safe exit points for query object q in Fig. 1. In previous
section, we already computed the influence region IR of all useful objects which
described by set of segments. In order to obtain the safe region, we have to perform
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an intersection and set difference operations on road segments. We get segments
e(n2, n3)}s{(n3, s2), (n3, o4)} by the intersection of IR(o1) and IR(o4). As o2 and o5
are non-answer objects, the safe region has to exclude the IR(o2) and IR(o5). Thus
the safe region would be the segments (qs4, qs6). The set of boundary points s4 and
s6 becomes the safe exit points.

4.2 Computation of Safe Exit Points for UO

In this section we compute the safe exit points for useful objects. As we are studying
a special case where both data objects and query objects can move randomly in a
road network, the RkNN for a query q can be changed by the motion of data objects.
The safe region of query object q is constructed by UO objects. Therefore, instead
of computing the safe exit points of all the objects, it is only necessary to compute
the safe exit points of useful objects. This will significantly reduce the computation
cost.

Recall that answer objects are those objects whose query object q is one of its
kNN object. Which means answer object lies within the safe exit points until its kNN
remains same. Similarly non-answer useful objects are those objects for which any
of the answer object among its kNN. Which means all useful objects lies inside the
safe exit points until their respective kNNs are same. Therefore, we need to monitor
the nearest neighbor for moving objects in a road network. We are using the Cho
et al. [4] Approach SEA that can efficiently computes the safe exit points of a moving
nearest neighbor query on a road network.

First, we formally define a set of safe exit points for a moving NN query in the
road network. Let pSE be the set of safe exit points for a k-NN query point q and
O = {o1, o2, . . . , o|o|} be the set of objects of interest to q. Assume that the answer
set (i.e., O+) of q and its non-answer set (i.e., O−) are O+ = {o+

1 , o+
2 , . . . , o+

k } and
O− = {o−

k+1, o−
k+2, . . . , o−

|o|}, respectively. Then, it holds that d(q, o+) ≤ d(q, o−)

for an answer object o+ ∈ O+ and a non-answer object o− ∈ O−. Finally, pSE is
defined as follows:

PSE =
{

pse ∈ G|M AX
(
d(pse, o+

1 ), d(pse, o+
2 ), . . . , d(pse, o+

k )
)

= M I N
(

d(pse, o−
k+1), d(pse, o−

k+2), . . . d(pse, o−
|0|)

)}

whereMIN() andMAX() return theminimumandmaximumvalues of the input array,
respectively. In other words, a safe exit point pse is the midpoint (i.e., M AX (d(pse,

o+
1 ), . . . , d(pse, o+

k )) = M I N
(

d(pse, o−
k+1, . . . , d(pse, o−

|o|)
)
) between the farthest

answer object and the nearest non-answer object.
The following two main lemmas have been presented in paper to decide whether

safe exit point exists in the segment or not.
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Lemma 2 If Aβ ∪ O(nβ ,panchor ) �= Apanchor , there is a safe exit point pse in the
segment.

Proof Please refer to [4]. This lemma means the safe exit point in a segment exists
if set of answer objects at nb is not equal set of answer objects at panchor.

Lemma 3 If Aβ ∪ O(nβ ,panchor ) = Apanchor , there is no safe exit point in the segment.

Proof Please refer to [4]. This lemma means the safe exit point in a segment does
not exists if set of answer objects at nb is equal set of answer objects at panchor.

We now discuss the computation of the safe exit points for the answer object
o1 in the example road network shown in Fig. 1. Recall that we are considering
k = 2. The answer objects of data object o1, Ao1 = {q, o2}. SEA starts explo-
ration from the active edge where data object o1 lies. Since e(n1, n2) is the active
sequence, the location of o1 is the anchor point. Each of the two segments s(n1, o1)
and s(o1, n2)within e(n1, n2) is explored individually. For s(n1, o1), panchor = o1,
Ao1 = {q, o2}, An1 = {q, o2} and O(n1,o1) = {∅}. By Lemma3 An1 ∪ O(n1,o1) there
is no safe exit point within s(n1, o1). Similarly, for segment s(o1, n2) there is no safe
exit point by Lemma 4.

Therefore, edges adjacent to n2 are explored with n2 = panchor . The edge
e(n2, n3) will be explored next. For e(n1, n3), panchor = n2, An2 = {q, o2}, An3 =
{q, o4} and O(n2,n3) = {q}. By Lemma2 i.e., An3 ∪ O(n2,n3) �= An2 a safe exit point
exists in the edge. For each point p ∈ e(n2, n3), o+

f ar thest will be selected from the

answer objects in An2 = {q, o2} while o−
nearest will be selected from the non-answer

objects in An3∪O(n2,n3)−An2 = {o4, o5}. As shown in Fig. 4, o+
f ar thest = o2 because

for every point p ∈ e(n2, n3), dist (p, o2) > dist (p, q) while o−
nearest = o4

because for every point p ∈ e(n2, n3), dist (p, o4) < dist (p, o5). The safe exit
point pse1 is themidpoint between o2 and o4. That is dist (pse1, o2) = dist (pse1, o4)
where dist (pse1, o2) = x + 4 and dist (pse1, o4) = −x + 6 for 0 < x < 5. Conse-
quently, x = 1. This means that the distance from n2 to pse1 is 1.

Similarly, safe exit point pse2 in the edge e(n2, n6) can be determined.

Fig. 4 Determination of safe exit point pse1



CORE: Continuous Monitoring of Reverse k Nearest Neighbors on Moving Objects … 121

5 Performance Evaluation

In this section, we describe the performance evaluation of proposed algorithmCORE
by means of simulation experiments. Since traditional naïve algorithm recomputes
the result at every time stamp, therefore, instead of comparing CORE with it, we
made it more competitive by applying our approach with zero safe regions and
called it Naiveu . Now this Naiveu recomputes the query result only when the query
object or data object changes its location instead of every timestamp. Consequently,
it improves the performance of naïve algorithm.

5.1 Experimental Settings

All of our experiments are performed using a real road network [9] for San Joaquin
County, California, USA, which contains 18,263 nodes and 23,874 edges. We simu-
late moving objects (query as well as data objects) using the network based moving
objects generator [2]. Table2 lists the default parameters used in our experiments.

5.2 Experimental Results

Firstly, we study the effect of number of objects in the performance of Naiveu and
CORE algorithm. Figure5 shows the performance of Naiveu and COREw.r.t number
of objects. Both of the algorithms are sensitive to the increase in number of objects
because the algorithm has to handle the updates of more objects. However, CORE
clearly outperforms Naiveu.

In Fig. 6, we study the effect of number of objects on communication cost. It
shows that the messages sent by both algorithms to server tended to increase as the
number of objects increased. However, CORE shows better performance because of
the fact that when the query and data objects remains within the safe exit points,
recomputation of query results is not required, which ultimately reduces the number
of messages sent between query and server.

Table 2 Experimental
parameter settings

Parameter Range

Number of objects 1, 5, 50, 70, 100 (×1000)

Number of queries (Nqr y) 1, 3, 5, 7, 10 (×1000)

Number of requested RNNs (k) 8, 16, 32, 64, 128
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Fig. 5 Effect of number of
objects on computation cost

Fig. 6 Effect of number of
objects on communication
cost

Figure7, shows the performance trends of CORE and the Naiveu algorithm w.r.t.
the number of queries. Experimental results revealed that the computation time of
both algorithms increased as the number of queries increased. The computation time
of CORE increases mainly because with the increase of queries more useful objects
needed to be found. Consequently, algorithm required to compute the pse of more
objects which degrade the performance.
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Fig. 7 Effect of number of
queries on computation cost

6 Conclusion

In this paper, we studied the processing of continuousRkNNqueries in road networks
where both query and data objects are moving and introduced a new algorithm called
CORE. Our approach is based on the safe exit points which can significantly improve
not only the computation cost but also communication cost between server and query
object. The results of experiments conducted using real datasets indicate that our
algorithm drastically reduces computation cost and communication cost compared
to Naiveu algorithm. This study can be further extended to directed road networks
or privacy aware systems where the location of query is hidden from the server.
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A Voice Dialog Editor Based on Finite
State Transducer Using Composite State
for Tablet Devices

Keitaro Wakabayashi, Daisuke Yamamoto and Naohisa Takahashi

Abstract In recent times, mobile spoken-dialog systems have become increasingly
widespread. We have developed MMDAgent, a toolkit for building voice interaction
systems. Users can customize MMDAgent to their liking by writing Finite State
Transducer (FST) scripts. However, we discovered that beginners find it difficult to
edit FST scripts manually because the number of states become larger to describe
natural dialog. To resolve these problems, in this paper, we propose a method of
editing voice interaction contents using composite state. The results of experiments
conducted indicate that this objective was achieved.

1 Introduction

Mobile spoken-dialog systems (exemplified by Siri, from Apple Inc. [1].) have
become increasingly widespread in recent years. We studied mobile spoken-dialog
systems and subsequently developed MMDAgent [2, 3], a toolkit for building voice
interaction system. MMDAgent is able to run on the Android platform [4]. MMDA-
gent is a spoken-dialog system that enables users to converse with a 3D character. It
is currently utilized in an interactive spoken guidance digital signage system [5] at
the main entrance to Nagoya Institute of Technology.

MMDAgent enables user to edit voice interaction scenarios by editing a file called
a Finite State Transducer (FST) script, which it loads and executes on startup. User
need to edit the FST script in the proper format in order to customize the voice
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interaction scenario. When a system can manage various situations, end-users feel
it is user-friendly. However, to achieve this, users need to add many states to handle
various situations.

The advantage offered by an FST script is that it enables user to describe complex
dialogs containing voice, pictures, motions, and expressions in accordance with their
desires. However, the script has the drawback that many complex scripts are required
in order to describe complex dialogs. User find it time-consuming and difficult to
read such state transition diagrams.

In general, in order to describe rich voice interaction, a combination comprising
not only words, but also tone of voice, motion, expression, and pictures is desired.
However, describing such a combination in the format used by an FST script is
complicated and difficult for the average user. Consequently, we propose a method
for making templates comprising frequently used elements of complex dialogs that
users can utilize to generates elements of rich dialogs more easily.

Further, in order to treat these elements as inner transitions of composite states, we
propose amethod of generating large dialogs by combining elements of such dialogs.
In particular, as a feature of voice interaction, composite states are connected to each
other by transitions, whose transition conditions are external events, because dialogs
branch in response to external events, for example voice inputs form users.

This composite state is different from composite state of UML state diagrams.
The composite state of UML state diagrams shows internal state. In contrast, this
composite state does not show internal state because the purpose of this feature is
encapsulation.

The proposed method has the following features:

1. Users can edit state diagrams using a GUI.
2. Composite states are used in order to reduce the number of superficial states.
3. Templates of transducer patterns used frequently are made in advance.

This paper discusses this proposed system, which makes is easy to edit voice
interaction scenarios for MMDAgent for Android using tablets, regardless of the
number of states comprising each scenario.

2 MMDAgent

2.1 Overview of MMDAgent

MMDAgent incorporates low-latency fast speech recognition, speech synthesis,
embodied 3-D agent rendering with simulated physics, and dialog management.
It enables user to converse with 3-D character on screen such as that depicted in
Fig. 1. The speech recognition engine utilized is Julius, the speech synthesis engine
is OpenJTalk, and the 3-D model and motion file format is MikuMikuDance format.
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Fig. 1 MMDAgent for
Android

Amajor feature ofMMDAgent is that it allows users to customize voice interaction
scenario in accordance with their desires. The voice interaction scenarios format
utilized is FST—a kind of Finite State Automaton. As stated above, voice interaction
scenarios are written in an “FST script,” and customized by editing it.

2.2 FST Script

Figure2 shows an example of an FST script.
As Fig. 2, an FST script consists of rows expressing transitions. A row consists

of source state number, destination state number, transition condition (event), and
command. The top half of Fig. 2 describes a scenario for “Hello.” It states that when
the system hears/recognizes the word “Hello” in the user’s voice, then Mei (3-D
character) should say “Hello” and also bow. The state with the number 0 is the start
state in the FST script.

2.3 FST Script Problems

Editing FST script is difficult for beginners because the number of states quite large
in cases where the user wants to handle many situations in the description of natural
dialog. An FST script is non-intuitive because it describes state diagram in text
format. Consequently, understanding how to transit by readingFST scripts is difficult.
Additionally, it is possible to write transitions that have the same state but at distant
locations in FST script. User cannot avoid such a description in cases where the
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Fig. 2 Example of an FST script

Fig. 3 State diagram
describing Sample Pattern 1
in Fig. 2

transducer is complex. In cases where a transition is far from other transitions that
have same state, understanding how to transit is difficult.

Moreover, conflicting state number is a common bug that occurs while editing
FST script. When a user adds a state while editing an FST script, the user has to
check that the number intended for use as the new state is not already in use. When
the FST script has many state, users often miss conflicting state numbers.

A translation of the dialog from Sample Pattern 1 in Fig. 2 is shown as a state
diagram in Fig. 3. The state diagrammakes it easier to understand the state transducer
intuitively in this visual form rather than as text.

The greater the number of states is, the greater the number of elements. In such a
case, the screen becomes complex and it is difficult to operate even when the state
transducer is described visually. Therefore, a method that is easy to operate, even
when the number of state is large, is necessary.

3 The Proposed Method

3.1 Overview of the Proposal

In this paper, we propose a method of editing voice interaction contents using com-
posite state. Specially, we propose a system that uses MMDAgent for Android and
runs on the Android OS.

Themerit of editing voice interaction scenarios visually is easy to understand state
transducer intuitively. Moreover, using composite states and integrating states into
meaningful groups, facilitates the editing of state transducers frommacro viewpoint.
Consequently, operability becomes better because the number of states decreases at
the same time. Features of the proposed method are as follows:
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1. User can edit state diagram using a GUI.
2. Composite states are used in order to reduce the number of superficial states.
3. Template of transducer patterns used frequently is made in advance.

3.2 Model of State Diagram Using Composite State

FST scripts useMealyMachines as transducermodel.Using aMealyMachinemodel,
it is difficult to see the entire diagram as the number of states explode. Therefore, we
propose a transducer model that integrates composite state toMealyMachine model.

Integrating composite state enables the formation of meaningful groups. Conse-
quently, the number of states decreases and the diagram become editable from a
macro viewpoint.

Figure4 shows the state transducer model proposed. The model is composed of
atomic states, composite state, and transitions as the figure shows. A composite state
is a state comprised of internal states, a state that is not composite state is an atomic
state, and a transition is a directed edge that connects two states.

Figure5 gives an example of the proposed state transducer model. As shown in
the figure, the state diagram has a tree structure. Rectangles represent composite
states, and circles represent atomic states. An arrow shows that a destination state is
the inner state of source state.

The state root, S, and M is managed by the system; users can edit only states
under state M.

Introducing composite state, it is enable to manage states as meaningful group.

Fig. 4 Example of the state
transducer model

Fig. 5 Example data
structure of the state diagram
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Fig. 6 Example illustrating how an FST template is utilized

3.3 FST Template

The proposal system has a function that enables editing of state diagrams using fewer
operation than the conventional system. This function utilizes transducer pattern
templates.UsingFST templatesmakes it easy to edit state diagrams that have complex
transitions or are used frequently.

An FST template and its input form is prepared in advance. They defined in an
external file. Text box and pull-down list are available for use in input form.

Figure6 shows an example of the generating state diagrams from FST template.
As shown int the figure, the content of the state transition is obtained from the FST
template and input contents. The generated state transition is then added to state
diagram as a composite state.

3.4 Translating from Conventional Model
to the Proposal Model

In order to load interaction scenarios into MMDAgent, an FST script must be gener-
ated. However, a conventional FST script cannot contain composite states. Therefore,
a translating state diagram is necessary. The translation process utilizes the following
steps:

1. Set a number to the atomic states.
2. Expand composite states.
3. Export as FST script.

From this point onwards, we explain the translation process using the data shown
in Fig. 5 as an example.
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Fig. 7 Diagram condition
after setting number to the
states in Fig. 5

3.4.1 Setting a Number to the Atomic State

FST scripts identify states by numbers; therefore, the system set a number to an
atomic state that has no duplicate. The process of setting the number is as follows:

1. Set zero to state S.
2. Search nodes recursively from state M.
3. Set the minimum number in the set of numbers that has not been set to a state,

if the node is atomic state.

State S must be set the number 0 because the state having the number 0 is always
the initial state in an FST script. State S is set to zero because it is initial state in the
interaction scenario edited using proposal system. Figure7 shows the condition of
the diagram after setting number to states in Fig. 5.

3.4.2 Spreading Composite States

An FST script’s state transition model dose not have composite states. Therefore,
composite states must be expanded during the conversion to FST script. The expan-
sion process is in essence the same as state machine diagram in UML. For example,
when a state diagram such as that depicted in Fig. 8a is expanded, transitions going
out to composite states are reconnected to all inner states, as depicted in Fig. 8b.

Fig. 8 Expanding a composite state. a Before. b After
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Fig. 9 Expanding a composite state (with < eps > transition). a Before. b After

Fig. 10 State diagram data before exporting

However, if a state diagram such as that shown in Fig. 9a is expanded, the transition
with the < eps > condition is reconnected to the final states of the composite state,
as illustrated in Fig. 9b.

In FST script, if a state is set a transition with the < eps > condition, the state
immediately change to next state. Thus, the transitions are reconnected to all the inner
states during the expansion and the composite state is changed to the next state of the
composite state. Therefore, the meaning of the < eps > condition in the proposal
system is “transit if it is in final state,” and< eps > transition is reconnected to final
states of the composite state.

3.4.3 Exporting as FST Script

Finally, the interaction scenario is exported as FST script to be loaded into MMDA-
gent. The state diagram with numbers set, as shown Fig. 10, is then exported and
converted to the FST script shown in Fig. 11.
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Fig. 11 FST script
generated from the state
diagram in Fig. 10

4 Prototype

We implemented a prototype system that enabled us to edit voice interaction scenarios
using theproposalmethod.Theprototype systemwas implementedusing theAndroid
SDK and executed on an Android OS device.

4.1 Flow of Editing

The procedural flow of editing of the FST script using this prototype system was as
follows:

1. Run prototype system.
2. Add state or transition to diagram.
3. Input substitute to state or transition.
4. Repeat steps 2 and 3.
5. Tap run button and export FST script.

4.2 Interface

4.2.1 Main Screen

Figure12 shows the main screen of the system. A canvas is on the left of the screen
and the MMDAgent view on the right. The MMDAgent view is used to try edited
scenarios and operate the system using voice.
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Fig. 12 Main screen

Fig. 13 State setting dialog

4.2.2 State Setting Dialog

When state is tapped before the “setting” menu is selected, the state setting dialog
appears as Fig. 13. Selecting the template using the button at the top of dialog results
in the input form at the bottom of dialog changing. The actions in the setting can
then be tested by tapping the “Try” button.

4.2.3 Transition Setting Dialog

When transition is tapped before the “setting” menu is selected, the transition setting
dialog in Fig. 14 appears. The keyword that generates the transition can be entered
either by keyboard or voice.

4.3 Functions of the Prototype

The prototype system has the following functions:

1. FST template.
2. Keyword entry via voice.
3. Adjustment of the position of the arrows.
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Fig. 14 Transition setting
dialog

4.3.1 FST Template

The FST template is a stored procedure that is used frequently, it is prepared in
advance. The system generates transitions after the user selects a template similar to
the desired procedure and entering the relevant data.

4.3.2 Keyword Entry via Voice

Voice input reduces the need for keyboard input. The voice recognition engine used
is the same engine used by MMDAgent; thus, recognition error is minimized.

4.3.3 Adjustment of the Position of the Arrows

When arrows are being added, the system adjusts the position of arrows to ensure
that they do not overlap. Thus, it is able to create and edit a readable diagram.

5 Experiments and Considerations

5.1 Usability Experiment

The purpose of this experiment was verification that the system resolves the problems
encountered using FST scripts in the conventional system and makes it easy to edit
scenarios.

The experiment was conducted as follows. Eight students from the university
participated as subjects. The subjects edited scenarios as requested using both the
conventional and the proposed methods, and the time taken to complete each mea-
sured. They then completed questionnaires after the experiment that allowed us to
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compare the two methods. The questionnaires were five-rated and included space
for comments.

The two methods listed below were utilized for the editing process. One-half of
the subjects edited using method 1 before method 2, and the other edited in the
reverse order:

1. Edit FST script using FstFileEditor [6].
2. Edit FST script via diagrams by using the prototype.

We decided to utilize keywords and reaction (speech and motion) in the editing
scenarios.

Table1 lists the items used in the questionnaire. Both methods were evaluated on
each of the items. The evaluation was five-point rated. as follows: 1: yes, 2: maybe
yes, 3: not sure, 4: maybe no, and 5: no.

Figure15 shows the average value obtained from evaluation of the questionnaires.
Larger values indicate better performance in items 1 through 12, whereas the reverse
holds true for items 13 to 15.

In method 1, almost all items have better values than those in method 2. The
values for items 1 through 6 are high (almost 4.5 points). However, item 3 (“For
beginner”) in method 1 has an approximate values of 1.5 point, thus, method 1 is not
for beginners. Conversely, this result indicate that the proposed system is effective
for beginners.

Table 1 Items in
questionnaires

Number Question

1 Fun to use

2 Easy to edit

3 For beginner

4 Want to use again

5 Able to edit intuitively

6 Easy to understand how you connect transition

7 Easy to understand transition

8 Easy to remember how to edit

9 Able to edit as desired

10 Able to edit high-quality scenarios

11 Able to edit complex scenarios

12 Bug cannot occur easily

13 Easy to miss

14 Tiring to operate

15 Frustrating to operate
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Fig. 15 Results: Lager
values are better for items 1
through 12; smaller values
are better for items 13
through 15

Table 2 Average time to
edit (s)

Method 1 Method 2

Group A 1313 707

Group B 1263 770

Both group 1288 739

The value for item 12 in method 2 is higher (3.5 points) than the corresponding
value in method 1 (2.3 points). Thus, the previous problem of bugs occurring easily
has been resolved. Additionally, Table2 shows the average time taken to edit the
scripts. According to Table2, method 2 becomes 449s faster than method 1. (The
time taken to edit using method 1 is 1288s, compared to 739s for method 2.)

5.2 Comparison of Sum of State of Entrance Signage

Table3 compares the number of states used to represent the entrance signage in
methods 1 and 2. The number of states used in the template to the number of states in
methods 1, because each composite state has two extra states (initial state and final
state). The number of states used in the template was 200.

As shown Table3, the superficial number of states was one-tenth that of method
1. However, The number of states in method 2 changed with prepared templates.

Table 3 Comparison of sum of state of entrance signage

Method 1 Method 2

Superficial Substantial

Sum of states 2729 257 3200
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6 Related Systems

A few systems, such as Islay [7] and MMDAE [8], are related to this system. Islay is
a tool for editing interactive animation using state diagrams. Event-driven animation
can be created to edit state diagram constructed using Moor machines. It is related to
our system in that it also uses visual programming for state diagram. However, our
system is targeted at creating voice interaction contents, whereas Islay’s target is the
creation of interactive animation.

MMDAE is an FST script editor that runs on web browser. It has events, com-
mands, and arguments complement functions. It has a feature that changes the inter-
face to adjust to the user’s skill level. It is related to our system in that the editor
utilizes voice interaction for contents, as does MMDAgent. However, our system
uses GUI-based state diagram, whereas MMDAE is text-based.

7 Conclusion

In this paper, we proposed a voice dialog editor using composite state for tablet
devices. We also implemented a prototype system and conducted experiments.

The proposal method has the following features: (1) User can edit state diagram
using aGUI. (2)Composite states are used in order to reduce the number of superficial
states. (3) Template of transducer patterns used frequently is made in advance.

The results of comparative experiments conducted using the conventional and
proposed methods indicate the following. The proposed method (score: 4.8 points)
is more fun to use than the conventional method (score: 2.8 points), where a higher
score is better. The proposed method (score: 4.4 points) is easier to edit than the
conventional method (score: 2.9 points). The proposed method is also intuitively
easier to edit (score: 4.8 points) than the conventional method (score: 2.3 points).
Further, the proposed method is more effective for beginners.

In future work, we plan to provide a scenario edited by this system. In addition,
we plan to provide a library and generalize the functions of the FST template because
combining template and data to generate substantive transitions is effective in other
systems for generating FST scripts.
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Analysis of Driving Behaviors Based
on GMM by Using Driving Simulator
with Navigation Plugin

Naoto Mukai

Abstract Generally, novice drivers often feel uneasy about driving in unfamiliar
traffic environment. In Japan, the road traffic act was revised in November, 2011.
This revision authorized the operation of the roundabout intersection which is a
traffic-lights-free intersection. The roundabout intersection have been widely spread
in Europe, on thes other hand, Japanese people are unfamiliar with the roundabout
intersection, and especially novice drivers may panic easily. Thus, this paper aims
for modeling driving behaviors to support operation of novice drivers. Moreover,
we examine the effects of navigation at the roundabout intersection for the novice
drivers. First, we built a driving simulation environment for roundabout intersection
by using UC-win/Road, and we collect driving logs of a novice driver who drives
with navigation or without navigation. Then, we classify the driving log into some
discrete driving states (i.e., go straights) on the basis of Gaussian Mixture Model
(GMM) and plot state transition graphs of the discrete driving states tomodel driver’s
behavior. The driver model obtained by above method showed the characteristic
driving behaviors of novice drivers in the simulation environment.

1 Introduction

In these years, many kinds of sensor devices for vehicles are in widespread use. Such
sensor devices provide various driving information (e.g., GPS, speed, and accelera-
tion) easily. Moreover, we can obtain further information related to driving behaviors
(e.g., steering angle, pedal pressure, and so on) from analysis of ECU (Electronic
Control Unit) and in-vehicle network called CAN (Controller Area Network). Hiroki
et al. retrieved driving information from ECU via ELM327 which is one of the on-
board diagnostics scan tools, and suggested three evaluation standards related to
safety and so on [11]. Ishikawa et al. proposed a method of identifying individuals
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based on the driving information from CAN [2, 7]. They also reported that the iden-
tification rate by using the pedal pressure is very high. As above, it is obvious that
the sensor data of vehicles is important factor to improve our driving environment.

In Japan, roundabout intersections have received a lot of attention. The round-
about is a traffic-lights-free intersection which have been frequently used in the
Europe. According to the revision of Japanese traffic act in November, 2011, the
roundabout intersection can be introduced into actual road traffic in a formally way.
However, most of Japanese people are unfamiliar with the roundabout intersection,
especially novice drivers may panic easily at the place. Previously, some technical
researches about the roundabout intersection were reported. Hasegawa et al. evalu-
ated the comparison between roundabout intersections with signalized intersection
[10], they indicated that the roundabout intersection is effective for off-peak roads.
The consideration of these paper is very useful for city planning, but we think that
the support for novice or older drivers [6, 8] is also important to produce the best
performance of roundabout intersections.

Thus, we first designed a virtual driving course by using UC-win/Road which is
a driving simulator software developed by Forum8 Co., Ltd. (http://www.forum8.
com). The virtual driving way is based on an actual roundabout intersection located
at Ichinomiya, Aichi in Japan. In order to evaluate the effect of navigation at the
roundabout intersection for novice drivers, we developed a navigation plugin which
displays texts and images on the screen. Then, we analyze driving logs of a novice
driver by using Gaussian Mixture Model (GMM). The GMM is one of the popular
methods for modeling drivers. For example, Mima et al. proposed a GMM based
method to estimate the driving state of drivers by using time-series data of brake
pressure [9]. Their results showed that the method can discriminate between the
brake for waiting at the traffic light and the brake for turning right or left. In this
paper, we pick up accelerator and brake pressures as time-series data and classify the
driving states into some categories. Moreover, we compare state transition graphs
based on the some categories to identity key difference between novice drivers with
navigation and without navigation.

The construction of this paper is as follows. Section2 explains the virtual driving
course we designed on the basis an actual roundabout intersection. Section3 shows
the original driving log which is obtained by a driving simulator software UC-
win/Road.We describe the clustering process based on theGMM in Sect. 4, and com-
pare transition graphs which imply the characteristics of drivers in Sect. 5. Finally,
we conclude this paper in Sect. 6.

2 Driving Simulation

The MLIT (Ministry of Land, Infrastructure, Transport and Tourism) reported that
there are about 140 roundabout intersections in Japan (http://www.mlit.go.jp/road/ir/
ir-council/roundabout/). The introduction of roundabout intersections will become
popular with the enforcement of the revised traffic act. In order to support novice

http://www.forum8.com
http://www.forum8.com
http://www.mlit.go.jp/road/ir/ir-council/roundabout/
http://www.mlit.go.jp/road/ir/ir-council/roundabout/
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drivers at the roundabout intersection, we developed a virtual driving course by using
UC-win/Road which is one of the famous driving simulator software. The software
has been widely used for various research fields [1, 5, 12]. The detail of the software
is opened on the official website (http://www.forum8.com).

Here, we pick up a roundabout intersection which is located in Ichinomiya, Aichi
in Japan. Figure1 is a picture of the roundabout intersection at Ichinomiya. This
intersection is classified into one-lane roundabout, and the perimeter is about 40m.
In roundabout intersections, vehicles drive round the circle in a clockwise direction,
and vehicles in the circler road have a priority to other incoming vehicles. The
virtual driving course based on the roundabout intersection at Ichinomiya is shown
in Fig. 2. There are two kinds of intersections along the main street in the course. A
test driver encounters a normal signalized intersection at first, and then the test driver
encounters a one-lane roundabout intersection. After that, the test driver follows the
instructions and returns to the original location. Moreover, the test driver receives
the predetermined instructions at the eight spots in the course. For example, a text

Fig. 1 Roundabout intersection at Ichinomiya

Fig. 2 Virtual driving course and instruction spots

http://www.forum8.com
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Table 1 Instruction for
driving

Spot number Instruction text

1 Go straight

2 Stop here

3 Take the third exit

4 Exit here

5 Turn left

6 Turn left

7 Keep straight

8 Turn left

“Go Straight” and relevant image are displayed on the screen at the spot no.1. Other
instructions are summarized in Table1. This function is realized by a navigation
plugin we developed.

3 Original Driving Log

We adopted some students in our university as test drivers for the virtual driving
course. Most of them are short on experience in driving and feel like bad drivers
themselves although they have driver’s license. The experimental results of test
driving showed that they have similar characteristics unique to novice drivers. In
addition, the feedback after the driving indicated that they felt that the roundabout
intersection is fear and difficult. Here, we pick up one test driver from them to discuss
the effect of the navigation plugin in greater depth. The driving logs we deal with are
two categories: accelerator and brake pedals, and each test driver drives the course
twice: without and with navigation plugin. Consequently, we compare four patterns
of driving log summarized in Table2. The four patterns are denoted PT1, PT2, PT3,
and PT4 for simplicity in this paper. The original driving logs of the four patterns are
graphed in Figs. 3, 4, 5, and 6. These logs can be recorded by original log function of
UC-win/Road. The horizontal axis of the graphs shows elapsed time (second) from
the start. The driving time was reduced from 4139 to 2555s by using the navigation
plugin. The vertical axis of the graphs shows the pressure rate of accelerator or brake
pedals. The value range of the pressure rate is from zero to one: zero means that the
pedal is completely released, and one means that the pedal is pressed down strongly.
It seems that the graphs indicate that the navigation plugin can support to smooth
driving because the amplitude of the signal is relatively small and little. We note the
fact that the experience of first driving may affect the driving log of second driving.
However, the feedback after driving also indicated that they felt that the driving with
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Table 2 Comparison pattern of driving log

Pattern No. Log Navigation Plugin

PT1 Accelerator pedal Unused

PT2 Accelerator Pedal Used

PT3 Brake Pedal Unused

PT4 Brake Pedal Used

Fig. 3 Driving log of PT1

Fig. 4 Driving log of PT2

the plugin is easier than driving without the plugin. Thus, we think that the effect of
the navigation plugin occupies a big part of the improvement. In the next section, we
classify these original driving logs based on GMM to construct a driver model.
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Fig. 5 Driving log of PT3

Fig. 6 Driving log of PT4

4 Clustering of Driving Log

Here, we aim for modeling driving behaviors by using the driving log shown in
the previous section. A number of related studies for modeling driving behaviors
have been addressed in the past. Kobayashi et al. proposed an automatic generation
system of driving model from time-series data of vehicles [4]. The time-series data
of vehicles is extracted from movies by a video camera, and the driving model is
based on “Neural Network”. The system was able to simulate the behaviors of lead
vehicles and following vehicles. Ueshima et al. also proposed a modeling method
of driver behaviors by using “Bayesian Network” [3]. They considered the change
in brake pedals, but the value of the brake pedals is discrete (i.e., press down or
not). Their method can identify the situation where a driver does not press the brake
pedal. In this paper, we adopted “Gaussian Mixture Model (GMM)” for modeling
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driving behaviors according to the method byMima et al. [9]. Mima et al. considered
the time-series data of brake pedal only, on the other hand, we deal with accelerator
pedal in addition to brake pedal. Furthermore,we compare driving behaviors between
without navigation and with navigation.

GMM is one of the mixture distributions, and GMM consists of some different
normal probability distributions. The structure of theGMM is simple, but the approx-
imation capability of the distributions is very high.Moreover, GMMalso can be used
as an unsupervised clustering algorithm by maximizing a posteriori probability. The
probability density function of GMM which consists of M elements is defined by
following equation.

p(x; θ) =
M∑

m=1

πmN (x;μm, σm) (1)

An element N (x;μm, σm) is a normal probability distribution (mean is μm and
variance is σm). Additionally, a parameter πm should be satisfied following condi-
tions.

πm ≤ 0(m = 1, . . . , M) (2)
M∑

m=1

πm = 1 (3)

A parameter πm represents a selection probability of each element. Thus, a joint
probability density that element m outputs x is defined by following equation.

p(x, m; θ) = πmN (x;μm, σm) (4)

GMM can be regarded as a marginal distribution of the joint probability density.
Therefore, a posterior probability that value x is generated from element m is can be
calculated by following equation.

p(m|x; θ) = p(x, m; θ)∑M
m=1 πmN (x;μm, σm)

(5)

The maximization of the posterior probability leads to appropriate clustering
results. Consequently, each element (i.e., a normal probability distribution) repre-
sents a cluster of x.

Here, we classify the driving logs into some clusters by using above method. First
of all, we convert the original driving logs to 2-dimensional data. Table3 shows a
partial data of the driving log. The value of “rate” means the pressure rate of the
pedal (i.e., the original driving log). The value of “integral” means the integral value
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Table 3 Conversion from driving log

Time Rate Integral Time Rate Integral

131 0.000 0.000 145 0.215 3.549

132 0.058 0.058 146 0.000 0.000

133 0.074 0.133 147 0.000 0.000

134 0.082 0.215 148 0.000 0.000

135 0.133 0.349 149 0.000 0.000

136 0.152 0.501 150 0.227 0.227

137 0.188 0.690 151 0.631 0.858

138 0.305 0.996 152 1.000 1.858

139 0.407 1.403 153 1.000 2.858

140 0.447 1.850 154 0.843 3.701

141 0.450 2.301 155 0.647 4.349

142 0.415 2.717 156 0.294 4.643

143 0.317 3.035 157 0.000 0.000

144 0.298 3.333 158 0.000 0.000

of the “rate” during the pedal is pressing down. Referring to the Table3, a driver
starts to press the pedal at time 132, and releases the pedal at time 145. The “rate”
is accumulated during the time, and the “integral” becomes 3.549 at time 145. This
conversion enables to recognize driver’s behaviors in non-continuous space.

The estimation of appropriate element model is based on Bayesian Information
Criterion (BIC). The line graph of BIC for PT1 is shown in Fig. 7. Each line shows
a different type of variance for normal probability distribution. For example “EII”
represents the variance of spherical and equal volume. The detail of these descriptions
are explained by the official website of Mclust (http://www.stat.washington.edu/
mclust/). Mclust is a software package for R (http://www.r-project.org/). The graph
indicates that “EVI (diagonal and equal volume)” is the best model for PT1. In
addition, the graph also indicates that eight clusters are the best number of elements.
However, eight clusters are too many to classify driver’s behaviors (Mima et al.
adopted four clusters in [9]) and there is little difference of BIC between them,
thus we fixed five clusters as an appropriate model in all cases (i.e., PT1, PT2,
PT3, and PT4).

The clustering results of all cases are shown in Figs. 8, 9, 10, and 11. The horizontal
axis shows the pressure rate of the pedal, and the vertical axis shows the integral of the
pressure rate during the pedal is pressing down. We can see that each point belongs
to one of the five clusters. A center position of each cluster is summarized in Table4,
and the number of points in each cluster is summarized in Table5.

http://www.stat.washington.edu/mclust/
http://www.stat.washington.edu/mclust/
http://www.r-project.org/
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Fig. 7 Estimation of
optimal model

Fig. 8 Clustering result of
PT1

At first, we compare PT1 with PT2. It seems that the clusters of PT1 are arranged
lengthways, on the other hand, the clusters of PT2 are extended breadthways. This
tendency implies that the driver usually keeps the pressure of accelerator pedal (the
pressure rate is approximately from 0.4 to 0.8), but the driver can use both strong
and weak pressures by the influence of navigation facility. In particular, clusters 1
and 2 represent the pressing down weakly (the pressure rate is approximately from
0 to 0.5), and clusters 3, 4, and 5 represent the pressing down strongly (the pressure
rate is approximately from from 0.6 to 0.9). Moreover, Table5 indicates that most
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Fig. 9 Clustering result of
PT2

Fig. 10 Clustering result of
PT3

of points belong to cluster 1 (i.e., pressing down the pedal weak and short) in both
patterns, and there is no significant difference among other clusters.

Next, we compare PT3 with PT4. The both patterns indicate that there is a ver-
tically long clusters (4 and 5) at right in the figures (the pressure rate is 1). These
clusters implies the stop of vehicle in front of a traffic light, the pressure of the brake
pedal gradually weakens when the traffic light changes. The most characteristic ten-
dency between the two patterns is the positions of clusters 2 and 3. It seems that
these clusters represent the pressing down weakly to regulate the speed of vehicles.
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Fig. 11 Clustering result of PT4

Table 4 Center of clusters

1 2 3 4 5

PT1 Accelerator 0.068 0.548 0.536 0.619 0.617

Integral 0.843 22.652 59.588 133.341 293.274

PT2 Accelerator 0.081 0.377 0.728 0.881 0.781

Integral 5.833 67.422 20.952 76.097 162.400

PT3 Brake 0.019 0.577 0.761 0.992 0.950

Integral 0.160 26.394 70.513 145.234 394.317

PT4 Brake 0.010 0.452 0.411 0.990 0.880

Integral 0.050 10.634 25.278 90.404 210.847

Table 5 Number of points in clusters

1 2 3 4 5

PT1 2341 (56.5%) 654 (15.8%) 556 (13.4%) 339 (8.2%) 250 (6.0%)

PT2 1566 (61.3%) 302 (11.8%) 411 (16.1%) 173 (6.8%) 103 (4.0%)

PT3 3059 (73.9%) 180 (4.3%) 164 (4.0%) 642 (15.5%) 95 (2.3%)

PT4 1980 (77.5%) 82 (3.2%) 74 (3.0%) 357 (14.0%) 62 (2.4%)

Additionally, these clusters of PT3 lean to the right, but these clusters of PT4 lean to
the left. This result indicates that the navigation facility can suppress sudden braking
for drivers. Moreover, Table5 indicates that the most of points belong to cluster 1 as
with the above cases, and it is rare to press down strongly the brake pedal compared
to the accelerator pedal.
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5 State Transition Graph

The clusters in the previous section showed driver’s behaviors in non-continuous
space. In this section, we analyze the state transition of drivers in chronological
order. Figures12, 13, 14, and 15 show the state transition diagrams of all cases (i.e.,
PT1, PT2, PT3, and PT4). Moreover, Tables6, 7, 8, and 9 show the transition tables
among the states of drivers. Each state corresponds to the cluster in the previous
section. For example, in Fig. 12, the state of driver changes from 1 to 2 at time 93,
from 2 to 3 at time 137, from 3 to 4 at 190, from 4 to 3 at 191, from 3 to 1 at 201,
and so on.

At first, we compare PT1 with PT2. The state transition from 1 to 2 in PT1 (17
times) and the state transition from 1 to 3 in PT2 (12 times) are the most frequent
pattern in both cases, this transition implies the pressing down the pedal strongly to
speed up. Additionally, the state transition from 2 to 3 in PT1 (10 times) is the second
frequent pattern, and this transition also implies the pressing down the pedal strongly

Fig. 12 State transition graph of PT1

Fig. 13 State transition graph of PT2
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Fig. 14 State transition graph of PT3

Fig. 15 State transition graph of PT4

Table 6 Transition table of PT1

To

1 2 3 4 5

From 1 0 17 0 0 0

2 8 0 10 0 0

3 7 1 0 3 0

4 1 0 1 0 1

5 1 0 0 0 0

to speed up as well as the above transition. On the other hand, the state transition from
3 to 1 in PT2 (8 times) is the second frequent pattern, and this transition implies the
pressing down the pedal weakly to speed down. It seems that the navigation facility
is able to support the speed control for drivers.
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Table 7 Transition table of PT2

To

1 2 3 4 5

From 1 0 2 12 0 0

2 5 0 0 0 0

3 8 0 0 4 0

4 0 3 0 0 1

5 1 0 0 0 0

Table 8 Transition table of PT3

To

1 2 3 4 5

From 1 0 3 0 4 0

2 3 0 1 4 0

3 1 1 0 2 0

4 1 4 3 0 2

5 2 0 0 0 0

Table 9 Transition table of PT4

To

1 2 3 4 5

From 1 0 5 0 0 0

2 0 0 3 3 0

3 3 0 0 0 0

4 1 1 0 0 1

5 1 0 0 0 0

Next, we compare PT3 with PT4. In these cases, we focus on the state 3 which
implies the keeping up a constant speed. It seems that there are two trends after state
3 in PT3: the pressure rate of brake pedal becomes strong or weak than before. This
tendency implies the ambivalence of the driver. On the other hand, there is only one
trend after state 3 in PT4: the pressure rate of brake pedal becomes weak than before.
This tendency implies that the frequency of sudden brake can be reduced compared
to PT3.

Consequently, these results indicate that the novice driver showed different behav-
iors depending on the navigation facility. Moreover, the control of the speed (i.e., the
operation of accelerator and brake pedals) becomes easier by the navigation facility
for drivers. However, in this paper, we could only pick up one test driver. Thus, this
discussion is not sufficient and limited. We need more driver’s logs in order to build
a generalized driver model to provide assurance of safety.
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6 Conclusion

In this paper, in order to support novice drivers in an unfamiliar driving situation,
we developed a virtual driving course based on an actual roundabout intersection
located in Ichinomiya, Aichi. Moreover, we analyzed the driving log of a novice
driver by using GMM and state transition graphs to evaluate the effect of navigation
facility. The results of analysis indicated that the navigation facility we developed
as a plugin is able to support novice drivers, and the operations of accelerator and
brake pedals become more smoothly. We believe that the knowledge we obtained
from these results will be useful to develop more comfortable driving support system
for novice drivers.

However, we still have some challenges. A problem we need to take care of first
is the generalization of driver’s model. We think that the generalized driver model
can be used to find traffic traps which novice drivers fall into (e.g., accident-prone
area or person). Furthermore, we must cover the possibility of the introduction of
new traffic concept called “Shared Space”. A city on the concept minimizes the use
of traffic lights and traffic signs. The experimental results performed in Kyoto by
Miyagawa et al. (http://www.jcomm.or.jp/) indicated that the concept made walking
easier without the change of amount of traffic, but the concept has various prob-
lems to be solved. Especially, we think that the support for novice drivers by using
information technology is a key to success of shared space.
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Abstract In this paper we study a bin-based estimation method of the amount of
effort associated with code development. We investigate the following 3 variants to
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range for each bin (SVM same range) and (3) the bins made byWard’s method (SVM
Ward).We carry out evaluation experiments to compare the accuracy of the proposed
SVM models with that of the ε-SVR using Welch’s t-test and effect sizes. These
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1 Introduction

Growth and expansion of the information-based society has resulted in increased use
of a wide variety of information products using embedded software systems. The
functionality of such products is becoming ever more complex [8, 14], and because
of the focus on reliability, guaranteeing product quality is particularly important.
Such software represents an important fraction of the budget of businesses and gov-
ernment. It is, therefore, increasingly important for embedded software development
companies to realize efficient development methods while guaranteeing delivery
time and product quality, and maintaining low development costs [3, 13, 15, 16, 22,
23, 25]. Estimating the amount of effort (man-days cost) requirements for new soft-
ware projects and guaranteeing product quality are especially important because the
amount of effort is directly related to cost, while product quality affects the reputation
of the corporation. Considerable attention has been given to various development,
management, testing, and reuse techniques, as well as real-time operating systems,
tools, and other elements in the embedded software field. However, there has been
little research on the relationship between the scale of the development, the amount
of effort, and the number of errors using data accumulated from past projects [12, 17,
18]. Thus far, to study the task of effort prediction, the well-known NASA software
project data-set has been used [2, 18].

In our formulation of the problem, rather than treat the task of predicting effort
as a regression task and predicting a continuous value of effort for code samples, we
instead identify blocks of effort, which we refer to as bins, and treat these as labels,
which we try to predict, thus treating the problem as a classification task (predicting
the correct effort bin for a code sample). In previous work, we investigated the
estimation of total effort and errors using artificial neural networks (ANN), and
showed that ANN models are superior to regression analysis models for predicting
effort and errors in new projects [9, 10]. We also proposed a method to estimate
intervals of the number of errors using a support vector machine (SVM) and ANNs
[11].

However, these models used a naive method to create bins, which have the same
range. In this paper, we propose a novel bin-based estimation method for the amount
of effort for embedded software development projects with SVMs, and investigate
3 methods for bin identification. This is crucial to our general framework, since in
order to predict an appropriate interval of the amount of effort in a project, it is
important to correctly define the intervals (i.e. prediction labels).

In addition, the effectiveness of the SVM (and SVR) using the function depends
on selection of the kernel parameter (γ ) and soft margin parameter (C) [5]. ε is
important for ε-SVR to estimate values effectively. We use three dimensional grid
search to select the best combination of them.

We perform extensive evaluations to compare the accuracy of the proposed SVM
models with that of the ε-SVR [17] using 10-fold cross-validation as well as by
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means of Welch’s t-test [21, 26] and effect sizes [4, 7]. Our results show that the
proposed models can improve the accuracy of estimating the amount of effort in
terms of the mean percentage of predictions that fall within 25% of the actual value.

2 Related Work

2.1 Support Vector Regression

One of the prominent algorithms that has been employed to predict development
effort associated with software projects is ε-Support Vector Regression (SVR) [17].
The Support Vector Regression algorithm (SVR) uses the same principles as the
canonical Support Vector Machine for classification with a few minor differences
[19]. One prominent variant, ε-Support Vector Regression (ε-SVR), uses an ε-
insensitive loss function to solve the regression problem and find a closest fitting
curve [20].

ε-SVR tries to find a continuous function such that the maximum number of data
points lie within the ε-wide insensitivity tube. While previous work did use this
approach, it did not probe the optimization of parameters which are crucial to the
performance of ε-SVR and similar algorithms, as we do in this paper in Sect. 3.4.

The proposedmethod to optimize parameters improves themeanmagnitude of rel-
ative error (MMRE: Eq. (3)) from0.165 [5] to 0.149by leave-one-out cross-validation
(LOOCV) [18]. On the other hand, our proposed SVM models in this paper for the
data indicate 0.226 as MMRE, because of a small number of data points and inde-
pendent variables. The number of data points is 18 and that of independent variables
is 2.

2.2 Artificial Neural Networks

In earlier papers, we showed that ANN models are superior to regression analysis
models for predicting effort and errors in new projects [9]. In addition, we proposed
a method for reducing this margin of error [10]. However, methods using ANNs
have reached the limit in their improvement, because these methods estimate an
appropriate value using what is known as point estimation in statistics. Therefore,
we propose in this paper a method for reducing prediction errors using bin-based
estimation provided by SVMs. The results of comparison using anANN are shown in
Sect. 4.3. We find out the number of optimal hidden node by 10-fold cross-validation
in the comparison. The results demonstrate that the proposed method can estimate
the amount of effort better than ANNs.
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2.3 Our Contribution

The algorithms proposed in previous work tend to estimate the amount of effort
accurately. However, we maintain that this is to some extent an illusion—the NASA
software project data set includes the small number of data points, and the dispersion
in depended and independent variables is not large. In a more sophisticated approach
like the one we propose, a small data set makes it difficult to create appropriate
bins: performing regression is easier than bin-based estimation in the case of low
dispersion. Our target data sets, however, are large, and manifest a high extent of
variability. Specifically, the amount of effort (the dependent variable) is within a
certain range, but the values of independent variables are highly variable. In this case,
it is difficult for a regression approach to estimate the amount of effort accurately.
Therefore, we propose an approach for creating some kind of bins for projects of
which the amount of effort is within a certain range to reduce the influence of such
dispersion in independent variables.

3 Bin-Based Estimation Models for the Amount of Effort

3.1 Original Data Sets

Using the following data from a large software company, we created bin-based esti-
mation models to estimate the amount of planning effort (Eff ).

Eff : “The amount of effort”, which indicates man-days cost in a review process for
software development projects.

Vnew: “Volume of newly added”, which denotes the number of steps in the newly
generated functions of the target project.

Vmodify: “Volume of modification” denoting the number of steps modified or added
to existing functions to use the target project.

Vsurvey: “Volume of original project”, which denotes the original number of steps in
the modified functions, and the number of steps deleted from the functions.

Vreuse: “Volume of reuse” denoting the number of steps in functions of which only
an external method has been confirmed and which are applied to the target project
design without confirming the internal contents.

3.2 Data Selection for Creating Models

To estimate an appropriate binning for the amount of effort in a project, it is important
to eliminate outliers. Figures1 and 2 show the distributions of the amount of effort
with bin intervals of 500 and 10, respectively. These distributions confirm that data
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Fig. 1 Distribution of the amount of effort (bins interval 500)

Fig. 2 Distribution of the amount of effort (bins interval 10)

points with less than 500 man-days of effort account for approximately 86.7% of the
total amount of effort. Considering the conditions outlined above, we use the data
points which have less than 500 man-days of effort. The distribution of the amount
of effort with a bin interval of 10 is shown in Fig. 2. The histogram in this figure
has 50 bins and 1057 projects, and our models estimate an appropriate bin for each
project.
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3.3 General Architecture

SVMs [5, 6] are also supervised learning models. They construct a hyperplane or
set of hyperplanes in a high or infinite dimensional space for classification. A good
classification can be achieved by the hyperplanewith the largest distance to the closest
training data point of any class. It often happens, however, that the discrimination
sets are not linearly separable in a finite dimensional space. Hence, the SVM maps
the original finite dimensional space into a much higher dimensional space in which
separation is easier by defining them in terms of a kernel function selected to suit
the problem. We use a radial basis function as the kernel function, because this is a
popular kernel function for use in SVMs. The corresponding feature space using the
function is a Hilbert space of infinite dimensions. Moreover, the effectiveness of the
SVM using the function depends on selection of the kernel parameter (γ ) and soft
margin parameter (C) [5].

The reason why we use SVMs instead of SVRs is that a method to estimate
intervals of the number of errors using a support vector machine (SVM) and ANNs
showed the better results than these of ANNs for regression and regression analysis
[11].

3.3.1 Grouping into Bins for SVM

A representative value of a bin is used as the estimated amount of effort in a project.
Therefore, to estimate an appropriate bin of the amount of effort in a project, it is
important to define the clusters. We create the following 3 types of bins. A represen-
tative value of a cluster is the median of the bin.

• The same amount of data in a bin (SVM same #).
• The same range for each bin (SVM same range).
• The bins made by Ward’s method [24] (SVM Ward).

Figure3 shows the example of same # and same range bins. The target data to be
grouped is 15, 20, 30, 40, 50, 70, 80, 90 and 100. The amount of data in each bin
is three in the same #. The data belong to the first bin are 15, 20 and 30. The same

Fig. 3 Example of bins
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range adopt 29 as the range. The first bin is [11, 40] and includes 15, 20, 30, 40. If
a representative value is the median of each bin, these of the same # are 20, 50 and
90. Correspondingly, these of the same range are 35, 60 and 90.

The accuracy of the estimation depends on the number of bins. Hence, we select
the best number of bins with cross-validation and 3D grid-search shown in Sect. 3.4.

3.4 Parameter Selection Using Cross-Validation
and 3D Grid-Search

The performance of SVM depends on the choice of the regularization parameters
γ and C . The best combination of γ and C is often selected by a grid search with
exponentially increasing sequences thereof. In addition, we search for the best num-
ber of bins or the most appropriate ε. Hence, we have to define a three-dimensional
grid to adapt them using grid-search. The ε and the number of bins are selected with
linearly increasing sequences in the three-dimensional grid-search. Figure4 shows
an example of the three-dimensional grid-search. Firstly, the parameters are searched
for in the search space g1, g2, . . . , g7, g8 according to the sparse grid. The cuboid
g′
1, g′

2, . . . , g′
7, g′

8 indicating the best combination is found. Next, the cuboid is used
as the new search space and partitioned into new grids. Typically, each distinct com-
bination of parameters is checked using cross-validation to avoid over-fitting. We
perform 10-fold cross-validation to find the best combination.

Fig. 4 Example of 3D grid-search
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4 Evaluation Experiment

4.1 Evaluation Criteria

The following6 criteria are used as the performancemeasures for the effort estimation
models [18]. Equations (1) and (3) are, the smaller the value of each evaluation
criterion is, the higher is the accuracy. On the other hand, the larger the value of
MPRED(25) is, the higher is the relative accuracy. The value of X̂−X

X is regarded as
1, if X is equal to 0 in the calculation of MARE and SDRE. The accuracy value is
expressed as X , while the representative value in the estimated bin is expressed as
X̂ . A representative value is the median of the bin in this paper. Therefore, if a model
could estimate appropriate bins for all projects, MAE and MMRE would not be 0.
For example, if the accuracy value is 13 and the estimated bin is (11, 20], X̂ is 15.5
((11 + 20)/2) and MAE and MMRE are equal to 2.5 and 0.1613, respectively. The
amount of data is expressed as n.

1. Mean of absolute errors (MAE).
2. Standard deviation of absolute errors (SDAE).
3. Mean magnitude of relative errors (MMRE).
4. Standard deviation of relative errors (SDRE).
5. MPRED(25) is the mean percentage of predictions that fall within 25% of the

actual value.
6. SDPRED(25) is the standard deviation of predictions that fall within 25% of the

actual value.

MAE = 1

n

∑
|X̂ − X | (1)

SDAE =
√

1

n − 1

∑ (|X̂ − X | − MAE
)2

(2)

MMRE = 1

n

∑ ∣∣∣∣ X̂ − X

X

∣∣∣∣ (3)

SDRE =
√

1

n − 1

∑ (∣∣∣∣ X̂ − X

X

∣∣∣∣ − MARE

)2

(4)

4.2 Data Used in Evaluation Experiment

We performed 10-fold cross validation on data from 1057 real projects in the eval-
uation experiment. The original data were randomly partitioned into 10 equal sized
subsamples (with each subsample having data from 105 or 106 projects). One of the
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subsamples was used as the validation data for testing the model, while the remain-
ing nine subsamples were used as training data. The cross-validation process was
repeated ten times with each of the ten subsamples used exactly once as validation
data.

4.3 Results and Discussion

For each model, the experimental results of the 10-fold cross validation are shown
in Tables1, 2 and 3.

We compared the accuracy of the proposed models with that of the ε-SVR using
Welch’s t-test [26] and effect sizes [4, 7]. A Student’s t-test [21] is used to test the null
hypothesis that the means of two normally distributed populations are equal.Welch’s
t-test is used when the variances of the two samples are assumed to be different to
test the null hypothesis that the means of two normally distributed populations are
equal if the two sample sizes are equal [1]. Given the t-value and degrees of freedom,
a p-value can be found using a table of values from the Student’s t-distribution. If
the p-value is smaller than or equal to the significance level, the null hypothesis is
rejected. The null hypothesis in our experiment is interpreted as “there is no difference
between themeans of the estimation errors (or themean percentage ) for the proposed
model and ε-SVR”. Effect size measures either the sizes of associations or the sizes
of differences. Cohen provided rules of thumb for interpreting these effect sizes,

Table 1 Experimental results (absolute errors) for estimating the amount of effort

MAE SDAE 95% Confidence
interval

SVM same # 37.546 38.437 [35.226, 39.866]

SVM same range 40.568 41.689 [38.052, 43.084]

SVM ward 38.311 40.384 [35.874, 40.748]

ε-SVR 36.669 39.403 [34.291, 39.047]

ANN model 84.169 60.449 [80.521, 87.817]

Table 2 Experimental results (relative errors) for estimating the amount of effort

MMRE SDRE 95% Confidence
interval

SVM same # 0.65355 1.0157 [0.59225, 0.71485]

SVM same range 0.74389 1.3956 [0.65966, 0.82812]

SVM ward 0.68157 1.1862 [0.60998, 0.75316]

ε-SVR 0.71025 2.0037 [0.58932, 0.83118]

ANN model 0.96687 0.082109 [0.96191, 0.97183]
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Table 3 Experimental results (PRED(25)) for estimating the amount of effort

MPRED(25) SDPRED(25) 95% Confidence
interval

SVM same # 0.36558 0.05924 [0.32320, 0.40796]

SVM same range 0.31064 0.03924 [0.28257, 0.33871]

SVM Ward 0.35707 0.04098 [0.32775, 0.38639]

ε-SVR 0.30305 0.04505 [0.27082, 0.33528]

ANN model 0.0038005 0.000024074 [0.0037833,
0.0038177]

suggesting that Cohen’s d of |0.1| represents a ‘small’ effect size, |0.3| represents a
‘medium’ effect size and |0.5| represents a ‘large’ effect size.

The results of the t-test and Cohen’s d for MAE, MMRE and MPRED(25) in
estimating the amount of effort are given in Tables4, 5 and 6. The underlined p-
values in the tables indicates statistically significant differences between the type of
bin and ε-SVR. In addition, the underlined Cohen’s d values in the tables mean the
effect size is large.

Tables1 and 4 indicate that the method of SVM same range cannot improve
the accuracy to estimate the amount of effort than that of ε-SVR in MAE and the
others have the same estimating accuracy as ε-SVR. The Tables2 and 5 mean that
the proposed methods have the same estimating accuracy as ε-SVR in MMRE. The
results for MPRED(25) indicate that statistically significant differences between
SVM same # and ε-SVR, and SVM Ward and ε-SVR. In addition, SVM same #
and SVM ward improve about 6.252% (= √

(0.059242 + 0.045052)/2 × 1.188)
and 5.400% (= √

(0.040982 + 0.045052)/2 × 1.254) in terms of MPRED(25),
respectively.

Table 4 Results of t-test for MAE between each type of bin and ε-SVR

SVM same # SVM same range SVM ward

t-value 0.5180 2.210 0.9462

p-value 0.6045 0.02723 0.3422

Cohen’s d 0.02253 0.09612 0.04115

Table 5 Results of t-test for MMRE between each type of bin and ε-SVR

SVM same # SVM same range SVM ward

t-value 0.8206 0.4479 0.4004

p-value 0.4210 0.6543 0.6889

Cohen’s d 0.03569 0.01948 0.01741
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Table 6 Results of t-test for MPRED(25) between each type of bin and ε-SVR

SVM same # SVM same range SVM Ward

t-value 3.082 0.4017 2.805

p-value 0.006835 0.6927 0.01178

Cohen’s d 1.188 0.1797 1.254

It is evident from these results that the methods SVM same # and SVM Ward
can improve the accuracy of estimating the amount of effort in terms of the mean
percentage of predictions that fall within 25% of the actual value. However, the
methods and SVM same range cannot improve the mean of absolute errors and the
mean magnitude of relative errors. The cause of the results is several large errors for
estimating in proposed methods. Despite the usefulness of the mean to investigate
the accuracy of models, outliers have the biggest effect on the mean.

5 Conclusion

In this paperwehavediscussed a bin-based estimationmethod for the amount of effort
with SVMsand investigated the following three approaches for defining suitable bins:
(1) the same amount of data in a bin (SVM same #), (2) the same range for each bin
(SVM same range) and (3) the bins made by Ward’s method (SVMWard). We have
carried out evaluation experiments to compare the accuracy of the proposed SVM
model with that of the ε-SVR using 10-fold cross-validation as well as by means of
Welch’s t-test and effect sizes. The results in estimating the amount of effort have
indicated statistically significant differences between SVM same # and ε-SVR, and
SVMWard and ε-SVR in terms of MPRED(25). In addition, SVM same # and SVM
ward have improved MPRED(25) about 6.252% and 5.400%, respectively. These
results have exhibited that the methods SVM same # and SVM Ward can improve
the accuracy of estimating the amount of effort in terms of the mean percentage of
predictions that fall within 25% of the actual value.

Our future research includes the following:

1. Having implemented amodel to estimate thefinal amount of effort in newprojects,
we plan to estimate the amount of effort at various stages in the project develop-
ment process (e.g. halfway).

2. We intend to employ a more complex method to improve the overall prediction
accuracy.

3. Since outliers can be detrimental to our model, more refined approaches to outlier
detection may be beneficial to our framework.

4. Overall, more data is needed to further support our work.
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Applying RoBuSt Method for Robustness
Testing of the Non-interference Property

Maha Naceur and Lilia Sfaxi

Abstract When setting up a secure system, rigorous testing is important to imple-
ment and sustain a system that will induce customer confidence. In order to improve
the testing process of security properties, formal methods of specification are devel-
oped to automatically generate tests. In this work, we propose to apply an approach
we developed in a previous work to test the robustness of a very restrictive and
important security property, which is non-interference. We consider the case of dis-
tributed component-based systems, where avoiding interference can represent a real
challenge, especially when exchanging messages between heterogeneous entities.

1 Introduction

When setting up a secure system, rigorous testing is important to implement and
sustain a system that will induce customer confidence. Tests detect the presence of
errors in a system operation. There are various types of tests that should be per-
formed, including security testing, software and hardware reliability, and compat-
ibility between all the elements of the system. Testing is an important validation
activity. This activity is based on different techniques, the best known are: static
analysis, model-checking and testing as a genuine validation activity. Testing is a
difficult, expensive, time-consuming and labor-intensive process and it should be
repeated each time an implementation, referred to as an Implementation Under Test
(IUT), is modified. A promising improvement of the testing process is to automati-
cally generate tests from formal models of specification. Robustness testing is a part
of the validation process. It allows us to check if IUT still fulfills some robustness
requirements. In general, the robustness of a secure system is its ability to respond
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correctly against exceptional or unforeseen execution conditions such as the unavail-
ability of system resources, communication failures, invalid or stressful inputs, etc.

To automate robustness testing, most of approaches are based on fault-injection
techniques which are particularly adequate to test large software systems. Several
tools implement those techniques such as FUZZ [8], BALLISTA [4], JCrasher [3]….
Other approaches are based on abstract specification of the system behavior in order
to select test inputs [10]. We also cite the PROTOS project [5] that consists in mutat-
ing the system behavior to introduce abnormal inputs and tests are generated by
performing simulations on this specification.

As we are interested in black-box testing, we were inspired from works presented
in [11] which presents principles and techniques for model based black-box confor-
mance testing of real-time systems using the Uppaal model-checking tool-suite [17].
The basis for testing is given as a network of concurrent timed automata specified
by the tester. It outlines two extreme approaches to timed test generation: Offline
and Online test generation. In this paper, we use the online testing approach (on-
the-fly). This approach combines test generation and execution. The test generator
interactively interprets the model, and observes the IUT behavior. Only a single test
input is generated from the model at a time, then immediately executed on the IUT.
The output produced by the IUT is checked against the specification, new inputs are
produced until the tester decides to end the test, or an error is detected.

Most of the classical security mechanisms for insuring the confidentiality and
integrity properties in a system are based on access control and cryptography. These
mechanisms are efficient when restricting access to the data to a defined number or
quality of users at a given place and time, but fail to control the propagation of infor-
mation across the system. That’s why information flow control policies are natural
for specifying end-to-end confidentiality and integrity requirements. The informa-
tion flow policy we adopt in this paper is non-interference. This property requires
that confidential data must not affect the publicly visible behavior of the system [1].
This definition implies that a mechanism is needed to follow all information flows
that circulate in the system, whether explicitly or implicitly, then to check if this
information exchange respects the initial constraints of the system. Non-interference
is a very restrictive security property, and real systems, most of the times, need to
intentionally release some private information. So we need another security prop-
erty, coupled to non-interference, that checks whether any release of information,
intentional or not, can affect the security of the information flow. This property is
robustness.

Non-interference robustness has already been addressed in several works, such
as [15]. But these works are dedicated to enforcing a semantic security property of
robustness, and address especially decentralized systems (that imply the presence of
a set of attackers, each of them having the power to act on a set of security configura-
tions). In our case, robustness testing is targeted, which consists on validating each
system before its deployment. We also consider mostly centralized non-interference,
where the security configuration is handled by a single actor, that represents a poten-
tial attacker, each time he decides to modify this configuration. To the best of our
knowledge, no previousworks have addressed robustness testing of non-interference.
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This article is composed of four main sections. The next section presents the
robustness method we use to automate tests generation. The second section presents
the notion of non-interference and how it is applied to component-based systems.
In the third section, we briefly explain how we represent the concepts above with
our formal model. The last section, before the conclusion and perspectives, shows
an illustrative use case.

2 The Robustness Method

In this work, we adopt a robustness testing approach called RoBuSt presented in
[16]. The main goal of this approach is to validate security protocols in the case of
a stressful behavior of the environment in which the system evolves. The robustness
test method allows to generate tests from the specification of the system’s behavior
in a hostile environment. Then, the tester runs these test cases to check if the system
is robust or not. The steps of this method are illustrated in the Fig. 1.

This method is presented as follows:

(1) Initially, we express the nominal specification of the system under test, which
describes the nominal behavior of that system in the nominal conditions of the
environment. In the case of security protocol, nominal conditions represent the
absence of an attack.

(2) Suspension traces (the useful actions that should be insured by the IUT) are
added to the nominal specification to obtain an increased specification, which
represents the behavior of the system in a hostile environment. The system must
continue to work correctly if an attack is produced.

(3) We determine in the next step the Robustness Test Purpose (RTP), describing
the behavior of the system that the tester intends to observe. This phase allows to

Fig. 1 Robustness testing architecture
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derive and select the execution traces assimilating invalid and/or inappropriate
entries and acceptable exits. An RTP corresponds to a property or a need that the
tester wishes to observe in the implementation under test. Under the robustness
test, an RTP describes some aspects of operations in the hostile environment. In
our approach, RTP is defined as a reachability property which asks whether a
given state formula j can possibly be satisfied by any reachable location. In other
words: “Is there a path starting at the initial state such as j is eventually satisfied
along that path?”.

(4) When synchronizing the increased specification of a system under test and the
RTP, a synchronous product is obtained. It contains all the execution sequences
of the IUT.

(5) We generate all execution sequences called Robustness Test Cases (RTC), a set
of conditions under which a tester will determine whether a system is working
correctly or not. RTCs are generated from the synchronous product between the
increased specification and the RTP.

(6) AnRTC announces if the system is “Robust” or “NotRobust” against unexpected
attacks.

3 Non-Interference

3.1 Non-interference and Security Levels

Non Interference is an information flow control model initially defined by Goguen
and Meseguer [9]. Its main goal is to warrant that sensitive data do not affect the
public behavior of the system. This security property is insured by the control of
information flows in the system, and the end-to-end application of confidentiality
and integrity properties.

Let’s take for example an explicit information flow between two variables. Let’s
consider the code variables l and h, with l representing a public integer (with a
low security level) and h a secret integer (with a high security level). The simple
assignment (l := h + 3) is illegal, because the secret value contained in h will flow
to l, a public variable. In this case, any modification of h will induce a modification
of l, and thus enable any random user to guess the value of h. On the other hand, the
instruction: (h := l − 3) is legal, because the public variable does not depend on the
secret variable.

In the real world, security levels are not as simple as public and private. For
example, a root password to a server is supposed to be secret tomost of the employees,
but not to the system administrator and to the owner. The main issues in this case will
be: how to define the different levels of security in a system, and how to attach them
to data? For this purpose, security labels are used. A label attached to an object
specifies how to use the information in this object, by assigning a security level.
The set of all security labels in a system represent a security lattice. To insure that
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an information transmission is non-interferent, we have to make sure that it flows
to a more (or equally) restrictive target, from the confidentiality and integrity point
of view. Thereby, we are sure that any secret or sensitive information is taken into
consideration, not divulged to a party that is not allowed to handle it.

In the literature, many label models are defined, such as [12–14]. The model we
use in this work is inspired by the model defined in [13], that represents labels as a set
of tags. A tag is an opaque term that, taken individually, does not have any significant
meaning, but when attached to data, assigns to it a certain level of confidentiality or
integrity. A label l belonging to a set of security levels L, contains a couple of sets: S
(for Secrecy), representing the confidentiality level, and I (for Integrity), representing
the integrity level. Thereby, l = {S; I}.

Confidentiality Assigning a confidentiality tag j (j ∈ S) to an object o means that
o contains a private information with a level of confidentiality j. Any other object in
the system receiving an information flow from omust have at least the confidentiality
tag j.

Integrity The integrity level i (i ∈ I) of an object represents a guarantee of the
authenticity of the information in this object. It gives an idea to the receiver of the
object about which parties have tainted (modified) the information. Assigning i to
an object o represents an additional warranty, so the more integrity tags are attached
to o, the less reliable it is. Therefore, any object in the system that transmits an
information flow to o must have at least the integrity tag i.

Partial order relation The set of labels in a systems is governed by a partial
order relation can flow to, represented by the symbol ⊆. This relation orders labels
in the lattice, from the least restrictive to the most restrictive. It gathers two subset
relations: ⊆C and ⊆I

Fig. 2 Example of a
security lattice



176 M. Naceur and L. Sfaxi

• Having two labels l1 = {S1; I1} and l2 = {S2; I2}, l1 ⊆ l2 if and only if S1 ⊆C S2
and I1 ⊆I I2

• S1 ⊆C S2 if and only if ∀j1 ∈ S1, ∃j2 ∈ S2 where j1 = j2
• I1 ⊆I I2 if and only if ∀i2 ∈ I2, ∃i1 ∈ I1 where i1 = i2

The Fig. 2 shows an example of a security lattice, using security tags.
If two labels are not connected in the lattice, and no path allows to go from one

to the other (as for {j1; } and {j2; i}), they are considered incomparable, and noted:
l1 � l2 and l2 � l1.

3.2 Non-interference in Component-Based Distributed
Systems

Following the information flow in a centralized system can be quite tedious, and is
evenmore so in a distributed system. Among the existing solutions that consider non-
interference in distributed systems, some of them, as [6, 19], consider information
flow in a rather coarse granularity level, whichmay allow certain information leakage
due to implicit flows, and others, like [7, 18], although considering fine grained
information flow control, base the system distribution on security constraints rather
than on functional needs.

To avoid these drawbacks, [1] use the component-basedmodel to represent distrib-
uted systems. A component is a composition unit that can be deployed independently
and assembled with other components. Thanks to their modularity and loose cou-
pling, the development andmanagement of distributed systems are greatly simplified.
Each component contains several configuration interfaces (called attributes), server
and client ports for message exchange, and bindings defining its connections with
other components.

To check whether component-based systems are non-interferent, [1] suggest
affecting labels only to ports and attributes of a component, as shown in Fig. 3.
Information flows will then be considered from two points of view: intra-component
and inter-component.

Fig. 3 Assigning labels to a
component-based system
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• Intra-component security is checked for each component whose code is available,
by applying a tool called CIFIntra on its implementation. It will check whether
interferences exist in the code of the component.

• Inter-component security is checked for every binding in the system: a binding is
authorized between a port P1 and a port P2 if and only if label(P1) ⊆ label(P1).

This method is interesting in many ways:

• The security labels are assigned at a high level, while the non-interference is
checked at a very fine grain.

• Separating the functional behavior and the security behavior enables the separa-
tion of concerns, and allows multiple actors to continue their work without being
obliged to interfere with the area of expertise of one another. By actors, we mean
functional architect, security architect, developer and tester.

• The component model helps separating the internal behavior of the functional
units, and their interaction, thanks to the components’ interfaces. In this way,
we can proceed with testing the intra-component and inter-component behaviors
separately.

In fact, in our work, we are interested in testing the robustness of the inter-
component non-interference property of a given component-based distributed sys-
tem. The system representation is based on the model described in [1], but, unlike
them, we consider not only the static non-interference (labels assignment and verifi-
cation at compile-time), but also dynamic non-interference: if the security architect
decides to change the security configuration at runtime, how will the system react?
Will a statically non-interferent system remain non-interferent?

3.3 Non-interference and Downgrading

The non-interference property is very restrictive. In fact, it is impossible to find a real
system entirely non-interferent. For example, a simple password verification process
represents an interference, as the value of public output of the system (the server’s
response, whether the password is correct or not) depends on the private input (the
password). In some cases, like this one, an interference is considered mandatory, or
having a minor effect on the global security of the system. That’s why, a mechanism
must exist, showing which interferences are authorized. This mechanism is called
“downgrading” (more specifically, declassification for confidentiality and endorse-
ment for integrity). Downgrading a label means decreasing its security level, making
it less restrictive. In the case of confidentiality, declassification is done by removing
tags, since every tag adds more restrictiveness. Dually, endorsing an integrity label
means adding new integrity tags.
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4 Robustness Testing of Non-interferent Component-Based
Distributed Systems

4.1 Main Issues

Robustness testing enables to check whether an implementation under test (IUT)
can function correctly in the presence of invalid inputs or stressful environmental
conditions. Robustness testing is done by defining a set of controlled inputs that may
be either valid or invalid which allow the tester to know exactly what to expect. In the
case of an initially non-interferent component-based system, we need to ensure that
the system is still non-interferent under invalid entries. So, assigning or modifying
the label of a communication port can be considered dangerous, if it produces an
interference, that is, a forbidden interference.

We distinguish several types of attacks: passive or active. On the one hand, passive
attackers are able to observe the state of a computational system as it evolves. On the
other hand, active attackers are able not only to observe the behavior of the system but
also to modify it. An attack can also be internal or external to the system. In our case,
we start by studying the dynamic behavior of a component-based system if faced
with an active internal attack. If we consider a distributed system that is initially non-
interferent, many events that occur during its execution can induce information flow
leaks: the replacement of a faulty component, the addition or removal of a binding,
the modification of the security configuration…. In our case study, we consider this
latter (modification of the security configuration), more precisely the modification of
a component’s security label, as being the “invalid input” to be tested. Furthermore,
we consider the case of a centralized security model, which means that the security
configuration is defined and controlled by a central entity, the Security Architect.

To summarize, the attack we are considering is internal, because the attacker is
the Security Architect, a legal actor in the system; and active, as this architect will
change some of the security labels, whether intentionally or unintentionally.

4.2 Concepts Modeling

We introduce the concepts and notations used throughout the paper. We used Uppaal
[17], a real-time systems’ validation tool. It is designed in order to verify system
operations such as protocols or multimedia applications modeled as Network of
Timed Automata (NTA).

4.2.1 Component-Based System

A component-based system (CBS) is described as an NTA. CBS is composed of a
set of components. Each component is modeled as a timed automata (TA) [2]. In
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the following, we use X to denote the set of clocks which are incremented when
components exchange messages. A TA is a tuple defined as follows:

TA = (Q, q0, X, Act, E, I)

where: Q is a finite set of locations in which a component is at runtime, q0 is the
initial location where a component has not yet started the exchange of messages,
Act = ActIn ∪ ActOut ∪ {τ } is a finite set of input actions (denoted by message?:
receiving a message), output actions (denoted by message!: sending a message) and
un-observable actions ξ , E ⊆ Q × Act × G(X) × 2X × Q is the set of transitions
between locations with actions, a guard and a set of clocks to be reset and I : Q →
G(X) assigns invariants to locations if necessary. A state of the NTA is defined by
locations of all TAs, the clock values, and discrete variables and denoted as follow:
q = (q1, . . . , qn). Every TA may fire a transition separately or synchronize with
another TA, which leads to a new location. The semantics of an NTA is defined as a
labeled transition system (SQ, s0, ↪→), where SQ = (Q1 × · · · × Qn) × RX is the set
of states, s0 = (q0, u0) is the initial state and ↪→⊆ S × S is the transition relation.

4.2.2 Security Configuration

To assign the security configuration to a component-based system, we use discrete
variables. To do this, five matrices are defined: BIND (port × port), where a cell
(p1, p2) indicates if a binding between p1 and p2 exists; Integrity (tag × port), used
to assign an integrity label to a port. A label being a set of tags, each cell (ti, p) of
the matrix indicates if the tag ti exists in the label of p; Confidentiality (tag × port),
where a cell (tc, p) indicates if the confidentiality tag tc exists in the confidentiality
label of p; B_A_I (binding× tag), where a cell (b, ti) indicates if the endorsement of
the integrity tag ti is authorized for the binding b and B_A_C (binding× tag), where
a cell (b, tc) indicates if the declassification of the confidentiality tag tc is authorized
for the binding b.

4.2.3 The Attack

An Attack is also defined as a TA as follows:

Attack = (QA, qA
0 , X, ActA, EA, IA)

Anattack is launched after the initialization phase. In our case, every time the architect
changes the security labels at runtime, the system checks if this change causes an
interference. If it’s the case, the binding (or bindings) concernedwith the interference
is (are) broken.Nevertheless, a brokenbinding canbeof no consequence to the normal
execution of the system, if this binding is not used after the attack is triggered. That’s
why the system will be considered interferent if and only if a component tries to use
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a broken binding. In that case, every other actor of the system is notified that there
is an interference, and the execution is stopped.

5 Application to a Simple Use-Case

Let’s take for example two components representing respectively a developer and
a tester (illustrated in Fig. 4). The developer writes a code snippet, sends it to the
tester (via BIND1), who tests it. If a bug is detected, the tester sends the bug type
and description to the developer (via BIND2), that fixes it and sends the code back
to the tester for validation (via BIND3). Each time a component sends a message,
the clock value is incremented.

5.1 Security Configuration

A security label is assigned to each port of each component. We consider here four
tags:

• dc: confidentiality tag, assigned to each data that contains a secret of the developer.
• tc: confidentiality tag, assigned to each data that contains a secret of the tester.
• di: integrity tag, assigned to each data that can be modified by the developer.
• ti: integrity tag, assigned to each data that can be modified by the tester.

According to these tags and to the definition of our label model defined in Sect. 3.1,
a data that has both the confidentiality tags dc and tc is more restrictive than the one
having only one of the tags, because it contains both secrets. Dually, a data having
integrity tags di and ti is less restrictive that the one having only ti, because it can be
altered by more actors, thus being less reliable.

The Fig. 5 shows the resulting matrices: BIND, Integrity and Confidentiality.
Initially, the security configuration is defined as follows:

• All the exchanged messages have the confidentiality level dc,tc, as the codes and
the test results can be viewed by both the developer and the tester.

Fig. 4 A simple component based system
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Fig. 5 BIND, confidentiality and integrity matrices

Fig. 6 B_A_I and B_A_C
matrices

• The codes sent to the tester can only be altered by the developer (hence the di tag).
• The test results (bugs) can only be altered by the tester (ti tag).

On the other hand, for our first test, we consider that the matrices B_A_I and
B_A_C are filled with zeros, as represented in the Fig. 6. Indeed, we consider that,
at first, no downgrading is authorized.

5.2 Nominal Specification of the Use-Case

The nominal specification of the IUT is modeled by an NTA (Fig. 7), composed of
three TAs:

• Nominal_Architect = (QNA, qNA
0 , X, ActNA, ENA, INA): represents the behavior of

the security architect, where QNA = {INIT, BEGIN}, qNA
0 = {INIT}, ActNA = {∅},

ENA = {(INIT, Initialization(), BEGIN)} meanning that the architect reaches the
BEGIN location after initializing the configuration matrices and INA = {∅}.

• Nominal_Developer = (QND, qND
0 , X, ActND, END, IND): represents the compo-

nent Developer in its nominal behavior, where QND = {INIT, SEND, RECEIVE},
qND
0 = {INIT}, ActND = {BIND1!, BIND2?, BIND3!}, END = {(INIT, BIND1!,
SEND), (SEND, BIND2?, RECEIVE), (RECEIVE, BIND3!, INIT)} and
IND = {∅}.
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Fig. 7 Nominal specification. a Nominal architect, b Nominal developer, c Nominal tester

• Nominal_Tester = (QNT , qNT
0 , X, ActNT , ENT , INT ): represents the Tester behav-

ior, and defines the same locations as the developer, but with dual actions, where
QNT = {INIT, RECEIVE, SEND}, qNT

0 = {INIT}, ActNT = {BIND1?, BIND2!,
BIND3?}, ENT = {(INIT, BIND1?, RECEIVE), (RECEIVE, BIND2!, SEND),
(SEND, BIND3?, INIT)} and INT = {∅}.
It is defined as follows:

NTANS = (QNS, qNS
0 , X, ActNS, ENS, INS)

where QNS = QNA ∪ QND ∪ QNT is the set of vectors, qNS
0 =(qNA

0 , qND
0 , qNT

0 ) is
the initial vector, ActNS = ActNA ∪ ActND ∪ ActNT the set of actions of CBS and
ENS = ENA ∪ END ∪ ENT .

5.3 Increased Specification

A robustness requirement aims at ensuring that the system will always be non-
interferent under non nominal execution conditions. So, we increase the nominal
specification by adding suspension traces. The first step done by the architect is to
check the initial security configuration for any interferences, before authorizing the
execution. If there is no attack, or if the attack is authorized, the behavior of the
network is almost the same as the one in nominal conditions. The only difference
is that each component has to check if a binding is valid before crossing it. In our
system, we add three locations to the nominal specification of the architect (Fig. 8),
which are:

• CHECK, where the architect checks if there is an interference,
• ATTACK, where the architect simulates an attack,
• INTERFERENCE, to which the system evolves if an interference is identified.
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Fig. 8 Increased architect

The TA corresponding to the increased architect becomes:

Increased_Architect = (QIA, qIA
0 , X, ActIA, EIA, IIA)

It represents the behavior of the active internal attack causing by the architect, where
QIA = {INIT, BEGIN, CHECK, ATTACK, INTERFERENCE}, ActIA = {INTER?},
qIA
0 = qNA

0 and EIA = {(INIT, Initialization(), BEGIN), (BEGIN, VerifInter(),
CHECK), (CHECK, Attack(Time), ATTACK), (ATTACK, VerifInter(), CHECK),
(ATTACK / CHECK, INTER?, INTERFERENCE)}.

We also add suspension traces to the specification of components. A location
“Interference” is added: if this component tries to cross a broken binding, it moves
to this location and broadcasts an alert (INTER) to the other actors of the system.
The latters, when receiving the alert, move to their “Interference” locations. Figure9
shows the TA corresponding to the Increased Developer in a hostile environment.

Fig. 9 Increased developer
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The TA corresponding to the increased Developer becomes:

Increased_Developer = (QID, qID
0 , X, ActID, EID, IID)

It represents the behavior of the Developer in a hostile environment, where QID =
{INIT, SEND, RECEIVE, Interference}, ActID = {INTER!, INTER?}, qID

0 = qND
0

and EID = {EID ∪ (INIT/RECEIVE, INTER!, Interference) ∪ (SEND, INTER?,
Interference) }.

The TA corresponding to the increased Tester becomes:

Increased_Testesr = (QIT , qIT
0 , X, ActIT , EIT , IIT )

It represents the behavior of the Tester in a hostile environment, where QIT = {INIT,
RECEIVE, SEND, Interference}, ActIT = {INTER!, INTER?}, qIT

0 = qNT
0 and

EIT = {EIT ∪ (INIT/SEND, INTER!, Interference) ∪ (RECEIVE, INTER?, Inter-
ference) }.

All TAs, assembled together, represent the increased specification. When an
attack is produced, the architect creates two other matrices: Integrity Attack Matrix
IA(port × tag) and Confidentiality Attack Matrix CA(port × tag), where it speci-
fies the new values of the labels. An attack is produced by the architect at a certain
time, while crossing the transition leading to the location ATTACK. We define the
increased specification using the following formula:

NTAIS = Increased_Architect ∪ Increased_Developer ∪ Increaseed_Tester

5.4 Synchronous Product

An RTP is intended to check if the system is behaving in a correct way. In our
example, it helps to observe the consequences of an attack generated at a given time,
and check whether it leads to an interference. A set of reachability properties is
defined, as for example the property : E<> interf_attack==i, that means: “Is there
a path from the initial state where a given attack i always causes an interference?”.

Once the adequate reachability properties chosen, we model the RTP using a TA
with three locations: INIT , Accept and Reject. The Reject location means that the
RTP is not accepted by the system. In this case, all attacks creating an interference
lead the RTP to the state Reject. Otherwise, the RTP reaches the state Accept. It is
modeled as follows:

RTP = (QRTP, q0RTP, X, ActRTP, ERTP, IRTP)

Where QRTP = {INIT, Accept, Reject}, qRTP
0 = {INIT}, ActRTP = {INTER?},

ERTP ={(INIT, Interf _attack == 1, Reject), (INIT, Interf _attack == 0, Accept)}
and IRTP = ∅. Figure10 represents theTAcorresponding to a robustness test purpose.



Applying RoBuSt Method for Robustness Testing … 185

Fig. 10 Robustness test purpose

Intuitively, a synchronous product is obtained by combining the increased spec-
ification and the RTP. It contains all the execution sequences that may be produced
either if there is an attack or not.

A synchronous product is defined by Syn such as:

Syn = NTAIS ⊗ RTP

Where QSyn = {(q1, q2) | q1 ∈ QIS , q2 ∈ QRTP }, qSyn
0 = (qIS

O , qRTP
0 ), XSyn = X,

ActSyn = ActIS ∪ ActRTP, ESyn = EIS ∪ ERTP and ISyn = ∅.

5.5 Generation and Execution of Robustness Test Cases
from the Synchronous Product

Robustness test cases (RTCs) are a set of conditions under which a tester will deter-
mine whether a system is working correctly or not. RTCs are generated from the
synchronous product. An RTC announces if the system is “Robust” or “NotRobust”
against unexpected attacks. It is defined as an execution sequence which is a finite
path in the labeled transition system of the synchronous product with an observation
clock that records the global elapsed time since the beginning of the computation.
Formally, RTC is defined as follows:

RTC = (s0, 0) ↪→ (s1, τ1) ↪→ . . . ↪→ (sn, τn),

where si = (qi, νi) and τi−1 ≤ τi for i = 1 . . . n where s is a state in the synchronous
product and τ is a time value. With Uppaal [17], an RTC is a message Sequence
Chart (MSC) generated when starting the simulator. MSC represents an execution
sequence, starting from the initial location of the synchronous product and ending
by a deadlock location where the RTP stops in one of the two locations Accept or
Reject.

In our use case, we suppose that, while the system is running, the security architect
chooses to allow the component “tester” to modify the code he receives from the
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Fig. 11 Non-robust test case

component “developer”, in order to perform some unit tests. To do so, he adds the
integrity tag ti to the port P21, throughwhich the component “tester” receives the code
from the “developer”. This modification represents a runtime attack, and the system
tries to check if this attack can be harmful. This is the case when the destination port
of the binding becomes more restrictive than the source port, and if an endorsement
is not allowed for this port.

This RTC is represented by the MSC of the Fig. 11.

5.6 Verdicts

Finally,we extractRTCs that satisfy theRTP.The test case execution delivers a verdict
that is either “the system is robust” (for example: RTC stops at INIT locations for all
components) or “the system is not robust” (for example: RTC reaches the Interference
location for all components).

In the case of the non-interference property, a Not Robust verdict is obtained if the
attack causes an interferent information flow. For each binding, we check if the attack
causes an interference, i.e. if the label of the client port is not less restrictive than
that of the server port. If it’s the case, it checks if this interference is an authorized
one, i.e. if downgrading the tag causing the interference is authorized for the binding
in question, by consulting the matrices B_A_I and B_A_C. If it’s not, the binding is
broken, and the attack number and time are stored. However, the components are not
aware of the attacks the architect is generating. They are affected by an attack only
if it generates a forbidden interference that breaks a binding they are about to cross.
This is why, not only the label change is important, but also its occurrence time: the
same attack can be innocuous if produced after the targeted binding is crossed.
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In our example, represented by the Fig. 11, the verdict is that the system is not
robust. In fact, the message, sent from the port P11 (with an integrity tag di) flows
to the port P21 (with the modified integrity tag di,ti), which is less restrictive. In this
case, an interference is detected. The system then checks the matrix B_A_I to see if
the endorsement of the tag ti is allowed for the binding BIND1, which is not. This
binding is then broken, and the system moves to the “interference” state the next
time the developer tries to send a code to the tester via BIND1. If we suppose that
the value of the cell (BIND1,ti) in the matrix B_A_I is “1”, the system considers
that the endorsement of the tag ti for the binding BIND1 is allowed, and the input is
considered valid.

6 Conclusion

Robustness testing can be a very efficient way to detect the interference problems
that can occur at compile or run-time, even before the deployment of the system.
In order to test the robustness of the non-interference property for component-based
systems, we applied RoBuSt, an approach that allows us to automatically generate
robustness test cases. The obtained set of robustness test cases checks whether this
type of systems is robust regarding to dynamic security level changes or not. When
executing several tests on our running example, we noticed that a supposedly non-
interferent attack can become interferent when coupled with other attacks. Indeed,
the verdict of robustness testing does not only depend on the action performed by an
attack, but also on the time of its occurrence, and the order of the preceding attacks.

In this work, we considered only inter-component interference checking. How-
ever, interferences happen mainly in the implementation of each component. That’s
why our next target is to test the robustness of component-based systems at both the
inter-component and intra-component level. On the other hand, robustness testing
can help us be even more expressive: instead of determining if a label change is
interferent or not, it would be more realistic to determine how harmful an interfer-
ence can be for the whole system, and instead of having only two verdicts (robust or
not-robust), we should have several shades of robustness levels.
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An Improved Multi-SOM Algorithm
for Determining the Optimal Number
of Clusters

Imèn Khanchouch, Malika Charrad and Mohamed Limam

Abstract The interpretation of the quality of clusters and the determination of the
optimal number of clusters is still a crucial problem in cluster Analysis. In this paper,
we focus in on multi-SOM clustering approach which overcomes the problem of
extracting the number of clusters from the SOMmap through the use of a clustering
validity index. We test the multi-SOM algorithm using real and artificial data sets
with different evaluation criteria not used previously such as Davies Bouldin index,
and Silhouette index. The multi-SOM algorithm is compared to k-means and Birch
methods. Results developed with R language show that it is more efficient than
classical clustering methods.

Keywords Clustering · SOM · Multi-SOM · DB index · Dunn index · Silhouette
index

1 Introduction

Clustering is considered as one of the most important tasks in data mining. It is a
process of grouping similar objects or elements of data set into classes called clusters.

The main idea of clustering is to partition a given set of data points into groups of
similar objects where the notion of similarity is defined by a distance function. In the
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literature there are many clustering methods such as hierarchical, partition-based,
density-based and neural networks (NN) and each one has its advantages and limits.

We focus on neural networks especially Self Organizing Map (SOM) method.
SOM is proposed by [1], it is the most widely used neural network method based on
an unsupervised learning technique.

SOM method aims to reduce a high dimensional data to a low dimensional grid
by mapping similar data elements together. This grid is used to visualize the whole
data set. However, SOM method suffers from the delimitation of clusters, since its
main function is to visualize data in the form of a map and not to return a specified
number of clusters. That’s why a multi-SOM approach has been proposed by [2] to
overcome this limit. To return the optimal number of clusters, [3] integrated a cluster
validity index called Dynamic Validity Index (DVI) into the multi-SOM algorithm.
Then, it is interesting to test this algorithm with other existing validity criteria.

In this paper, we study the existing clustering evaluation criteria and test multi-
SOM with different validity indexes, then compare it with a partitioning and a hier-
archical clustering method. We used R as a statistical tool to develop the multi-SOM
algorithm. The rest of this paper is structured as follows. Section2 describes different
clustering approaches. Section3 details themulti-SOMapproach and provides a liter-
ature review. Clustering evaluation criteria are given in Sect. 4. Finally, a conclusion
and some future work are given in Sect. 5.

2 Clustering Methods

2.1 Hierarchical Methods

Hierarchical methods aim to build a hierarchy of clusters with many levels. There
are two types of hierarchical clustering approaches namely agglomerative methods
(bottom–up) and divisive methods (Top–down).

Divisive methods begin with a sample of data as one cluster and successively
divide clusters as objects. However, the clustering in the agglomerative methods
start by many data objects taken as clusters and are successively joined two by two
until obtaining a single partition containing all objects.

The output of hierarchical methods is a tree structure called a dendrogram which
is very large and may include incorrect information. Several hierarchical clustering
methods have been proposed such as: CURE [4], BIRCH [5], andCHAMELEON[6].

2.2 Partitioning Methods

Partitioning methods divide the data set into disjoint partitions where each partition
represents a cluster. Clusters are formed to optimize an objective partitioning crite-
rion, often called a similarity function, such as distance. Each cluster is represented
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by a centroid or a representative cluster. Partitioning methods such as K-means [7],
and PAM [8], suffer from the sensitivity of initialization. Actually, inappropriate
initialization may lead to bad results.

2.3 Density-Based Methods

Density-based clustering methods aim to discover clusters with different shapes.
They are based on the assumption that regions with high density constitute clusters,
which are separated by regions with low density. They are based on the concept of
cloud of points with higher density where the neighborhoods of a point are defined
by a threshold of distance or number of nearest neighbors. Several density-based
clustering methods have been proposed such as: DBSCAN [9] and OPTICS [10].

2.4 Neural Networks

NN are complex systems with high degree of interconnected neurons. Unlike the
hierarchical and partitioning clusteringmethodsNNcontainsmany nodes or artificial
neurons so it can accept a large number of high dimensional data. Many neuronal
clustering methods exist such as SOM and Neural Gas.

In the training process, the nodes compete to be the most similar to the input
vector node. Euclidean distance is commonly used to measure distances between
input vectors and output nodes’ weights. The node with the minimum distance is the
winner, also knownas theBestMatchingUnit (BMU).The latter is a SOMunit having
the closest weight to the current input vector after calculating the Euclidean distance
from each existing weight vector to the chosen input record. Therefore, the neighbors
of the BMU on the map are determined and adjusted. The main function of SOM is
to map the input data from a high dimensional space to a lower dimensional one. It is
appropriate for visualization of high-dimensional data allowing a reduction of data
and its complexity. However, SOM map is insufficient to define the boundaries of
each cluster since there is no clear separation of data items. Thus, extracting partitions
from SOM grid is a crucial task. In fact, SOM output does not automatically give
partitions, but its major function is to visualize a low dimensional map reduced from
a high dimensional input data. Also, SOM initializes the topology and the size of the
grid where the choice of the size is very sensitive to the generalization of the method.
Hence, we extend multi-SOM to overcome these shortcomings and give the optimal
number of clusters without any initialization.
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3 Multi-SOM Method

3.1 Definition

The multi-SOM is an unsupervised method introduced by [1]. Its main idea is the
superposition and the communication betweenmanySOMmaps. It builds a hierarchy
of SOM maps as shown in Fig. 1.

The input data are firstly clustered using the SOM. Then, other levels of data are
clustered iteratively based on the first SOM grid. Clusters are extracted from each
SOM grid by calculating the DB index.

We proposed to start with a SOM grid of 6 ∗ 6. The size of the maps decreases
gradually since the optimal number of clusters is obtained in the last layer. Each
grid gathers similar elements into groups from the previous layer. This approach can
overcome the problem of cluster determination of the SOM grid.

Fig. 1 Multi-SOM architecture
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3.2 Literature Review

The Multi-SOM method was firstly introduced by [1] for scientific and technical
information analysis specifically for patenting transgenic plant to improve the resis-
tance of the plants to pathogen agents.

Reference [1] proposed an extension of SOM called multi-SOM to introduce the
notion of viewpoints into the information analysis with its multiple maps visualiza-
tion and dynamicity. A viewpoint is defined as a partition of the analyst reasoning.

The objects in a partition could be homogenous or heterogeneous and not nec-
essary similar. However objects in a cluster are similar and homogenous where a
criterion of similarity is inevitably used. Each map in multi-SOM represents a view-
point and the information in each map is represented by nodes (classes) and logical
areas (group of classes).

Reference [11] applied multi-SOM on an iconographic database. Iconographic
is the collected representation illustrating a subject which can be an image or a
document text. Then, multi-SOM model is applied in the domain of patent analysis
in [12, 13], where a patent is an official document conferring a right. The experiments
use a database of one thousand patents about oil engineering technology and indicate
the efficiency of viewpoint oriented analysis, where selected viewpoints correspond
to; uses advantages, patentees and titles of patents.

Reference [2] applied multi-SOM algorithm to macrophage gene expression
analysis. Their proposed algorithm overcomes some weaknesses of clustering meth-
ods which are the cluster number estimation in partitioning methods and the delimi-
tation of partitions from the output grid of SOMalgorithm. The idea of [2] consists on
obtaining compact and well separated clusters using an evaluation criterion namely
DVI. The DVI metric is derived from compactness and separation properties. Thus,
compactness and separation are two criteria to evaluate clustering quality and to
select the optimal clustering layer.

Reference [14] applied multi-SOM to real data sets to improve multi-SOM algo-
rithm introduced by [2].

3.3 The Proposed Algorithm

Our proposed algorithm aims to find the optimal clusters using the DB index as an
evaluation criterion instead of DVI in the algorithm of [3]. We chose to use in this
work the DB index because it is similar to DVI since lower values they indicate both,
better clustering quality is obtained. DB index is well used in many works and it
belongs to the same group of internal criteria which is based on the compactness and
separation of the clusters. However, DVI index uses several operations unlike DB
index which reduces the memory space and the number of iterations.

First, the whole dataset is introduced as input to the multi-SOM algorithm in the
first step to be clustered by SOM and the output is the first SOM grid SOM1 that
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will be partitioned. We have to mention the size of the first SOM map in advance
namely the grid height Hs and the grid widthWs. The multi-SOM algorithm uses the
function Batchmap proposed by [15] which is a version of SOMKohonen algorithm;
it is faster than SOM in the training. Then, we proceed to the second step which is
the clustering of the SOM map so the size of the grid decreases iteratively from a
level to another and we compute the DB index at each level and compare therefore
different maps until we obtain the optimal number of clusters which is the minimal
value of DB index.

The number of neurons decreases iteratively from a grid to another even the DB
index. Also we proposed another termination criterion to avoid useless computation
and iterations instead of stopping the training when only one neuron is found in the
algorithm of [3]. Hence, we stop the training at the level when the DB index takes
its minimum value and the optimal number of clusters is found.

The different steps of our algorithm are given as follow:
s: is the SOM layer current number
Hs: the SOMs grid height
Ws: the SOMs grid width
Is: the input of SOMs
max_it: the maximal iterations number for training the SOM grids
Input: W1, H1, I1
Output: Optimal cluster number

Begin

• Step1: Clustering data by SOM
s = 1;
Batch SOM (W1, H1, I1, max_it);
Compute DB index;
s = s+1;
• Step2: Clustering of the SOM and cluster delimitation
Hs = Hs - 1;
Ws = Ws - 1;
Repeat
Batch SOM (W1, H1, I1, max_it);
Compute DB index on each SOM grid;
s=s+1;
Until (DBs < DBs+1);
Return (Data partitions, optimal cluster number);
End
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4 Clustering Evaluation Criteria

The main problem in clustering is to determine the ideal number of clusters. Thus,
cluster evaluation is usually used.

In fact, many techniques and measures are used to test the quality of the clusters
obtained as output data.

There are three categories of cluster evaluation namely: External validity mea-
sures, internal validity measures and relative validity measures.

• External criteria are based on the prior knowledge about data. They measure the
similarity between clusters and a partition model. It is equivalent to have a labeled
dataset. Many external criteria are cited in the literature like purity, entropy and
F-measure.

• Relative criteria are based on the comparison of two different clusters or clustering
results. The most known index is: SD index proposed by [16].

• Internal criteria are often based on compactness and separation. That’s why in this
work we focus on the internal validity indexes to check the quality of clusters.

Compactness is assessed by the intra-distance variabilitywhich should beminimized.
Separation is assessed by the inter-distance between two clusters which should be
maximized.

Many internal criteria exist such as: DB, Dunn, Silhouette, C, CH, DVI, etc. But,
we focus on the following indexes:

• Davies-Bouldin (DB)

DB is proposed by [17], and given by:

DB = 1

c

∑c

i=1
maxi �=j

{
d (Xi) + d

(
Xj

)
d

(
ci, cj

)
}

(1)

where c defines the number of clusters, i and j are the clusters, d(Xi) and d(Xj) are
distances between all objects in clusters i and j to their respective cluster centroids,
and d (ci, cj) is the distance between these two centroids. Small values of DB index
indicate good clustering quality.

• Dunn Index (DI)

DI is proposed by [18], and given by:

DI = min1≤i≤c

{
min

{
d

(
ci, cj

)
max1≤k≤c(d (Xk))

}}
(2)

where d(ci, cj) denotes the distance between ci and cj.
d(Xk) represents the intra-cluster distance of the cluster Xk and c is the cluster

number of the dataset. Larger values of DI indicate better clustering quality.
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• Dynamic Validity Index (DVI)

TheDVImetric is introduced by [19], derived fromcompactness and separation prop-
erties. It considers both the intra-distance and the inter-distance which are defined
as follows:

DV I = mink=1...K {IntraRatio (k) + γ InterRatio (k)} (3)

IntraRatio(l) = Intra (l)

MaxIntra (l)
(4)

InterRatio(l) = Inter (l)

MaxInter (l)
(5)

where l is the layer of each grid and:

MaxIntra = maxl∈{1..L} (Intra (l)) (6)

Intra (l) = 1

N

∑kl
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x∈Ci
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MaxInter = maxl∈{1..L} (Inter (l)) (8)
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∑kl
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⎞
⎠

where N is the number of data samples, Zi and Zj represent the reference vectors of
nodes i and j, γ is a modulating parameter and l denotes a given layer of a SOM grid.

The optimal number of clusters is determined by the minimal value of DVI in
each level.

• Silhouette

This measure, introduced by [20], is defined by:

S = b (i) − a (i)

max {a (i) , b (i)} (9)

where a (i) is the average distance between the ith sample and all samples included
inXj, b (j) is the minimum average distance between the ith and all samples clustered
in Xk (� = 1 . . . �;� �= �). Larger values of Silhouette index indicate better
clustering quality.
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5 Experiments

In this section, we carry out the evaluation of the multi-SOM algorithm on artificial
and real data setswith different clustering validity indexes as shown inTables1 and 2.

5.1 Artificial Data Sets

The artificial data sets used contain 2, 3, 5, or 8 distinct non overlapping clusters.
The data sets consist of a total of 300 points each. The clusters are embedded in a 2,
3 or 8 dimensional Euclidean space and have curves, circles, rectangles or ellipses
shapes. The actual distribution of the points within clusters followed multivariate
normal distribution.

5.2 Real Data Sets

Wine [21] is the real data set used in this paper. It is the result of a chemical analysis
of wines derived from 3 different cultivars so this analysis determines the quantities
of 13 constituents found in each of the three types of wines which are: Alcohol,Malic
acid, Ash, Alcalinity of ash, Magnesium and total phenols.

5.3 Evaluation of Experimental Results

We use 6 ∗ 6 as the dimension of the SOM map for the first SOM grid and we use R
statistical language to test the clustering methods with different validity indices.

The number of classes inWine data set is equal to 3 which is equal to the obtained
number of clusters with multi-SOM method. Then, the obtained number of clusters

Table 1 Evaluation of the multi-som algorithm on Wine data set

Method The obtained
number of
clusters

Optimal values of indexes

DB Silhouette Dunn

Multi-SOM 3 0.4 0.63 0.56

K-means 5 0.49 0.55 0.53

Birch 4 0.51 0.29 0.44
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Table 2 Evaluation of the multi-som algorithm on artificial data sets

Method The obtained
number of
clusters

DB Silhouette Dunn

Circular Datasets Smpcircles (C2)

Multi-SOM 2 0.41 0.38 0.47

K-means 2 0.58 0.22 0.39

Birch 2 0.69 0.55 0.52

Smpcircles (C3)

Multi-SOM 3 0.35 0.26 0.66

K-means 2 0.44 0.22 0.47

Birch 2 0.44 0.21 0.41

Smpcircles (C5)

Multi-SOM 5 0.4 0.36 0.488

K-means 4 0.42 0.32 0.45

Birch 3 0.61 0.28 0.33

Smpcircles (C8)

Multi-SOM 8 0.33 0.28 0.44

K-means 7 0.51 0.16 0.41

Birch 6 0.53 0.15 0.38

Rectangular
Datasets

Smprect (R2)

Multi-SOM 2 0.27 0.25 0.64

K-means 2 0.38 0.53 0.72

Birch 2 0.46 0.61 0.74

Smprect (R3)

Multi-SOM 3 0.43 0.27 0.44

K-means 2 0.45 0.39 0.48

Birch 2 0.51 0.51 0.56

Smprect (R5)

Multi-SOM 5 0.47 0.26 0.72

K-means 5 0.61 0.24 0.66

Birch 3 0.58 0.22 0.61

Smprect (R8)

Multi-SOM 8 0.22 0.34 0.57

K-means 6 0.43 0.27 0.49

Birch 6 0.44 0.26 0.45

Elliptical
Datasets

SmEllip (E2)

Multi-SOM 2 0.43 0.26 0.42

K-means 2 0.46 0.25 0.37

Birch 2 0.52 0.2 0.26

(continued)
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Table 2 (continued)

Method The obtained
number of
clusters

DB Silhouette Dunn

SmEllip (E3)

Multi-SOM 3 0.34 0.28 0.54

K-means 2 0.45 0.21 0.41

Birch 3 0.47 0.13 0.22

SmEllip (E5)

Multi-SOM 5 0.39 0.37 0.49

K-means 4 0.55 0.35 0.45

Birch 3 0.4 0.33 0.39

SmEllip (E8)

Multi-SOM 8 0.38 0.21 0.73

K-means 7 0.4 0.12 0.71

Birch 6 0.507 0.11 0.67

by k-means method is 5 and by Birch is 4, so we conclude that the correct number
of clusters is obtained by multi-SOM as shown in Table1.

The value of DB index in Tables1 and 2 corresponds to the minimal value in
different levels of SOM maps. However, the value of silhouette and Dunn index
correspond to the maximal value of each one since larger values of DI and Silhouette
index indicate better clustering quality.

Using Wine data set, Silhouette index with the value of 0.63 is better than Dunn
since the larger value of both Dunn and Silhouette indicates better clustering quality
as shown in Table1.

In Fig. 2, we notice that the optimal number of clusters using Wine data set is
corresponding to the minimal value of DB and DVI index which are 0.4 and 0.11.
However, in Fig. 3 the optimal number of clusters corresponds to the maximum value
of Silhouette and Dunn index which are: 0.63 and 0.56.

Fig. 2 Variation of DB and
DVIndex
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Fig. 3 Variation of Dunn
and Silhouette index

Thus, we might simply conclude that DVI is more efficient than DB index and
silhouette is more efficient than Dunn index.

6 Conclusion

Classical clusteringmethods are developedby [22] to test 30 different validity indexes
using R language.

Different clustering validity indexes are needed to assess the quality of clusters
on each SOM grid. Compared with other classical clustering methods, multi-SOM
is more efficient for the determination of the optimal number of clusters.

It could be applied to a wide variety of high dimensional data sets such as medical
and banking data.

As a future work we will apply multi-SOM algorithm for Market Segmentation.
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1 Introduction

Systems are commonly modelled by means of transition systems such as finite
automata, timed automata, etc. System formal verification as well as model-based
test generation, that are very active research areas, rely on exploiting these models.
This paper is about generating tests from the model of timed pushdown automata [1]
with inputs and outputs (TPAIO).

Timed automata (TA) are equipped with a finite set of real-valued clocks. They
have been introduced by Alur and Dill [2], and have become a standard for modelling
real-time systems. Pushdown automata (PA) [3] are equipped with a stack, and can
be used for modelling recursive systems. The model of TPAIO, by including both a
stack and some clocks, can model recursive systems with inputs and outputs whose
execution is in a real time context.

Test generation from TPAIO could apply to industrial case studies such as that
of [6], that defines automatic synthesis of robust and optimal controllers. These kinds
of controllers operate on variables that are constantly growing in real-time, such as
oil pressure etc. As shown in [16], this system can be modelled as a recursive timed
automaton with a safety critical objective. Benerecetti et al. [4] argues that timed
recursive state machines are related to an extension of pushdown timed automata,
where an additional stack, coupled with the standard control stack, is used to store
temporal valuations of clocks. Therefore, the system of [6] can be modelled by
means of a TPAIO. Also, TPAIO can serve as a model for the verification of real-time
distributed systems, as quoted in [4].

We propose in this paper an approach for computing offline tests from a TPAIO
model. Offline tests, contrarily to online tests that are dynamically computed along
an execution, are first extracted out of the model as a set of abstract executions, to
be subsequently executed on the system. We focus in this paper on testing recursive
deterministic programs without inputs.

We propose a new approach for conformance testing of TPAIO, aiming at covering
its reachable locations and transitions. The idea is to deal successively with the clock
and stack constraints that could prevent a location from being reachable. Location
reachability in TPAIO is decidable [1, 5], and time exponential [7].

Our first contribution is the construction of a timed pushdown tester with inputs
and outputs (TPTIO) of the TPAIO, by adapting the determinization method of [12]
(for timed IO automata with no stack) to the TPAIO case. Even in the restricted
framework of deterministic programs, this step is useful as it produces a model
with one single clock reset after each transition, in which locations reachability has
been verified w.r.t. the satisfiability of the clock constraints. Additionally, this will
facilitate a future extension of the method to the case of non-deterministic TPAIO.
Fail verdicts are added as special locations to this determinized TPAIO: they model
the observation of timeouts or of unspecified stack and output actions.

Locations reachability has further to be verified w.r.t. the stack constraints. Finkel
et al. propose in [10] a polynomialmethod for checking locations reachability in aPA.
It relies on a set of rules that compute, in the shape of a finite automaton, a reachability
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automaton (RA) from a PA. As a second contribution we propose, following them, to
adapt the rules to the TPAIO case, with a transition coverage criterion. We compute
an RA whose transitions are all related to one path of the TPTIO. The paths are used
to extract a set of tests out of the original TPAIO: we expand the paths that reach a
final location from an initial one with an empty stack. This computes a set of test
cases from a TPAIO.

To summarize, our contributions are to: (i) define tpioco: a conformance relation
for theTPAIOmodel; (ii) adapt the determinizationmethod of [12] to obtain aTPTIO;
(iii) compute an RA where any transition is labelled with a path of a TPTIO, by
adapting the reachability computation of [10]; (iv) generate test cases by covering the
reachable locations and transitions of the TPAIO. To our knowledge these problems,
solved for the TA [12] and PA [10], have not been handled for the TPAIO yet.

The paper is organized as follows. Section2 presents the TA model and the timed
input-output conformance relation tioco. Our model of TPAIO is presented in Sect. 3,
together with a TPAIO conformance relation. Our TPAIO test generation method is
presented in Sect. 4. We discuss the soundness, incompleteness and coverage of our
method in Sect. 5. We conclude and indicate future works in Sect. 6.

2 Background

This section defines TA and a timed input-output conformance relation.

2.1 Timed Automata

Let Grd(X) be the language of clock guards defined as conjunctions of expressions x
� nwhere x is a clock ofX, n is a natural integer constant and � ∈ {<,≤,>,≥,=}. Let
CC(X) be the language of clock constraints defined as conjunctions of expressions
e � n where e is either x, x − x or x + x.

Definition 1 (Timed Automaton) A TA is a tuple T = 〈L, l0,Σ, X,Δ, F〉where L is
a finite set of locations, l0 is an initial location, Σ is a finite set of labels, X is a finite
set of clocks,F ⊆ L is a set of accepting locations andΔ ⊆ L×Σ×Grd(X)×2X ×L
is a finite set of transitions.

A transition is a tuple (l, a, g, X ′, l′) denoted by l
a,g,X ′
−−−→ l′ where l, l′ ∈ L

are respectively the source and target locations, a (∈Σ) is an action symbol, X ′
(⊆X) is a set of resetting clocks and g is a guard. The operational semantics of a
TA T is an infinite transition system 〈ST , sT

0 ,ΔT 〉 where the states of ST are pairs
(l, v) ∈ L × (X → R

+), with l a location and v a clock valuation. sT
0 is the initial

state and ΔT is the set of transitions. There are two kinds of transitions in ΔT : timed
and discrete. Timed transitions are in the shape of (l, v) →δ (l, v + δ) where δ ∈ R

+
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is a delay, so that v + δ is the valuation v with each clock augmented by δ. Discrete
transitions are in the shape of (l, v) →a (l′, v′)where a ∈ Σ and (l, a, g, X ′, l′) ∈ Δ,
and such that v satisfies g and v′ = v[X ′ := 0] is obtained by resetting to zero all the
clocks in X ′ and leaving the others unchanged. A path π of a TA is a finite sequence

of its transitions: l0
a0,g0,X0−−−−−→ l1

a1,g1,X1−−−−−→ l2 · · · ln−1
an−1,gn−1,Xn−1−−−−−−−−−→ ln. A run of a

TA is a path of its semantics. σ = (l0, v0) →δ0 (l0, v0 + δ0) →a0 (l1, v1) →δ1

(l1, v1 + δ1) →a1 (l2, v2) →δ2 . . . →an−1 (ln, vn) where δi ∈ R
+ and ai ∈ Σ for

each 0 � i � n − 1 is a run of π if vi |= gi for 0 � i < n. A run alternates timed and
discrete transitions. Its trace is a finite sequence ρ = δ0a0δ1a1 . . . δnan of (Σ ∪R

+)∗.
We denote RT(Σ) the set of finite traces (Σ ∪ R)∗ on Σ . PΣ1(ρ) is the projection
on Σ1 ⊆ Σ of a trace ρ with the delays preserved. For example, if ρ = 5a4b2, then,
P{a}(ρ) = 5a42 i.e. 5a6. Time(ρ) is the sum of all the delays of ρ. For example,
Time(5a42) = 11. sT

0 →ρ s means that the state s is reachable from the initial state
sT
0 , i.e. there exists a run σ from sT

0 to s whose trace is ρ. sT
0 →ρ means that there

exists s′ such that sT
0 →ρ s′.

Timed Automata with Inputs and Outputs (TAIO) extend the TA model by distin-
guishing between input and output actions. A TAIO is a tuple 〈L, l0,Σin ∪ Σout ∪
{τ }, X,Δ, F〉 where Σin is a set of input actions, Σout is a set of output actions and
τ is an internal and unobservable action. This model is widely used in the domain of
test. It models the controllable (∈ Σin) and observable (∈ Σout) interactions between
the environment and the system. The environment, thus the tester, sends commands
of Σin and observes outputs of Σout . The implementation under test (IUT ), sends
observable actions of Σout and accepts commands of Σin.

Let Σ = Σin ∪ Σout and Στ = Σ ∪ {τ }. A TAIO is deterministic if for all
locations l in L, for all actions a in Στ and for all couples of distinct transitions
t1 = (l, a, g1, X1, l1) and t2 = (l, a, g2, X2, l2) in Δ then g1 ∧ g2 is not satisfiable.
It is observable if no transition is labelled by τ . Reach(T) = {sT ∈ ST | ∃ρ · (ρ ∈
RT(Σ)∧sT

0 →ρ sT } denotes the set of reachable states of a TAIO T . A TAIO T is non
blocking if∀(s, δ)·(s ∈ Reach(T)∧δ ∈ R

+ ⇒∃ρ ·(ρ ∈ RT(Σout ∪{τ })∧Time(ρ) =
δ ∧ s →ρ)). A TAIO is called input-complete if it accepts any input at any state.

2.2 Timed Input-Output Conformance Relation tioco

Wefirst present the conformance theory for timed automata basedon the conformance
relation tioco [12]. tioco is an extension of the ioco relation of Tretmans [15]. The
main difference is that ioco uses the notion of quiescence, contrarily to tioco in [12]
where the timeouts are explicitly specified. The assumptions are that the specification
of the IUT is a non-blocking TAIO, and the implementation is a non-blocking and
input-complete TAIO. This last requirement ensures that the execution of a test case
on the IUT does not block the verdicts to be emitted.
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To present the conformance relation for aTAIO T = 〈L, l0,Σin∪Σout∪{τ }, X,Δ,

F〉, we need to define the following notations in which ρ ∈ RT(Σin ∪ Σout):

• T after ρ = {s ∈ ST | ∃ρ′ · (ρ′ ∈ RT(Στ ) ∧ sT
0 →ρ′

s ∧ PΣ(ρ′) = ρ)} is the set
of states of T that can be reached by a trace ρ′ whose projection PΣ(ρ′) on the
controllable and observable actions is ρ.

• ObsTTraces(T) = {PΣ(ρ) | ρ ∈ RT(Στ )∧ sT
0 →ρ} is the set of observable timed

traces of a TAIO T .
• elapse(s) = {δ | δ > 0 ∧ ∃ρ · (ρ ∈ RT({τ }) ∧ Time(ρ) = δ ∧ s →ρ)} is the set
of delays that can elapse from the state s with no observable action.

• out(s) = {a ∈ Σout | s →a} ∪ elapse(s) is the set of outputs and delays that can
be observed from the state s.

Definition 2 (tioco) Let T = (L, l0,Στ , X,Δ, F) be a specification and I =
(LI , lI

0,Σ
I
τ , XI ,ΔI , FI ) be an implementation of T . Formally, I conforms to

T , denoted I tioco T iff ∀ρ · (ρ ∈ ObsTTraces(T) =⇒ out(I after ρ) ⊆
out(T after ρ)).

It means that the implementation I conforms to the specification T if and only if after
any timed trace enabled in T , each output or delay of I is specified in T .

3 Model and Conformance Relation

This section defines our model: TPAIO, as well as tpioco, a conformance relation for
TPAIO. We show an example of a TPAIO that models a recursive program.

3.1 Timed Pushdown Automata with Inputs and Outputs

A TPAIO T = 〈L, l0,Σ, Γ, X,Δ, F〉 is a TAIO equipped with a stack. Its operational
semantics is a transition system < ST , sT

0 ,ΔT > where the locations –called states–
are configurations made of three components (l, v, p) with l a location of the TPAIO,
v a clock valuation in X → R

+ and p a stack content in Γ ∗.

Definition 3 (TPAIO) A TPAIO is a tuple 〈L, l0,Σ, Γ, X,Δ, F〉 where L is a finite
set of locations, l0 is an initial location, Σ = Σin ∪ Σout ∪ {τ } where Σin is a finite
set of input actions, Σout is a finite set of output actions and {τ } is an internal and
unobservable action, Γ is a stack alphabet (Σout ∩ Σin = ∅, Σin ∩ Γ = ∅ and
Σout ∩ Γ = ∅), X is a finite set of clocks, F ⊆ L is a set of accepting locations,
Δ ⊆ L × (Σin ∪Σout ∪Γ +−)× Grd(X)× 2X × L is a finite set of transitions where
Γ +− = {a+ | a ∈ Γ } ∪ {a− | a ∈ Γ }.
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The symbols of Γ +− represent either a push operation (of the symbol a) denoted
a+, or a pop operation denoted a−. A transition is a tuple (l, a, g, X ′, l′) denoted

by l
a,g,X ′
−−−→ l′ where l, l′ ∈ L are respectively the source and target locations, a ∈

Σ ∪ Γ +− is either a label or a stack action, X ′ (⊆X) is a set of resetting clocks and
g is a guard. There are two kinds of transitions in the semantics, timed and discrete.
Timed transitions are in the shape of (l, v, p) →δ (l, v + δ, p). For a transition
(l, act, g, X ′, l′), there are three types of discrete transitions when v satisfies g: (1)
push when act = a+: (l, v, p) →a+

(l′, v[X ′ := 0], p.a) where a ∈ Γ , (2) pop
when act = a−: (l, v, p.a) →a−

(l′, v[X ′ := 0], p)where a ∈ Γ , (3) output, input or
internal when act = A ∈ Σ : (l, v, p) →A (l′, v[X ′ := 0], p). A TPAIO is normalized
if it executes separately push and pop operations. AnyTPAIO can be normalized since
any PA can be normalized [14]. Due to the class of application, we consider in the
remainder of the paper that the TPAIO are normalized deterministic timed pushdown
automata with outputs and without inputs. We denote a the actions of Γ and A the
actions of Σout .

We define tpioco, our TPAIO conformance relation, as an extension of the tioco
conformance relation [12]. It is the same relation as tioco for TAIO by considering
the whole alphabet to be Σout ∪ Γ +− ∪ {τ } instead of Σin ∪ Σout ∪ {τ }. The output
alphabet is Σout ∪ Γ +− instead of Σout and there is no input alphabet.

3.2 Modelling of Recursive Programs

Figure1 shows a program that recursively computes the nth Fibonacci number, with
instructions labels from l0 to l6. We abstract the control flow graph of a recursive
program by a PA, as explained in [9]. Figure2 shows a TPAIO that abstracts the
programofFig. 1.Here the time constraints havebeen added arbitrarily for illustration
purposes. The location labels are the instruction labels in the program of Fig. 1. Fib+

1
and Fib+

2 are respectively the (push) calls Fib(n − 1) and Fib(n − 2). Fib−
1 and Fib−

2
are respectively the (pop) returns from the calls Fib(n − 1) and Fib(n − 2). Thus
Γ = {Fib1, Fib2}. Such an example is a transformational system in which the tester
observes any action of the program. Therefore, we choose that all the executions
of atomic instructions and conditions are in Σout . They are labelled from A to E as

Fig. 1 A fibonacci
computation program Fib(n)
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Fig. 2 A TPAIO modelling
the program of Fig. 1

follows: A
def= int res1, res2, B

def= n � 1, C
def= n > 1, D

def= return n and E
def= return

res1 + res2. We use the notation !act to denote the output action act.

4 Test Generation from TPAIO

This section presents our test generation method from a deterministic TPAIO. We
first present the test generation process and then the three steps of our method.

4.1 Test Generation Process

The data flow diagram of Fig. 3 shows the three steps of the test generation process
that we propose in this paper:

1. Construction of a TPTIO of a TPAIO: A TPAIO specifies clock constraints. For
this reason, we propose to compute a Timed Pushdown Tester with Inputs and
Outputs (TPTIO) that resolves the clock constraints. The tester obtained is a
TPAIO with one clock, reset each time the tester observes an action, and provided
with a location fail.

2. Computation of an RA from the TPTIO: pop actions depend on the content of the
stack. This step computes one or many paths between two symbolic locations of
a TPTIO by respecting the stack constraints, i.e. such that the stack is empty in

Fig. 3 Test generation process from a TPAIO
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the target location. The RA is a finite automaton with any of its transition related
to one path of the TPTIO. Such a transition is called a π -transition.

3. Generation of test cases as correct behaviours of the TPAIO, computed from the
TPTIO. There are two sub-steps: (a) generation of test paths of π -transitions that
go from an initial to a final location of the RA; (b) generation of TPTIO test cases,
by adding to the test paths the location fail and the transitions that lead to it.

4.2 Construction of a TPTIO from a TPAIO

In [12], Krichen and Tripakis propose a method for conformance testing of non-
deterministic TAIO. They propose an algorithm for generating test cases. They com-
pute a tester that has only one clock, reset each time the tester observes an action.

We propose to adapt the method of [12] for computing a TPTIO from a TPAIO.
Let out(l) be the set of transitions leaving the location l in the TPAIO. A verdict fail
is emitted if either an unspecified stack or output action is observed, or a stack or
output actions of out(l) is observed earlier or later than specified, or a timeout occurs.
A TPTIO has only one clock which is reset every time the tester observes an action.
As a consequence, all the guards of a TPTIO are satisfiable. We define a TPTIO of
a TPAIO in Definition4.

Definition 4 (TPTIO) The TPTIO TT = (LT , lT
0 ,Σout, Γ, {y},ΔT , FT ) of a TPAIO

T = 〈L, l0,Σout ∪ {τ }, Γ, X,Δ, F〉 is a TPAIO with only one clock y that is a new
clock w.r.t X where:

• LT ⊆ (L × CC(X ∪ {y})) ∪ {fail}) is a set of symbolic locations,
• lT

0 is the initial symbolic location,
• FT ⊆ LT is a set of accepting symbolic locations,
• ΔT ⊆ LT × Σout ∪ Γ +− × Grd({y}) × {y} × LT is a finite set of transitions.

The computation, taken from [12], of a partition where each part is in Grd({y}) is as
follows: let K be the greatest constant appearing in a constraint of a given symbolic
location lT or in a guard of a given transition of T . The following set of intervals is
a partition: {[0, 0], ]0, 1[, [1, 1], ]1, 2[, . . . , [K, K], ]K,∞[}. Before presenting the
method to compute ΔT , we need to define the following sets:

• Δa = {t | t ∈ Δ ∧ ∃(l, g, X ′, l′).(t = (l, a, g, X ′, l′))} is the set of transitions of Δ

labelled by a.
• Δa((l, v), u) = {(l, a, g, X ′, l′) ∈ Δa | v∧u∧g satisfiable} is the set of transitions
labelled by a whose guards are satisfied by (l, v) where v is in CC(X ∪ {y}) and
the clock y is equal to u.

Since our model is that of deterministic TPAIO, Δa and Δa(lT , u) contain at most
one transition. For all intervals u, the coarsest partition is obtained from lT by taking
the union of the intervals that have the same set Δa(lT , u). For a symbolic location
lT ∈ LT of TT , a ∈ Σout ∪ Γ +−:
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• usucc(lT ) = lT ′
such that ∃ρ.(ρ ∈ RT({τ }) ∧ lT →ρ lT ′

) is the symbolic location
reachable from lT by applying a sequence of unobservable actions.

• dsucc(lT , a) = lT ′
such that lT →a lT ′

is the symbolic location reachable from lT

by applying the action a.

In the initial location lT
0 , all the clocks equal zero, including y. The construction of

the TPTIO repeats the following step: selection of a symbolic location lT ∈ LT and
application of the following possibilities to add new transitions to ΔT : (i) output and
stack actions: for every action a ∈ Σout ∪ Γ +−, for every coarsest partition u, if
Δa(lT , u) = ∅ then the transition (lT , a, u, {y}, fail) is added to ΔT . Otherwise the
transition (lT , a, u, {y}, usucc(dsucc(lT ∩u, a))) is added toΔT ; (ii) timeout: letK be
the greatest constant appearing in the constraint of lT or in a guard of the transitions
leaving lT . Then, the transition (lT ,−, y > K, {y}, fail) is added to ΔT .

The first symbolic location selected is lT
0 . Adding new transitions to a TPTIO

implies adding new symbolic locations to the TPTIO. The algorithm terminates
when all the new symbolic locations are selected and treated.

Notice that the number of locations of the TPTIO could scale exponentially with
that of the TPAIO. However, the impact of this blowup can be limited by putting time
constraints on blocks of instructions rather than on single instructions.

Example 1 Figure4 shows the TPTIO of the TPAIO of Fig. 2 where vi
def= 0 �

x − y ≤ i. The label a1|a2| . . . |an denotes the set of labels {a1, a2,…, an}. F =
Fib+

1 |Fib−
1 |Fib+

2 |Fib−
2 |?A|?B|?C|?D|?E,F0 = F\{?A},F1 = F\{?B, ?C},F2 = F\

{?D}, F3 = F \{Fib+
1 }, F4 = F \{Fib+

2 }, F5 = F \{?E} and F6 = F \{Fib−
1 , Fib−

2 }.

4.3 Reachability Automaton of a TPTIO Computation

ATPAIO does not only specify clock constraints but also stack constraints. Therefore,
applying the algorithm of [12] for generating analog-clock tests from TPAIO is not
sufficient. It is necessary, for avoiding systemdeadlocks, to additionally take the stack
content into account. For example, the pop action of a symbol that would not be on
top of the stack would provoke a deadlock. We compute a reachability automaton
for taking the stack constraints into account.

Let (LT , lT
0 ,Σout, Γ, {y},ΔT , FT ) be a TPTIO. We propose to compute a rep-

resentation of its reachable locations from its initial location. This representation
is called the reachability automaton of the TPTIO. It is a finite automaton whose
transition labels are sequences of transitions of the TPTIO (∈ ΔT∗

). A π -transition
(lT , π, lT ′

) is a transition that reaches the symbolic location lT ′
from lT and leaves

the stack unchanged at the end, by taking the path π . We propose in Definition5 the
rules R1 to R4 that, applied repeatedly, define the RA.



212 H. M’Hemdi et al.

Fig. 4 The TPTIO of the TPAIO of Fig. 2

Definition 5 (RA of a TPTIO) The RA of a TPTIO (LT , lT
0 ,Σout, Γ, {y},ΔT , FT )

is the automaton (LR, lT
0 , (ΔT )

∗
,ΔR, FT ) where LR = LT \ {fail} and ΔR ⊆ LR ×

(ΔT )
∗ × LR is the smallest relation that satisfies the following conditions. Let t1

def=
(lT
1 , a+, g1, {y}, lT

2 ), t2
def= (lT

2 , a−, g2, {y}, lT
3 ) and t3

def= (lT
3 , a−, g3, {y}, lT

4 ) be three
transitions in ΔT where lT

2 , lT
3 , lT

4 differ from the location fail.

• R1: (lT , t, lT ′
) ∈ ΔR if t

def= (lT , A, g, {y}, lT ′
) and t ∈ ΔT ,

• R2: (lT
1 , t1.t2, lT

3 ) ∈ ΔR,

• R3: (lT
1 , t1.π.t3, lT

4 ) ∈ ΔR if (lT
2 , π, lT

3 ) ∈ ΔR and t1 is not a prefix of π or t3 is not
a suffix of π .

• R4: (lT
1 , π1.π2, lT

3 ) ∈ ΔR if (lT
1 , π1, lT

2 ) ∈ ΔR and (lT
2 , π2, lT

3 ) ∈ ΔR and π1 is not
a prefix of π2 and π2 is not a suffix of π1.

We have adapted an algorithm by Finkel et al. [10], that originally computes an
RA from a PA, to compute an RA from a TPTIO. Our modifications are as follows:

1. we compute the path of each transition. Any π -transition in the RA corresponds
to the path π in the TPTIO;
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2. the problem addressed in [10] being to check the location reachability, the paths
are ignored and there is only one transition between two symbolic locations lT

and lT ′
. We record as many transitions as required to cover all the transitions

between the two symbolic locations;
3. we consider, by means of the rule R1, the transitions that emit a symbol of Σout

in addition to the push and pop ones;
4. the reflexive transitions are not used in [10] because they don’t cover any new

state. By contrast in the rule R4, we possibly extend an existing π -transition on
its right or on its left by one occurrence of a reflexive transition, provided that it
covers at least one new transition.

The computation of the paths is based on transition coverage. Adding a new π -
transition (lT , π, lT ′

) is performed only if π covers a new transition between lT and
lT ′

of the TPTIO. Thus our algorithm applies the rules R1 to R4 to compute the
smallest set of transitions ΔR that covers all the transitions.

Example 2 There are two transitions ((l0, v0), π, (l6, v0)) that go from the initial
symbolic location (l0, v0) to the accepting symbolic location (l6, v0):

1. π
def= (l0, v0)

A,y�2,{y}−−−−−→ (l1, v0)
B,y�1,{y}−−−−−→ (l2, v0)

D,y�2,{y}−−−−−−→ (l6, v0)

2. π
def= (l0, v0)

A,y�2,{y}−−−−−→ (l1, v0)
C,y�1,{y}−−−−−−→ (l3, v0)

Fib+
1 ,y�1,{y}−−−−−−−→ (l0, v1)

A,y�2,{y}−−−−−→
(l1, v0)

B,y�1,{y}−−−−−→ (l2, v0)
D,y�2,{y}−−−−−−→ (l6, v0)

Fib−
1 ,y�1,{y}−−−−−−−→ (l4, v1)

Fib+
2 ,y�1,{y}−−−−−−−→

(l0, v2)
A,y�2,{y}−−−−−→ (l1, v0)

B,y�1,{y}−−−−−→ (l2, v0)
D,y�2,{y}−−−−−−→ (l6, v0)

Fib−
2 ,y�1,{y}−−−−−−−→

(l5, v1)
E,y�3,{y}−−−−−−→ (l6, v0).

4.4 Generation of Correct Behaviour Test Cases

Definition 6 (Test Case) Let T = 〈L, l0,Σout ∪ {τ }, Γ, X,Δ, F〉 be a TPAIO spec-
ification and TT = (LT , lT

0 ,Σout, Γ, {y},ΔT , FT ) be the TPTIO of T . A test case is
a deterministic acyclic TPAIO whose locations are either configurations (l, v, p), or
pass, or fail, or stack_fail.

We first define a test case in Definition6. We propose to select the executions that
reach a final symbolic location with an empty stack, for producing a set of nominal
test cases. For this, we select the π -transitions in RA that go from an initial symbolic
location to a final one. Any path of each selected transition is then turned into a
test case by adding, from each state it reaches, the corresponding transitions that
lead to fail in the tester. The last state reached is a final state with empty stack. It
is replaced by the verdict pass. The non-verdict nodes are configurations (location,
clock valuation, stack content) of the semantics of the TPAIO. To model the case
where the pop of a symbol by the IUT is observed, although the symbol should not
be on top of the stack according to the specification, we propose to add the verdict
stack_fail. For each state (l, v, p) in each test case, for every action a− ∈ Γ −, for
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(a) (b)

Fig. 5 Two test cases of the TPAIO of Fig. 2

every coarsest partition u where Δa−((l, v), u) �= ∅, if the symbol a is not on the
top of p, then the transition ((l, v, p), a−, u, {y}, stack_fail) is added to the test case.
Thus, the result is a set of test cases, in which the actions are observable (the stack
and output actions). Figure5 shows the two test cases issued from the π -transition
((l0, v0), π, (l6, v0)) of Example2. For example, if the tester observes the pop of the
symbol Fib−

2 from the state (l6, v0, [Fib1]), then the verdict stack_fail is emitted.
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The tests generated then have to be executed on the IUT. As TPAIO are abstractions,
the tests are not in general guaranteed to be instantiable as concrete executions of
the IUT . This is the case in our example of a recursive program whose evaluation
conditions have been abstracted in the TPAIO. To select the concretizable test cases
and to compute their inputs, we propose to use symbolic execution [11], as amean for
analysing a path and finding the corresponding program inputs. A constraint solver
may also be invoked while executing a given test case [13]. The satisfiability of a
constraint can be efficiently evaluated by means of SMT solvers such as Z3 [8]. If
the constraint is satisfiable, then the test case is concretizable. The solver also finds
a solution for the constraint of this concretizable test case. It represents the concrete
inputs that lead to the execution of the test case being considered. For example, the
test case of Fig. 5b represents the trace ACFib+

1 ABDFib−
1 Fib+

2 ABDFib−
2 E, which

corresponds to the following successive instructions: int res1, res2; n > 1; res1 = Fib(n−
1); int res1, res2; n − 1 � 1; return n − 1; res1 = Fib(n − 2); int res1, res2; n − 2 � 1; return

n − 2 and return res1 + res2. It corresponds to the following path constraint: n > 1 ∧
n − 1 � 1 ∧ n − 2 � 1. This constraint is satisfiable and a solution is n = 2. Thus,
this test case corresponds to Fib(2). In our case, we obtain two test cases which are
concretizable. The other test case (see Fig. 5a), corresponds to Fib(0) or Fib(1).

5 Soundness, Incompleteness and Coverage of the Method

This section discusses the soundness, incompleteness and coverage of our method
for generating tests from a TPAIO.

5.1 Soundness

Theorem 1 A symbolic location lT
i is reachable with an empty stack in a TPTIO if

there exists a π -transition (lT
0 , π, lT

i ) in its RA.

Proof The proof is by induction and by cases on each rule. The induction assumption
is that theRA transitions that aremerged into new transitions are sound.We prove this
assumption to be true by proving that the rules R1 and R2, that create RA transitions
only from TPTIO ones, are sound. Then we prove that the rules R3 and R4 preserve
that soundness.

• R1 case: if there is a transition (l1, v1)
(l1,v1)

A,g1,{y}−−−−→(l2,v2)−−−−−−−−−−−−−→ (l2, v2) ∈ ΔR then
(l2, v2) is reachable from (l1, v1) in the TPTIO because by definition of the TPTIO,
v1 ∧ g1 is satisfiable.

• R2 case: if there is a transition (l1, v1)
(l1,v1)

a+,g1,{y}−−−−−→(l2,v2)
a−,g2,{y}−−−−−→(l3,v3)−−−−−−−−−−−−−−−−−−−−−−−−→ (l3, v3)

∈ ΔR then (l3, v3) is reachable from (l1, v1) in the TPTIO because it is always
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possible to pop a after a has been pushed and by definition of the TPTIO, v1 ∧ g1
and v2 ∧ g2 are satisfiable.

• R3 case: if there is a transition (l1, v1)
(l1,v1)

a+,g1,{y}−−−−−→(l2,v2)
π−→(l3,v3)

a−,g3,{y}−−−−−→(l4,v4)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(l4, v4) ∈ ΔR then (l4, v4) is reachable from (l1, v1) in the TPTIO because (l3, v3)
is reachable from (l2, v2) according to the induction hypothesis, and it is always
possible to pop a after a has been pushed, and by definition of the TPTIO v1 ∧ g1
and v3 ∧ g3 are satisfiable.

• R4 case: if there is a transition (l1, v1)
(l1,v1)

π1−→(l2,v2)
π2−→(l3,v3)−−−−−−−−−−−−−−−−→ (l3, v3) ∈ ΔR

then (l3, v3) is reachable from (l1, v1) in the TPTIO because (l2, v2) is reachable
from (l1, v1) and (l3, v3) is reachable from (l2, v2), according to the induction
hypothesis.

Theorem 2 A location li is reachable with an empty stack in a TPAIO iff there exists
a π -transition ((l0, v0), π, (li, vi)) in the RA of its TPTIO.

Proof Let g be the guard of a transition (l, a, g, X ′, l′). A transition ((l, v), a, u, {y},
usucc(dsucc((l, v) ∩ u, a))) is added to ΔT where a ∈ Σ ∪ Γ +− only if v ∧ u ∧ g
is satisfiable, by definition of Δa((l, v), u) in Sect. 4.2. Thus the construction of a
TPTIO from a TPAIO takes the clock constraints into account. It preserves both the
clock and stack constraints of the TPAIO. Thus, Theorem2 is a direct consequence
of Theorem1.

Our tests are correct in the sense that only non-conform executions are rejected.

Theorem 3 Let π = (l0, v0, p0)
a0,g0,{y}−−−−−→ (l1, v1, p1)

a1,g1,{y}−−−−−→ . . . (ln−1, vn−1,

pn−1)
an−1,gn−1,{y}−−−−−−−→ (ln, vn, pn)

an,gn,{y}−−−−−→ ln+1 be a path of a test case of a speci-
fication T = 〈L, l0,Σout ∪ {τ }, Γ, X,Δ, F〉 where li ∈ L, vi is a clock constraint in
CC(X ∪{y}), gi ∈ Grd({y}), pi ∈ Γ ∗, ai ∈ Σout ∪Γ +−∪{−} for each 0 � i � n and
ln+1 ∈ {fail, stack_fail}. If a verdict fail or stack_fail is observed while executing
the implementation I, then I does not conform to the specification T.

Proof Let ρ = δ0a0δ1a1δ2 . . . δn−1an−1δnan ∈ RT(Σout ∪ Γ +−) be the trace
of the path π . (ln, vn, pn) is the current symbolic location after the execution
of δ0a0δ1a1δ2 . . . δn−1an−1δn and gn is the coarsest partition computed such that
δn ∈ gn. Reaching fail or stack_fail is due to one of the following three cases:

• fail occurs after an unspecified stack or output action an has been observed,
according to item (i) in Sect. 4.2. If Δan((ln, vn), un) = ∅, then the transition
((ln, vn), an, {y}, fail) is a transition of the TPTIO. Therefore, an /∈ out(T after
δ0a0δ1a1δ2 . . . δn−1an−1δn), and I does not conform to T .

• fail occurs after a timeout δn (an = −) has been observed, according to item (ii) in
Sect. 4.2. Therefore, vn + δn /∈ out(T after δ0a0δ1a1δ2 . . . δn−1an−1), and I does
not conform to T .
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• stack_fail occurs after a pop action an has been observed, acceptable by the spec-
ification (Δan((ln, vn), un) �= ∅), but in a context where the symbol a should not
be on top of the stack pn. Therefore, I does not conform to T .

Thus for every non-conformance detected by a test case, there is a non-conformance
between the implementation and the specification (TPAIO).

5.2 Incompleteness

The equivalence relation used to compute a TPTIO from a TPAIO can lead to a loss
of precision. It should be possible to build more precise test cases than the ones
computed by our method. Consider for example the TPAIO of Fig. 6a. The TPTIO of
Fig. 6c ismore precise than the one of Fig. 6b. The trace 0a+2a− leads to the symbolic
location (l2, 0 � x −y < 4) in the TPTIO of Fig. 6b. It leads to the symbolic location
(l2, 0 � x − y � 3) in the TPTIO of Fig. 6c, but not to the symbolic location
(l2, 0 < x − y < 4). We remark that the symbolic location (l2, 0 � x − y � 3) is
more precise than (l2, 0 � x − y < 4).

5.3 Coverage

In Sect. 4.3, we have presented a method for computing an RA from a TPTIO. The
algorithm that computes the RA takes into account the coverage of the transitions of
the TPTIO. It adds a new π -transition (lT , π, lT ′

) only if π covers a new transition
w.r.t the other π ’-transitions (lT , π ′, lT ′

). The paths of all the π -transitions that
go to a final symbolic location of the RA cover all the transitions of the TPTIO.
But since some test cases might be unconcretizable, the set of concrete test cases
is not guaranteed to cover all the transitions of the TPAIO. When all the tests are
concretizable (it is the case in our example), then all the reachable locations and all
the reachable transitions of the TPAIO are covered.

(a) (b) (c)

Fig. 6 Two TPTIO (b) and (c) of a TPAIO (a) (without fail location). (c) Is more precise than (b)
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6 Conclusion and Further Works

We have presented a method to generate test from TPAIO. To our knowledge, this
had not been treated before in the literature. Our method proceeds by computing
reachable locations and transitions, and generating off-line tests from a deterministic
TPAIO that models a timed recursive program. The tester observes the stack and
output actions, as well as the delays. Our method first adapts the tester computation
method of [12] for TA to the TPAIO case. We obtain a TPTIO that is a TPAIO with
only one clock. Its locations are defined as being either rejecting (fail) or symbolic
locations. In a second step, we adapt another algorithm presented in [10] for PA, for
computing the RA of the TPTIO. We compute the paths of the TPTIO associated
to each transition of the RA. The computation of the RA takes into account the
coverage of all the transitions of the TPAIO. By using the paths of transitions of
RA and TPTIO, test cases are generated. If they are concretizable, they cover all the
reachable locations and transitions of the TPAIO.

Our work is currently for deterministic timed pushdown automata with outputs.
We intend as a future work to generalize to non-deterministic timed pushdown
automata with inputs and outputs, to target general timed recursive systems. Also,
at this stage of our work, we have developed a proof-of-concept prototype to exper-
imentally validate our approach, in which the test generation process have been
automated. We intend as a future work to develop this tool, in order to be able to
perform larger scale experiments.
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Instruction Level Loop De-optimization

Loop Rerolling and Software De-pipelining

Erh-Wen Hu, Bogong Su and Jian Wang

Abstract Instruction level loop optimization has been widely used in modern com-
pilers. Decompilation—the reverse of compilation—has also generated much inter-
est for its applications in porting legacy software written in assembly language to
new architectures, re-optimizing assembly code, and more recently, in detecting and
analyzing malware. However, little work has been reported on loop decompilation
at instruction level. In this paper, we report our work on loop de-optimization at
instruction level. We demonstrate our approach with a practical working example
and carried out experiments on TIC6x, a digital signal processor with a compiler sup-
porting instruction level parallelism. The algorithms developed in this paper should
help interested readers gain insight especially in the difficult tasks of loop rerolling
and software de-pipelining, the necessary steps to decompile loops at instruction
level.

Keywords Decompilation · Instruction level loop de-optimization ·Loop rerolling ·
Software de-pipelining

Abbreviations

DSP Digital signal processor
DDG Data dependency graph

VLIW Very long instruction word
ILP Instruction level parallelism

TI Texas Instruments

E.-W. Hu · B. Su (B)

Department of Computer Science, William Paterson University, Wayne, NJ, USA
e-mail: sub@wpunj.edu

E.-W. Hu
e-mail: hue@wpunj.edu

J. Wang
Mobile Broadband Software Design, Ericsson, Ottawa, ON, Canada
e-mail: jian.z.wang@ericsson.com

© Springer International Publishing Switzerland 2016
R. Lee (ed.), Computer and Information Science 2015,
Studies in Computational Intelligence 614, DOI 10.1007/978-3-319-23467-0_15

221



222 E.-W. Hu et al.

1 Introduction

Decompilation techniques [8, 9] have been applied to many areas such as porting
legacy software written in assembly language to new architectures, re-optimizing
assembly code [1], detecting bugs [6] and malware [7]. Decompilation is a complex
process typically involves operations such as unpredication and unspeculation [16],
reconstructing control structures [21], resolution of branch delays [3], loop rerolling
[17] and software de-pipelining [4, 5, 18].

Software pipelining [13] is a loop parallelization technique used to speed up loop
execution. It is widely implemented in optimizing compilers for very long instruction
word (VLIW) architecture such as IA-64, Texas Instruments (TI) C6X digital signal
processors (DSP) that support instruction level parallelism (ILP). To further enhance
the performance of DSP applications, software pipelining is often combined with
loop unrolling [14]. Therefore, it is often necessary to perform both loop rerolling
and software de-pipelining in order to de-optimize loops at instruction level.

Recently Kroustek investigated the decompilation of VLIW executable files and
presented the decompression of VLIW assembly code bundles [11]. However the
paper did not address the de-optimization of the code at instruction level. In general,
loop de-optimization is much more difficult at instruction level than at higher levels
because processors that support ILP tend to have more complicated architectures
and instruction sets. Furthermore, compilers for these processors often apply various
optimization techniques during different phases of compilation in order to better
utilize the ILP features of the processors. For example, TIC6x DSP processor contains
two data paths and each of which consists of four functional units and one memory
port. Thus, TIC6x DSP processor may issue up to eight instructions including two
memory fetches at the same time [20].

In the following sections, we first introduce our observation on selected three
loops from the functions of EEMBC Telecommunication benchmark [10] and five
loops from SMV benchmark [19] and their optimized assembly code generated by the
TI C64 compiler. The algorithms used for de-pipelining and rerolling are presented
in Sect. 3. A working example along with the experimental results is presented in
Sects. 4 and 5. Sections 6 and 7 are related work and our summary.

2 Observation

We use data dependency graph (DDG) to represent a loop and follow graph theory
to check whether or not a loop is re-rollable and if so, loop rerolling is performed. It
is noted that if a loop is unrolled by a compiler, original DDG of the loop is always
duplicated, resulting in an identical set of subgraphs referred to as subDDGs in this
paper. To facilitate the discussion, we introduce some concepts below:
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Two subDDGs G and H are said to be isomorphic if and only if the two subDDGs
have the same node sets and any two nodes have a data dependence edge in G,
their corresponding nodes in H have the same dependence edge. Isomorphism is an
important concept in graph theory. If a DDG can be split into n isomorphic subDDGs,
then the loop is re-rollable.

However, compilers often perform addition optimizations after loop unrolling
which almost always cause changes to some subDDGs such that not all subDDGs are
isomorphic. For example, TI compiler replaces single-word instructions with more
efficient double-word instructions. It also uses peephole optimization to remove some
instructions in some subDDGs. In fact, after analyzing the TI compiler optimized
assembly code of the eight selected unrolled loops from SMV and EEMBC telecom-
munication benchmarks, we observed that not all subDDGs of the eight loops are
isomorphic. In order to reroll the loop, all altered subDDGs must be converted back
to isomorphic form.

To systematically tackle the complexity of the conversion process, we subdivide
the loops into five different types.

0. A loop whose subDDGs are all isomorphic and all use the same index register
and have the same operations on their corresponding nodes.

1. A loop that contains some memory fetch instructions using an additional index
register for accessing the same array due to the limitation of instruction format
when unrolling too many times.

2. A loop that uses two index registers to access the same array and an additional
instruction in some subDDGs to move data across datapath, because memory
fetch instruction must use the index register from its own datapath in the TI
processor.

3. A loop that uses complex instructions of the TI processor to replace some simple
instructions. For example, for performance enhancement a complex double-word
LDDW instruction is used by the TI compiler to replace two single-word LDW
instructions resulting in two subDDGs to share a single source node.

4. A loop with some of its instructions missing in its subDDGs due to peephole
optimization.

Note that except for type_0, loops of all other types contain non-isomorphic
subDDGs. As will be discussed in the following section, it is always possible to
convert these non-isomorphic subDDGs back to isomorphic form. We name these
non-isomorphic subDDGs isomorphicable in the following sections.

Figure 1 shows the categorization of subDDGs. Table 1 summarizes the charac-
teristics of the eight unrolled loops selected as the target of the study in this paper.
Table 2 lists subDDG features of the selected unrolled loops.
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subDDGs

Isomorphic 
subDDGs

Isomorphicable 
subDDGs

type_0 type_1 type_2 type_3 type_4

use two 
index registers

use complex 
instructions

use two 
index registers

and extra 
instructions

instructions
 missing

Fig. 1 Category of subDDGs

Table 1 Characteristics of unrolled loops

# 
Function 

Name 

Source code Asm code Loop optimization applied 

N
es

t l
ev

el
s Loop count 

N
es

t l
ev

el
s Loop count 

ou
te

r 

m
id

 

in
ne

r 

ou
te

r 

m
id

 

in
ne

r 

1 Dot product 1 - - 100 1 - - 50 unroll x2, then s/w pipelining 

2 
Viterbi  
Decoder 

1 - - 31 0 - - 0 unroll x31 

3 
Viterbi 
StorePaths 

1 - - 32 1 - - 7 
unroll x4,  
then s/w pipelining 

4 
SMV 
LSF_1 

1 - - 7 0 - - 0 unrolling x7 

5 
SMV 
LSF_2 

3 9 128 10 2 9 128 0 innermost unrolling x10 

6 
SMV 
LSF_3 

3 9 128 7 2 9 128 0 innermost unrolling x7 

7 
SMV 
LSF_4 

2 7 - 10 1 7 - 0 
inner unrolling x10                             
then outer  s/w pipelining 

8 SMV FLT 2 170 - 9 1 85 - 0 
1.inner unrolling  x10  
2.outer unrolling x2    
3.s/w pipelining 

outer_0 

outer_1 

3 Methodologies and Algorithms

Our methodologies for solving loop rerolling and software de-pipelining are described
below:

1. Perform software de-pipelining first, then perform rerolling if the loop has been
software pipelined after unrolling.

2. Build data dependency graphs of subDDGs based on the analysis of innermost
loops in assembly code. The process begins from the last_instructions [18] to
help reduce the search space.

3. Find clusters of potential unrolled copies including all isomorphic subDDGs and
isomorphicable subDDGs.

4. Convert all isomorphicable subDDGs to isomorphic subDDGs using symbolic
calculation, instruction replacing, de-peephole optimization and other tech-
niques.

5. Use single loop to represent all isomorphic subDDGs, which is the rerolled loop.
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Table 2 SubDDG features and de-optimization solution

# 
Function 

Name 
Loop Optimization 

Applied 

Sub 
DDGs Features of 

Isomorphicable 
subDDGs 

Solution of  
Loop De-optimization 

nu
m

be
rs

 

ty
pe

 

1 
Dot  
product 

unroll x2,  
then s/w pipelining 

gninilepip-ederawtfos02

2 
Viterbi  
Decoder 

unroll x31 31 1 two index registers symbolic calculation 

3 
Viterbi 
StorePaths 

unroll x4,  
then s/w pipelining 

4 2 
one extra  MV instruction 
and two index registers 

1. software de-pipelining        
2. subDDG adjustment            
3. symbolic calculation 

4 
SMV 
LSF_1 

unrolling x7 7 3 use complex instructions 
use simple instructions to     
replace complex instruction 

5 
SMV 
LSF_2 

innermost unrolling 
x10 

10 3 use complex instructions 
use simple instructions to  
replace complex instruction 

6 
SMV 
LSF_3 

innermost unrolling x7 7 4 
one less instruction due to 
peephole optimization 

de-peephole optimization 

7 
SMV 
LSF_4 

inner unrolling x10   
outer s/w pipelining 

10 2 
one extra  MV instruction 
and two index registers 

1. software de-pipelining             
2. subDDG adjustment                
3. symbolic calculation 

8 SMV FLT 

1. inner unrolling 
x10 

2. outer unrolling 
x2 

3. s/w pipelining 

ou
te

r_
0 

10 3 use complex instructions 
1. software de-pipelining  
2. use simple instructions to 

replace complex instruction 

ou
te

r_
1 

10 4 

1. use complex instructions  
2. two subDDGs have no 

load instruction due to 
peephole optimization     

3. some subDDGs have ex-
tra MV instructions 

1. software de-pipelining           
2. use simple instructions to 

replace complex instruction     
3. de-peephole optimization      
4. subDDG adjustment 

Figure 2 shows the flowchart of our loop de-optimization technique. Besides the
normal control flow analysis and data flow analysis, we introduce the following 11
functions:

The natural_loop_analysis function:
From a given segment of assembly code and its control flow graph, the function finds
the dominators, loop nest tree, loop headers, bodies, branches, nested loops, and the
lengths of inner bodies. The algorithms of the function are very similar to that of [2].

The software_pipelined_loop_checking function:
The function checks all loops to find out whether the inner loop bodies are software-
pipelined. If not, the execution of the software de-pipelining function is skipped.

Algorithm:
The algorithm checks for any pair of instructions opi and opj in the body of the

inner loop and determines if the following conditions are true: (1) if opi writes to a
register which is to be read by opj and opj is located not earlier than opi in the loop
body and (2) if the latency of opi is greater than the distance from opi to opj. If both
of the conditions are true, then this loop has been software-pipelined because opi
and opj cannot be in the same iteration.

The software de-pipelining function:
The function converts software pipelined loops to de-pipelined loop, the detailed
description of the algorithm can be found in [5, 18].
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Fig. 2 Flow chart of loop de-optimization technique



Instruction Level Loop De-optimization 227

The find_last_instructions function:
The function performs a bottom-up search of all de-pipelined loops for all
last_instructions. A last_instruction belongs to either of the following two categories:
(1) instructions that write to registers involving live variables with transferred values
to be used after loop exits and (2) All memory store instructions.

The build_subDDGs function:
The function builds subDDGs for the bodies of all inner loops.

Algorithm:

1. Set subDDGj = {last_instructionj} for each last_instructionj in subDDGj,
2. Define instruction poolj as the set of all instructions in de-pipelined loop body.
3. Add instructionk to subDDGj by performing a bottom up search for instructionk

in instruction poolj from last_instructionj where data precedes any instruction in
subDDGj with true dependence, output dependence, or antidependence.

4. Repeat 3 until the first instruction in de-pipelined loop body has been reached.

The categorize_subDDGs function:
The function analyzes subDDGs and determines their types. It then selectively calls
other functions depending on the type of the subDDG as described below.

Algorithm:
If subDDGs are isomorphic (i.e., type_0)

{
Use the same index registers and call forming_rerolled_loop function to

reroll all isomorphic subDDGs;
}

Else subDDGs are isomorphicable
{
If type_1, call symbolic_calculation function;
If type_2, call call subDDGs_adjustment and symbolic_calculation

functions;
If type_3, call instruction_replacing;
If type_4, call de-peephole_optimization function and other functions;
}

The symbolic_calculation function:
This function merges two different index registers. It does so by tracing back to
the original source index register, replace it by a virtual register and recalculate all
indexes.

The instruction_replacing function:
The function replaces a complex 32-bit instruction by two16-bit instructions with
the same source and destination registers.

The subDDG_adjustment function:
The function applies to type_2 subDDG that uses a MV instruction to move data
across datapath. This subDDG is semantically equivalent to the rest of subDDGs,
therefore removing that MV instruction does not change the semantics.
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The de-peephole_optimizing function:
The function recovers removed nodes and converts type_4 isomorphicable subDDG
to isomorphic subDDG as some isomorphicable subDDGs have some of their nodes
removed due to peephole optimization. For example, in one isomorphicable sub-
DDG of SMV FLT a multiplication instruction node misses a load instruction node
to provide its operand because peephole optimization removed this load instruc-
tion and the operand of that multiplication instruction is provided by another load
instruction shared with another multiplication instruction. Another example is with
SMV LSF_3 one isomorphicable subDDG in which one node of MV instruction is
removed because the destination register of that MV instruction is dead.

Algorithm:
Compare a type_4 subDDGk with the isomorphic subDDG

1. If nodei is found in isomorphicable subDDGk and its preceding node is missing
in subDDGk, then:

i. Find nodej’ that precedes nodei’ in isomorphic subDDG where the corre-
sponding nodej in subDDGk is missing.

ii. Copy nodej’ and attach it to isomorphicable subDDGk such that the attached
node precedes nodei.

2. If nodei is found in isomorphicable subDDGk with its succeeding node missing,
then:

i. Find nodej’ that succeeds nodei’ in isomorphic subDDG but nodej is missing
in isomorphicable subDDGk as a succeeding node to nodei.

ii. Make a copy of nodej’ and add it to isomorphicable subDDGk as a suc-
ceeding node to nodei. If the destination register of nodej is dead in isomor-
phicable subDDGk, then convert isomorphicable subDDGk to isomorphic
subDDG.

The forming_rerolled_loop function:
The function performs the following operations:

1. Replace all isomorphic subDDGs by a single subDDG.
2. Use list scheduling from last_instructions to arrange the partial order list of this

subDDG in a bottom-up manner.
3. Add a backward branch instruction to form the rerolled loop body if no branch

instruction in found in this subDDG.
4. Adjust loop count

4 Working Example

We have selected the StorePaths function in Viterbi of EEMBC telecommunication
benchmark as a working example to demonstrate our loop rerolling and de-software
pipelining techniques.
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Figure 3a is its assembly code generated by TI C64 complier where each line is
an instruction group and all instructions in one instruction group are executed at the
same time in parallel.

1 $C$21: LDW *+DP(_BufSelector),B4 

2 MVKL     _BufPtr,B5

3 MVKH    _BufPtr,B5

4 MVK     7,A0

5 MVK     0x1,A1       

6 LDW    *+B5[B4],B4  

7 SUB   A4,8,B7        

8 NOP       3

9 SUB  B4,16,B5      

10 NOP       1

11 MV   B5,A3

12 $C$L4: ; PIPED LOOP PROLOG

13 $C$L5: ; PIPED LOOP KERNEL

14 NOP             3

15  SHR   A5,5,A4        

16 [!A1]  STH  A4,*++B7(8)    

17 [!A1]   LDH   *+A3(4),B6    

18  NOP             1

19 EXTU  A5,27,27,A4    

20 NOP   1

21 MV   A4,B4            

22 [!A1]  STH  B4,*++B5(16) SHR  B6,5,B4 

23 [!A1]   STH  B4,*+B7(2)    

24 [!A1]   LDH   *+A3(8),A5       

25 NOP      3

26 EXTU   B6,27,27,B4

27 [!A1]   STH B4,*+B5(4) SHR  A5,5,B4

28 [!A1]  STH  B4,*+B7(4)     

29 [!A1]  LDH  *+A3(12),A4  

30  NOP             2

31 [ A0]   BDEC $C$L5,A0       

32 NOP             1

33 EXTU  A5,27,27,A5 SHR    A4,5,B4

34 [!A1]   STH A5,*+A3(8) EXTU A4,27,27,A4 [!A1] STH B4,*+B7(6)

35 LDH *++A3(16),A5

36 [ A1]   SUB   A1,1,A1 [!A1]STH A4,*-A3(4)

37 $C$L6: ; PIPED LOOP EPILOG

38 NOP             3

39 SHR    A5,5,A4        

40 STH   A4,*++B7(8)     

41 LDH    *+A3(4),B6     

42 EXTU  A5,27,27,A4    

43 NOP             2

44 MV   A4,B4   

45 STH  B4,*++B5(16) SHR B6,5,B4

46 STH B4,*+B7(2) EXTUB6,27,27,B4

47 STH B4,*+B5(4) LDH  *+A3(8),A4

48 NOP             4

49 SHR A4,5,B4         

50 STH   B4,*+B7(4)    

51 LDH   *+A3(12),A5   

52 EXTU A4,27,27,A4     

53 RETNOP  B3,2           

54 SHR   A5,5,B4 

55 STH   A4,*+A3(8) STH  B4,*+B7(6) EXTU A5,27,27,A5

56 STH      A5,*+A3(12)  

57 ; BRANCH OCCURS

1 $C$DW$21 LDW *+DP(_BufSelector),B4 

2  MVKL  _BufPtr,B5

3  MVKH  _BufPtr,B5

4 MVK    8,A0

5 MVK     0x1,A1       

6 LDW  *+B5[B4],B4  

7 SUB   A4,8,B7        

8 NOP       3

9 SUB  B4,16,B5      

10 NOP       1

11 MV   B5,A3

12 $C$L5: ; de-PIPED LOOP KERNEL

13 LDH *++A3(16),A5

14 NOP            4

15  SHR   A5,5,A4        

16 STH   A4,*++B7(8)    

17 LDH   *+A3(4),B6    

18  NOP             1

19 EXTU  A5,27,27,A4    

20 NOP   1

21 MV   A4,B4            

22 STH  B4,*++B5(16) SHR  B6,5,B4 

23 STH  B4,*+B7(2)    

24 LDH   *+A3(8),A5       

25 NOP      3

26 EXTU   B6,27,27,B4

27  STH B4,*+B5(4) SHR  A5,5,B4

28 STH    B4,*+B7(4)     

29  LDH   *+A3(12),A4  

30  NOP             2

31 [A0] BDEC $C$L5,A0       

32 NOP             1

33 EXTU  A5,27,27,A5 SHR    A4,5,B4

34 STH A5,*+A3(8) EXTU A4,27,27,A4  STH  B4,*+B7(6)

35 NOP        1

36  STH  A4,*A3(4)

(a)

(b)

Fig. 3 Working example. a Assembly code of Viterbi StorePaths. b After software de-pipelining.
c SubDDGs. d subDDGs adjustment. e Indexes of memory load and store instructions. f Rerolled
loop of Viterbi StorePaths
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1 13.  LDH *++A3(16),A5

15.   SHR   A5,5,A4        19.  EXTU  A5,27,27,A4

16.   STH   A4,*++B7(8)    21.    MV   A4,B4   

22.  STH  B4,*++B5(16)

2 17.   LDH   *+A3(4),B6    

22.  SHR  B6,5,B4 26.  EXTU   B6,27,27,B4

23.  STH  B4,*+B7(2)    27.   STH B4,*+B5(4)

3 24.   LDH   *+A3(8),A5       

27.  SHR  A5,5,B4 33.   EXTU  A5,27,27,A5

28.   STH    B4,*+B7(4)     36.   STH A5,*+A3(8)

4 29.   LDH   *+A3(12),A4  

33.   SHR    A4,5,B4 34.   EXTU A4,27,27,A4

34.   STH  B4,*+B7(6) 36.    STH  A4,*-A3(4)

LDH *++A3(16),A5

SHR   A5,5,A4        EXTU  A5,27,27,A4    

STH  A4,*++B7(8)  MV   A4,B4            

STH  B4,*++B5(16)

LDH *++A3(16),A5

SHR   A5,5,A4        EXTU  A5,27,27,A4    

STH  A4,*++B7(8)  STH  A4,*++B5(16)

old new

*+A3(4) *+B7(2) *+B5(4) *+A3(4)

*+A3(8) *+B7(4) *+A3(8) *+A3(8)

*+A3(12) *+B7(6) *-A3(4) *+A3(12)

*++A3(16) *++B7(8)  *++B5(16) *++A3(16)

Store_2
Load Store_1

1 $C$DW$21 LDW   *+DP(_BufSelector),B4 

2 MVKL   _BufPtr,B5

3 MVKH  _BufPtr,B5

4 MVK   32 ,A0

5 MVK     0x1,A1       

6 LDW  *+B5[B4],B4  

7 SUB   A4,8,B7        

8 NOP       3

9 SUB  B4,16,B5      

10 NOP       1

11 MV   B5,A3

12 $C$L5: ; Rerolled LOOP KERNEL

13 LDH *+A3(4),B6    

14 [ A0] BDEC $C$L5,A0       

15 NOP     3

16 SHR  B6,5,B4 EXTU B6,27,27,B4

17 STH  B4,*+B7(2)    STH B4,*+A3(4)

18 $C$L6: RETNOP  B3,2           

(c)

(d)

(e)

(f)

Fig. 3 (continued)

The iteration number of this loop body is seven. By using software_pipelined_
loop_checking function, it is determined that this loop is software pipelined because
register A5 is written by instruction LDH *++A3(16), A5 at line 35 and register A5
is read by instructions SHR A5,5,A4 and EXTU A5,27,27,A4 at lines 15 and 19,
respectively; both instructions occur earlier than instruction LDH *++A3(16),A5.

Figure 3b shows the result of the software_de-pipelining function where the iter-
ation number of de-pipelined loop body changes to eight. There are eight STH store
instructions as last_instructions found by the find_last_instructions function.

Figure 3c is the result generated by build_subDDGs function. From the catego-
rize_subDDGs function, we find that Viterbi StorePaths has four unrolled loop copies
of type_2. The instruction numbers in Fig. 3c tie to the line numbers of instructions
in Fig. 3b.

Among the four loop copies, one isomorphicable subDDG has one additional
MV instruction generated by TI compiler for the purpose of moving data to another
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datapath. Figure 3d shows the semantically equivalent subDDGs before and after the
removal of the MV instruction by the subDDGs_adjustment function.

After the above operations, we now have four type_1 subDDGs that are not yet
isomorphic. This is because there are one load instruction and two store instructions
in each unrolled copy, and the second store instructions of the four unrolled copies use
different index registers. After the execution of symbolic_calculation function, all
unrolled copies use the same index register for the second store instruction. Figure 3e
lists the indexes of all memory load and store instructions, indicating that all subD-
DGs are now isomorphic and thus rerollable.

Figure 3f is the rerolled loop after the execution of forming_rerolled_loop func-
tion, which is semantically equivalent to the original assembly code shown in Fig. 3a.
The iteration number of rerolled loop body changes to 32. The comparison before
and after loop de-optimization is shown in Table 3, which is discussed in more detail
in Sect. 5.

5 Experiment

We have chosen eight loop examples to conduct experiments manually. The original
sets of assembly code are generated by TIC64 compiler, which are then optimized by
loop unrolling and/or software pipelining. Their characteristics are summarized in
Table 1. Their subDDG features and the solutions of de-optimization are summarized
in Table 2.

Besides Dot product, Viterbi Decoder and Viterbi StorePaths are from Viterbi
function of EEMBC Telecommunication benchmark. The other five kernels are from
LSF_Q_New_ML_search_fx and FLT_filterAP_fx functions of the SMV bench-
mark. Table 1 presents the number of nested levels and loop counts of the source
code and assembly code; it also shows the optimization methods applied by TI C64
compiler. All examples have loop unrolling; some involve both loop unrolling and
software pipelining. In addition, Table 2 presents the characteristics of subDDGs,
the types of isomorphicable subDDGs, the causes for their occurrences, as well as
the solution for loop de-optimization. Dot product is the simplest example; all its
subDDGs are isomorphic subDDGs using the same index register. The function
categorize_subDDGs determines it is type_0 and the forming_rerolled_loop func-
tion can thus be called immediately. The remaining examples need conversion from
isomorphicable subDDGs to isomorphic subDDGs. SMV FLT is the most compli-
cated case, in which the compiler unrolls the inner loop first, and then unrolls the
code of outer loops, and finally software pipelines them. Moreover, peephole opti-
mization is used to reduce some instructions, which further complicates the rerolling
process. In general, loop de-optimization requires a range of activities and techniques
including software_de-pipelining, instruction_replacing, subDDG_adjustment, de-
peephole_optimizing, and finally forming_loop_rerolling.

Table 3 presents our experimental results, where #I denotes number of instructions;
#IG number of instruction groups; #CC clock cycles which represents the execution
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Table 3 Experimental results

# Function
name

Original After de-pipelining After rerolling

#I #IG #CC #LC #I #IG #CC #LC #I #IG #CC #LC

1 Dot
product

44 19 113 50 14 12 552 50 11 8 802 100

2 Viterbi
Find-
Metrics

50 38 38 0 – – – – 21 15 204 32

3 Viterbi
Store-
Paths

65 4 208 7 40 35 211 8 8 6 243 32

4 SMV
LSF_1

13 3 13 0 – – – – 6 6 37 7

5 SMV
LSF_2

86 3 40 0 – – – – 13 11 120 10

6 SMV
LSF_3

37 9 19 0 – – – – 21 11 48 6

7 SMV
LSF_4

144 5 125 7 71 38 146 7 10 8 630 70

8 SMV
FLT

237 92 2997 85 171 60 5100 85 29 38 13260 outer 170

inner 9

time of specific code used in the experiment; and #LC loop count. There are three
sections in Table 3, the leftmost one is original assembly code, and the rightmost
section is the final result of the semantically equivalent sequential code after loop
de-optimization. The second section lists certain kernels that have been optimized by
software pipelining after loop unrolling by the compiler. Based on the final results of
loop de-optimization, it is obvious that code sizes, including both instruction count
and number of instruction groups, are reduced while the number of clock cycles is
increased.

6 Related Work

Since Cifuences and her colleagues presented their work [9], many decompilation
techniques have been published [1, 8, 12]. However, few papers tackle deoptimiza-
ton technique and fewer still investigate loops with instruction-level parallel archi-
tectures.

Snavely et al. [16] present instruction level deoptimization approaches on Intel
Itanium including unpredication, unscheduling and unspeculation. However they did
not tackle loop de-optimization and software de-pipelining. Wang et al. [21] apply
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un-speculation technique on modulo scheduled loops to make the code easier to
understand, however they do not tackle software de-pipelining and loop rerolling.

Loop rerolling has been implemented at source code level in LLVM compiler
[15]. Stitt and Vahid [17] use loop rerolling technique for binary-level coprocessor
generation, which is the reverse of loop unrolling. They use character string to rep-
resent instruction sequence, and then use the suffix tree to represent the character
string for efficient pattern matching unrolled loop copies. However, their techniques
are applicable only to decompiling assembly code such as MIPS and ARM without
instruction level parallelism.

Bermudo et al. present an algorithm for reconstruction of the control flow graph
for assembly language program with delayed instructions which was used in a reverse
compiler for TI DSP processors [4]. Su et al. present software de-pipelined technique
[18] for single-level loops. Their method based on building linear data dependency
graph in software pipelined loop can convert the complicated software pipelined loop
code to a semantically equivalent sequential loop. Bermudo et al. extend software
de-pipelined technique to nested loops [5].

7 Summary

We present our instruction level loop de-optimization algorithms which involve soft-
ware de-pipelining and loop rerolling. Instruction level loop de-optimization can
be very complicated, particularly when the assembly code after loop unrolling is
combined with peephole optimization. It is noted that although different compil-
ers may generate different optimized assembly code, our approach can be a useful
technique to help interested readers gain insight especially in the difficult tasks of
loop rerolling and software de-pipelining, the necessary steps to decompile loops at
instruction level. In this paper, we consider only loop independent dependency and
plan to extend it to handle loop carried dependency in the future.
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ETL Design Toward Social Network Opinion
Analysis

Afef Walha, Faiza Ghozzi and Faïez Gargouri

Abstract Now-a-days, social networking sites have been created lot of buzz in
technologyworld. They are considered as a rich source of information because people
share and discuss their opinions about a certain topic freely. Sentiment analysis or
opinionmining is used for knowing voice or response of crowd for products, services,
organizations, individuals, events, etc. Due to the importance of user’s opinions in
decisional systems, several Data Warehouse approaches integrate them through a
cleaning and transformation processes. However, there is a clear lack of a standard
model that can be used to represent the ETL processes. We propose an ETL design
approach integrating user’s opinion analysis, expressed on the popular social network
Facebook. It consists in the extraction of opinion data on Facebook pages (e.g.
comments), its pre-processing, sentiment analysis and classification, reformatting
and loading into the Data WeBhouse (DWB).

Keywords ETL · Opinion analysis · Social network
1 Introduction

The Web has dramatically changed the way that people express their views and
opinions. They can now post reviews of products at merchant sites and express
their views on almost anything in Internet forums, and social networking sites (e.g.
Facebook, twitter), which are collectively called user-generated content. This online
behavior represents new and measurable sources of information to an organization.
For a company, it may no longer be necessary to conduct surveys, organize focus
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groups or employ external consultants in order to find consumer opinions about its
products and those of its competitors because the user-generated content on the Web
can already give them such information.

With the growing popularity of social networks, millions of users interact fre-
quently and share variety of digital content with each other. They express their feel-
ings and opinions on every topic of interest. These opinions carry import value for
personal, academic and commercial applications. Social network sites contain a lot
of customers’ opinions on certain products that are helpful for decision making. In
spite of this importance, there is a clear lack of a standard model that can be used
to represent the ETL processes (Extraction, Transformation and Loading) of social
networking sites integrating opinion data. In this paper, we propose to design ETL
processes for Facebook page interactions.

This paper is organized as follow:Sect. 2 presents a brief reviewonETLdesign and
sentiment analysis approaches. Then, we detail our proposed ETL design processes
applied on Facebook pages. Finally, we conclude and present some perspectives
in Sect. 4.

2 Background

This section deals with two main aspects in the literature: ETL design processes and
opinion analysis methods and techniques.

2.1 ETL Modeling Approaches

ETL processes design is a crucial task in DW development due to its complexity
and its time consuming. Works dealing with this task [2, 3, 12, 14, 16, 17] can be
classified into two main groups: Specific ETL modeling and Standard ETL model-
ing. The first group [3, 16] offers specific notations and concepts to give rise for new
specialized modeling languages. Extraction, transformation and loading processes
proposed in [16] are limited to typical activities (e.g. join, filter). El-Sappagh
et al. [3] extends these proposals by modeling advanced operations, like user define
functions and conversion into structure, etc. In order to design complexETL scenario,
specific modeling approaches propose conceptual and formal models. However, the
standardization is an essential asset in modeling. The goal of the second group is to
overcome this problem by using modeling languages such as UML and BPMN. Tru-
jillo and Luján-Mora [14] and Muñoz et al. [12] use UML class diagram to represent
ETL processes statically or dynamically by using UML activity diagram. Wilkinson
et al. [17] and Akkaoui et al. [2] use BPMN standard where ETL processes can be a
particular type of business.
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Even though ETL processes modeling approaches succeeded in providing inter-
esting several modeling languages, they don’t cover opinion data sources available
on Web resources like social networks, blogs, reviews, etc.

2.2 Opinion Analysis Approaches

Opinions are usually subjective expressions that describe people’s sentiments,
appraisals or feelings toward entities, events and their properties. The concept of
opinion is very broad. In this paper, we focus only on opinion expressions that con-
vey people’s positive and negative sentiment.

Integrating opinion data is nowadays a hot topic for many researchers. The com-
mongoal of opinion analysis approaches is to detect text polarity: positive, negative or
neutral. In Medhat et al. [9], categorize sentiment analysis approaches into machine
learning and lexicon approaches. Machine learning approaches [1, 18] use classifi-
cation techniques to classify text (e.g. Naive Bayes (NB), maximum entropy (ME),
and Support Vector Machines (SVM)). Lexicon approaches [5, 6, 8, 11, 13] rely
on a sentiment lexicon, a collection of known and precompiled sentiment terms.
They use sentiment dictionaries with opinion words and match them with the data
to determine text polarity. They assign sentiment scores to opinion words according
to positive or negative words contained in the dictionary. Lexicon-based approaches
are divided into dictionary-based approaches and corpus-based approaches.

A Dictionary-based approach [7, 11] begins with a predefined dictionary of pos-
itive and negative words, and then uses word counts or other measures of word
incidence and frequency to score all the opinions in the data. The idea of these
approaches is to firstly collect manually a small set of opinion words with known
orientations (seed list), and then to grow this set by searching in a known lexical
DB (e.g. WordNet dictionary) for their synonyms and antonyms. The newly found
words are added to the seed list [8]. Opinion words share the same orientation as their
synonyms and opposite orientations as their antonyms. In [5, 13], authors use this
technique to find semantic orientation for adjectives. Qiu et al. [13] worked on web
forums to identify sentiment sentences in contextual advertising. They used syntac-
tic parsing and sentiment dictionary and proposed a rule-based approach to tackle
topic word extraction and consumers’ attitude identification in advertising keyword
extraction.

Corpus based techniques rely on syntactic patterns in large corpora. Corpus-based
method can produce opinion words with relatively high accuracy. A corpus-based
method needs very large labeled training data. Jiao and Zhou [6] used the Condi-
tional Random Fields (CRFs) methods in order to discriminate sentiment polarity
by multi-string pattern matching algorithm applied on Chinese online reviews in
order to identify sentiment polarity. They established emotional and opinion words
dictionaries.
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Machine learning and lexicon approaches use opinion words and classification
techniques to determine text polarity. In addition to the use of opinion words to
analyze sentiments, emoticons decorating a text can give a correct insight of the sen-
tence or text. For example, the emoticon “�” expressing “happiness” means positive
opinion. Further researchers take care of the increasing using of these typographi-
cal symbols for sentiment classification [4, 15]. Vashisht and Thakur [15] identify
the possible set of emoticons majorly used by people on Facebook and use them to
classify text polarity. Then, they used a finite state machine to find out the polarity
of the sentence or paragraph. The problem with this approach is performing senti-
ment analysis on text-based status updates and comments, disregarding all verbal
information and using only emoticons to detect both positive and negative opinions.
Hogenboom et al. [4] propose a framework for automated sentiment analysis, which
takes into account information conveyed by emoticons. The goal of this framework is
to detect emoticons, determine their sentiment, and assign the associated sentiment
to the affected text in order to correctly classify the polarity of natural language text
as either positive or negative.

Existing ETL design approaches model various web sources without considering
user’s opinions available on social networks, reviews, blogs, forums or emails, etc.
In the past few years, many researchers have shown interest to opinions expressed
by people on any topic. They proposed sentiment analysis methods and techniques
to determine text polarity. Some approaches apply classification algorithms and use
linguistic features (machine learning approaches). Others use sentiment dictionar-
ies with opinion words and match them with data sources to determine polarity
(lexicon-based approaches). These approaches assign sentiment scores to opinion
words according to positive or negative words contained in the dictionary. Others
researchers use emoticons to disambiguate sentimentwhen sentiment is not conveyed
by any clearly positive or negative words in a text segment.

Sentiment analysis approaches presented in the literature are very helpful and
interesting in order to classify a text (positive or negative polarity). In spite of the
importance of sentiment classification approaches, we note that few of them employ
the coupling between opinion analysis and ETL processes in order to enhance seman-
tic orientation to multidimensional design.

In the current work, we define a new approach of ETLprocesses design integrating
people’s opinions exchanged on Facebook social network. Facebook users express
their opinions about any topic freely throughopinionwords and emoticons. Sentiment
analysis is required to classify user opinion. For that, we adopt a lexicon approach
based on dictionaries used as lexical DBs in our ETL processes design. We are
based on the modeling standard BPMN 2.0 to design Extraction, Transformation
and Loading processes because of its completed graphical notation in modeling
business processes understandable by all business categories of users [2].
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3 Proposed ETL Processes Modeling

DWB (Data WeBhouse) sources may include several data types, such as geographic
DBs, web sites DBs, web logs, language recognition systems and social networking
sites, etc. In order to enrich ETL processes design with semantic orientations, we are
interested to opinion data shared and discussed freely on the popular social network
Facebook.

Our ETL design approach provides to company’s ETL designers a framework
integrating costumers’ opinions about their products or services. User actions (com-
ments, messages, posts and likes) exchanged within Facebook pages are pertinent
for marketing and advertising industry to gather opinions about a particular product.
The goal of our ETL design approach is to analyze user actions on product features
in order to classify his opinion (positive or negative). To assume this analysis, we
are based on verbal cues: opinion words and graphical cues: emoticons. For that, we
identify two dictionaries: opinion dictionary composed of opinion words (e.g. best,
good) and emoticons dictionary (e.g. :), :(, ;), etc.).

3.1 Lexical DB Description

Opinion and emoticons dictionaries serve as lexical DB in our ETL design approach.
Opinion dictionary is composed of opinion words that express desirable (e.g.
great, amazing, etc.) or undesirable (e.g. bad, poor, etc.) states. Emoticons dictio-
nary contains positive (e.g. �) and negative (e.g. �) emoticons majorly used by
Facebook users.

Figure1 illustrates the process of defining our lexical DB. To identify opinion
dictionary, we follow a dictionary-based method [8]. Its main idea is to manually
collect a small set of terms (seed words), and then search in the well known corpora
WordNet [10] of their synonyms and antonyms to enrich them. Then, a manual
inspection is carried out to remove or correct errors existing in opinion dictionary. In
some texts, opinion word can be related to a modifier term that changes its sentiment
polarity (e.g. in the sentence “it is not beautiful”, the modifier term “not” changes
the sentiment polarity of the opinion word “beautiful”). Also, amplifier terms can
increase or decrease the polarity of the affected opinion word (e.g. the word “very”
in the sentence “it’s very big” increase the polarity of the opinion word “big”). For
that, we classify opinion words to two types: modifier terms (like “not” and “very”)
and carrying-sentiment terms (such as “big”, “beautiful”).

With the increasing use of emoticons, it is of utmost importance to consider
these typographical symbols to discriminate sentiment polarity. So, we collect a set
of emoticons majorly used by people on Facebook including positive and negative
emoticons defined in [15].

The final step in lexical DB definition process (Fig. 1) is to associate polarity
score to each opinion dictionary term and emoticon already defined in opinion and
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Fig. 1 Lexical DB definition process

emoticons dictionaries. This score has positive (between (0) and (1)) or negative
(between (–1) and (0)) value. This real value is determined by linguistic experts
according to their sentiment classification. The positive polarity (0.8) is then associ-
ated to the opinion word “enjoy” expressing “Happiness” sentiment. Tables1 and 2
detail examples of carrying-sentiment words and modifiers defined in opinion word
dictionary. Moreover, Table3 shows examples of emoticons and their associated
polarities.

Dictionaries defined in this process aims to determine the sentiment polarity of
opinions expressed on product features in Facebook pages. Emoticons and opinion
dictionaries are used in our ETL processes design to analyze user actions in order to
be transformed to DWB model.

3.2 ETL Processes Design

Our ETL scenario aims to capture Facebook data through Facebook API graph
explorer, bring it to an adapted format and feed the transformed data into the target
DWB.

Figure2 is an overview of the proposed ETL processes: Extraction, Transfor-
mation and Loading. These processes are based on the lexical DB (opinion and
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Table 1 Examples of sentiment-carrying words, their associated sentiments and polarity scores

Sentiment-carrying word Sentiment
classification

Polarity score

Love Lovely Loved Loving Heart 0.9

Like 0.8

Hate Dislike –0.8

Curious 0.5

Fantastic Perfect Quality 1

Fabulous Best Excellent 0.9

Better 0.8

Good 0.7

Bad Badly –0.8

Worst –0.9

Happy Happiness 0.8

Excited 0.95

Unhappy Sadness –0.7

Depressed –1

Amazing Amused 0.8

Table 2 Examples of modifiers and their associated polarity scores

Modifier term Modifier Polarity

So 1

Totally 0.9

Very 0.8

Small 0.5

Little Few 0.4

Not Don’t Didn’t –1

emoticons dictionaries) to analyze user actions expressed on products features within
Facebook pages. The result of this analysis is to determine polarity score reflecting
user’s opinion.

3.3 Extraction Step

Extraction step is responsible for capturing data from different sources. According to
DWBmultidimensional schema (presented in Fig. 8), we aim to analyze user actions
associated to posts shared on Facebook pages. A post is an individual entry of a user,
page, or group. A list of available actions (comments and likes) is associated to each
post. These actions can help to gather people’s opinions related to a post.
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Table 3 Examples of emoticons and their associated polarity scores

Emoticon Sentiment
classification

Polarity

:-) =) :] Happiness/smile 0.6

:) 0.7

:-( Sadness –0.6

:( –0.7

:’( –0.9

:D Amused 0.9

=D 0.8

<3 Love/heart 1

>:( Anger –0.64

(y) Thumbs up 0.84

Fig. 2 ETL processes modeling framework

Figure3 details extraction process. It starts by collecting general information
about each Facebook page (page name, website, description, category, etc.). Then, it
extracts posts shared on this page. The next step consists in extracting post informa-
tion including source, message, picture, description, link, and created-time. Finally,
this step collects actions (user likes and comments) associated to each post.

Figure4 illustrates an example of post shared on “Sephora” Facebook page Com-
ments associated to this post are shown in Fig. 5.

3.4 Transformation Step

Transformation step tends to make cleaning and conforming on DWB sources (Face-
book page actions) to gain correct, complete, consistent, and unambiguous data.

Transformation step is organized in three main steps: pre-processing, analysis and
mapping (see Fig. 6).
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Fig. 3 Facebook page extraction process

message = "Milks nourish and hydrate beautifully—and are especially great during drying, 
cold weather. Are you a fan?"
created_time = "2015-01-29T02:00:01+0000" 
type = "photo"
link = "https://www.facebook.com/Sephora/photos/..... /?type=1"

Fig. 4 Post (P) shared on the page “Sephora”

Pre-processing starts by comments cleaning which replaces all capital letters with
small letters and removes diacritics. For example, in comment (1) (Fig. 5), the term
“fabuloüs” is replaced by “fabulous”. Then, it identifies each comment word POS
(Part-Of-Speech) and its type, i.e., sentiment-carrying or modifying terms [16]. The
latter change the sentiment of corresponding opinion word(s) such as negations that
change the sentiment sign (e.g. the modifier “not”, used in comment (6), change
the sentiment polarity of the opinion term “good”). Also, amplifiers increase the
sentiment of the affected sentiment words (e.g. the amplifier “very” in comment (2)
modifies the sentiment of the opinion word “good”).

Analysis is the main step of transformation process. It aims to calculate sentiment
score of a post (P), i.e., Sent (PU). This score is equal to the average of comments’
sentiment scores associated to the post (P), as in (1), i.e.
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U1 => C1:  "I shop Sephora frequently!! Love !!! Love !!! Love !!!"
U2 => C2:  "Fabuloüs stuff!! fantastic, I love it."
U3 => C3:  "I'm curious to try it"
U2 => C4 :  "Can't wait to try it! It is very good <3"
U4 => C5 :  "I'm :( badly product. not good"
U5 => C6:  "Excellent sephora!"
U6 => C7: "I LOVE SEPHORA. My husband surprised me with this today when I came home. 
So excited! And it really smells"
U5 => C8:  "(y) Amazing milk!" 
U7 => C9:  "I am using this product. I'm unsatisfied !!!"
U4 => C10:  "I don’t like this cosmetic product >:( "
U3 => C11: "I bought It. perfect !!"
U2=> C12: "LOVELY !!!"

Fig. 5 Examples of comments associated to the post (P)

Sent (PU) =
∑N

j=1 Sent(Ci)

N
(1)

With N the number of comments (Ci) associated to the post (P) published by the
user (U).

To compute sentiment score of the comment message (Ci), we propose a lexicon-
based method. Its goal is to associate sentiment score to each comment (Sent (Ci)).
The principle of this method is the following: if the comment (Ci) contains opin-
ion words and emoticons, Sent (Ci) is computed as the average of all emoticons’
sentiment polarities (Sent (eij)) and polarities of sentiment-carrying words (wij) and
their modifiers (mij). Otherwise, if the comment (Ci) contains opinion words without
visual cues (emoticons), Sent (Ci) is calculated as the average of sentiment-carrying
words (wij) and their modifiers (mij) polarities (if any, Sent (mij) defaults to 0). The
sentiment score equation of the i th comment (Ci) is then defined in (2), i.e.,

Sent (Ci) =

⎧⎪⎨
⎪⎩

∑vi
j=1 Sent (eij)+

∑ti
j=1

|Sent (mij)| + Sent (wij)
2 × S(Sent (mij))

vi+ti
if vi > 0∑ti

j=1
|Sent (mij)| + Sent (wij)

2 × S(Sent(mij))

ti
else,

(2)

With vi and ti correspond respectively to the number of emoticons and the number
of sentiment-carrying words used in the comment (Ci). S(Sent (mij)) depends on the
polarity (+/−) of the modifier (mij) related to opinion word. We assign the value (1)
to S(Sent (mij)) if the modifier polarity is positive (Sent (mij)>0). Otherwise, if the
(mij) has a negative polarity, S(Sent (mij))is equal to (–1).

Comment sentiment analysis process, described in Fig. 7, details steps to deter-
mine comment’s sentiment score (Sent). This process starts by computing the number
of opinion words (ti) and emoticons (vi) used in the comment (Ci), and initializing
(Sent) to the value (0). For each opinion word (wij) used in (Ci), it searches the mod-
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Fig. 6 Facebook page transformation process

ifier (mij) related to this word. If (mij) exists, it recuperates its sentiment score (Sent
(mij)) defined in opinion dictionary. The absolute value of this score (Sent (mij)) is
added to (wij) polarity score (Sent (wwj)), divided by (2), thenmultiplied by themod-
ifier score polarity (S), i.e. (1) or (–1) and added to (Sent). Next, his process follows
by determining sentiment polarity (Sent (eij)) of each emoticon (eij) exploited in the
comment (Ci) and add it to (Sent). The final step is to determine the final value of
Sent, i.e. the average of opinion words and emoticons scores as defined in (2).

To determine users’ opinions corresponding to the post (P), we apply “Comment
sentiment score” process (Fig. 7) on a set of comments (Fig. 5) associated to this
post (Fig. 4). Results are depicted in Table4. 0Post’s sentiment score (Sent (PU)) is
computed according to (1).

The final step in transformation process (Fig. 6) is the mapping. Its role is the
matching between the source (concepts of “Facebook” model) and the target (DWB
multidimensional elements). For example, the attribute “Category” of the class PAGE
(source model) corresponds to the parameter “categoryPP” of the dimension FACE-
BOOK POSTS (DWB multidimensional schema presented in Fig. 8).
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Fig. 7 Comment sentiment analysis process

Table 4 Comments’ sentiment polarity

User U U1 U2 U3 U4 U5 U6 U7

Comment Ci C1 C2 C4 C12 C3 C11 C5 C10 C6 C8 C7 C9

Sent (Ci) 0.9 0.93 0.87 0.9 0.5 1 –0.78 –0.77 0.9 0.8 0.93 –0.75

Sent (PU) 0.9 0.9 0.75 –0.77 0.85 0.93 –0.75

3.5 Loading Step

Thegoal of loading process is to feed theDWBwith data resulted from transformation
step. It consists in loading data into DWB multidimensional elements including
dimensions, measures, facts, attributes and parameters. These elements are illus-
trated in Fig. 8. The fact POST_ACTION analyzes user actions (comments and likes)
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Fig. 8 DWB star schema

associated to a post commented by users on Facebook pages. Decisional makers
can then analyze likes_count and sentiment_score according to TIME, PRODUCT,
FACEBOOK POSTS and FACEBOOK USERS dimensions. For examples, Fig. 9
provides them with sentiment scores resulted from the analysis of users’ comments
associated to the post (P) corresponding to the product described in (P) on “Valen-
tine’s” day. Manager can notice that users (U4) and (U7) have negative opinions.
So, he can define user profile interested to this product. Figure10 shows also analy-
sis results of comments shared by the user U2 related to four products presented
respectively in posts (P1), (P2), (P3) and (P4) during “February”.

Fig. 9 Sentiment Polarity
Scores associated to
the post (P)
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Fig. 10 Sentiment Analysis of the user “U2” on “February”

4 Conclusion and Future Works

Opinions are usually subjective expressions that describe people sentiments and
appraisals. Social networks are platforms where millions of users interact frequently
and express opinions on every topic of interest.Due to the importance of user opinions
to decisional systems, we worked on integrating them DWB design.

We present in this paper a new ETL processes modeling approach using BPMN
standard. This approach integrates user opinions expressed by comments shared on
the social network Facebook. Its goal is to detect both positive and negative comment
polarity. We associate for that a sentiment score depending on comments opinion
terms and emoticons. This sentiment analysis is a lexicon method. This analysis is
based on opinion and emoticon dictionaries to classify comment polarity.

As future works, we will evaluate our sentiment analysis process on a large test
collection of user actions and enrich our lexical DB in order to adapt context-specific
opinion analysis. Also, we will extend our ETL processes design approach by inte-
grating more opinion web sources available on web logs, web sites and other social
networks.
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