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Foreword to the ECML PKDD 2015 Industry,
Governmental, and NGO Track

For the first time, the Industry, Governmental, and NGO Track of ECML PKDD 2015
had a separate Program Committee and its papers are published in its own proceedings
inside this volume. The track brought together participants from academia, industry,
government, and NGOs (non-governmental organizations) in a venue that highlighted
practical and real-world studies in machine learning, knowledge discovery, and data
mining. The industry, governmental, and NGO track was distinct from the research
track in that the works presented solved real-world problems and focused on engi-
neering systems, applications, and challenges, following three main areas: “Engi-
neering Systems,” “Data Science,” or “Challenges.” The main technical program
included three plenary talks by three invited speakers: Hang Li (Huawei), Andreas
Antrup (Zalando), and Wei Fan (Baidu Big Data Lab) and 12 technical talks. The
Industry, Government, and NGO Track of ECML PKDD 2015 was a highly selective
venue. This year, only 12 of the 42 papers were accepted, which corresponds to an
acceptance rate of 28.6 %. Every paper received at least three reviews and most papers
were thoroughly discussed before a PC senior member made a recommendation. The
final decision was made by the Program Chairs based on those recommendations. The
topics of the papers were extremely exciting, as they were applications of online
analysis, clustering, kernel regression, active learning, network security, recommen-
dation systems, fraud detection, semi-supervised learning, and reinforcement learning.
These proceedings of the 2015 European Conference on Machine Learning and
Principles and Practice of Knowledge Discovery in Databases contain the papers of the
works presented at the industry, government, and NGO track. We thank the Conference
Chairs, João Gama and Alípio Jorge, for their support, and Proceedings Chairs,
Michelangelo Ceci and Paulo Cortez, for their help with putting these proceedings
together. Most importantly, of course, we thank the authors for their contributions, and
the PC senior members and PC members for their substantial efforts to guarantee and
sometimes even improve the quality of these proceedings. We wish the reader an
enjoyable experience exploring the many exciting research results presented in these
proceedings of the 2015 edition of the Industry, Government, and NGO Track of the
European Conference on Machine Learning and Principles and Practice of Knowledge
Discovery in Databases.

July 2015 Albert Bifet
Bianca Zadrozny

Michael May



Foreword to the ECML PKDD 2015 Nectar Track

The goal of the ECML PKDD Nectar Track, started in 2012, is to offer conference
attendees a compact overview of recent scientific advances at the frontier of machine
learning and data mining with other disciplines, as already published in related con-
ferences and journals. Authors were invited to submit 4-page summaries of their
published work. Particularly welcome was work illustrating the pervasiveness of
data-driven exploration and modeling in science and technology, as well as innovative
applications.

We received 29 submissions and each was reviewed by at least three PC members.
Finally, 14 were selected for inclusion in the proceedings and presentation at the
conference. Topics covered, among others, music recommendation, analysis of urban
mobility data, geospatial text streams analysis, privacy issues in data mining, use of
formal concept analysis in data mining, epidemics prediction from social data, and
applications to particle physics and astronomy, as well as more traditional machine
learning and data mining research issues.

We thank all authors of submitted papers and all PC members for their excellent
work.

July 2015 Ricard Gavaldà
Dino Pedreschi



Foreword to the ECML PKDD 2015 Demo Track

It is our great pleasure to introduce the Demo Track of ECML PKDD 2015. This year’s
track continues its tradition of providing a forum for researchers and practitioners to
demonstrate novel systems and research prototypes, using data mining and machine
learning techniques in a variety of application domains. Besides the live demonstrations
during the conference period, each selected demo is allocated a 4-page paper in the
proceedings.

The Demo Track of ECML PKDD 2015 solicited working systems based on
state-of-the-art machine learning and data mining technology. Both innovative proto-
type implementations and mature systems were welcome, provided that they used
machine learning techniques and knowledge discovery processes in a real setting. The
evaluation criteria encompassed innovation, interestingness for the target users, and
whether it would be of interest mainly for researchers, mainly for practitioners, or both.
Each submission was evaluated by at least two reviewers.

This year we received 32 submissions. Seventeen demos will be presented at the
Demo Session during the conference in Porto. The demo descriptions also contain links
to videos and some of them to live software, so that interested readers can inspect and
even try them. The accepted demos cover a wide range of machine learning and data
mining techniques, as well as a very diverse set of real-world application domains.

The success of the Demo Track of ECML PKDD 2015 is due to the effort of several
people. Foremostly we thank the authors for their submissions and their engagement in
turning data mining and machine learning methods to software that can be presented
and tried by others. We want to thank all members of our Program Committee for
helping us in the difficult task of selecting the most interesting submissions. Finally, we
would like like to thank the ECML PKDD General Chairs and the Program Chairs for
entrusting us with this track, and the whole Organizing Committee for the practical
support and the logistics for the Demo Track.

We hope that the readers will enjoy this set of short papers and the demonstrated
systems, and that the Demo Session will inspire further ECML PKDD participants in
turning their research ideas in working prototypes that can be used by other researchers
and practitioners in machine learning and data mining.

July 2015 Francesco Bonchi
Jaime Cardoso

Myra Spiliopoulou



Preface

We are delighted to introduce the proceedings of the 2015 edition of the European
Conference on Machine Learning and Principles and Practice of Knowledge Discovery
in Databases, or ECML PKDD for short. This conference stems from the former ECML
and PKDD conferences, the two premier European conferences on, respectively,
Machine Learning and Knowledge Discovery in Databases. Originally independent
events, the two conferences were organized jointly for the first time in 2001. The
sinergy between the two led to increasing integration, and eventually the two merged in
2008. Today, ECML PKDD is a world-wide leading scientific event that aims at
exploiting the synergies between Machine Learning and Data Mining, focusing on
the development and application of methods and tools capable of solving real-life
problems.

ECML PKDD 2015 was held in Porto, Portugal, during September 7–11. This was
the third time Porto hosted the major European Machine Learning event. In 1991, Porto
was host to the fifth EWSL, the precursor of ECML. More recently, in 2005, Porto was
host to a very successful ECML PKDD. We were honored that the community chose to
again have ECML PKDD 2015 in Porto, just ten years later. The 2015 ECML PKDD
was co-located with “Intelligent System Applications to Power Systems”, ISAP 2015, a
well-established forum for scientific and technical discussion, aiming at fostering the
widespread application of intelligent tools and techniques to the power system network
and business. Moreover, it was collocated, for the first time, with the Summer School
on “Data Sciences for Big Data.”

ECML PKDD traditionally combines the research-oriented extensive program of the
scientific and journal tracks, which aim at being a forum for high quality, novel
research in Machine Learning and Data Mining, with the more focused programs of the
demo track, dedicated to presenting real systems to the community, the PhD track,
which supports young researchers, and the nectar track, dedicated to bringing relevant
work to the community. The program further includes an industrial track, which brings
together participants from academia, industry, government, and non-governmental
organizations in a venue that highlights practical and real-world studies of machine
learning, knowledge discovery, and data mining. The industrial track of ECML PKDD
2015 has a separate Program Committee and separate proceedings volume. Moreover,
the conference program included a doctoral consortium, three discovery challenges,
and various workshops and tutorials.

The research program included five plenary talks by invited speakers, namely,
Hendrik Blockeel (University of Leuven and Leiden University), Pedro Domingos
(University ofWashington), Jure Leskovec (Stanford University), NatašaMilić-Frayling
(Microsoft Research), and Dino Pedreschi (Università di Pisa), as well as one ISAP
+ECML PKDD joint plenary talk by Chen-Ching Liu (Washington State University).
Three invited speakers contributed to the industrial track: Andreas Antrup (Zalando and



University of Edinburgh), Wei Fan (Baidu Big Data Lab), and Hang Li (Noah’s Ark
Lab, Huawei Technologies).

Three discovery challenges were announced this year. They focused on “MoRe-
BikeS: Model Reuse with Bike rental Station data,” “On Learning from Taxi GPS
Traces”, and “Activity Detection Based on Non-GPS Mobility Data,” respectively.

Twelve workshops were held, providing an opportunity to discuss current topics in a
small and interactive atmosphere: “MetaSel - Meta-learning and Algorithm Selection,”
“Parallel and Distributed Computing for Knowledge Discovery in Databases,”
“Interactions between Data Mining and Natural Language Processing,” “New Frontiers
in Mining Complex Patterns,” “Mining Ubiquitous and Social Environments,”
“Advanced Analytics and Learning on Temporal Data,” “Learning Models over
Multiple Contexts,” “Linked Data for Knowledge Discovery,” “Sports Analytics,”
“BigTargets: Big Multi-target Prediction”, “DARE: Data Analytics for Renewable
Energy Integration,” and “Machine Learning in Life Sciences.”

Ten tutorials were included in the conference program, providing a comprehensive
introduction to core techniques and areas of interest for the scientific community:
“Similarity and Distance Metric Learning with Applications to Computer Vision,”
“Scalable Learning of Graphical Models,” “Meta-learning and Algorithm Selection,”
“Machine Reading the Web - Beyond Named Entity Recognition and Relation
Extraction,” “VC-Dimension and Rademacher Averages: From Statistical Learning
Theory to Sampling Algorithms,” “Making Sense of (Multi-)Relational Data,” “Col-
laborative Filtering with Binary, Positive-Only Data,” “Predictive Maintenance,”
“Eureka! - How to Build Accurate Predictors for Real-Valued Outputs from Simple
Methods,” and “The Space of Online Learning Problems.”

The main track received 380 paper submissions, of which 89 were accepted. Such a
high volume of scientific work required a tremendous effort by the Area Chairs, Pro-
gram Committee members, and many additional reviewers. We managed to collect
three highly qualified independent reviews per paper and one additional overall input
from one of the Area Chairs. Papers were evaluated on the basis of significance of
contribution, novelty, technical quality, scientific and technological impact, clarity,
repeatability, and scholarship. The industrial, demo, and nectar tracks were equally
successful, attracting 42, 32, and 29 paper submissions, respectively.

For the third time, the conference used a double submission model: next to the
regular conference tracks, papers submitted to the Springer journals Machine Learning
(MACH) and Data Mining and Knowledge Discovery (DAMI) were considered for
presentation at the conference. These papers were submitted to the ECML PKDD 2015
special issue of the respective journals, and underwent the normal editorial process
of these journals. Those papers accepted for one of these journals were assigned a
presentation slot at the ECML PKDD 2015 conference. A total of 191 original
manuscripts were submitted to the journal track during this year. Some of these papers
are still being refereed. Of the fully refereed papers, 10 were accepted in DAMI and 15
in MACH, together with 4+4 papers from last year’s call, which were also scheduled
for presentation at this conference. Overall, this resulted in a number of 613 submis-
sions (to the scientific track, industrial track and journal track), of which 126 were
selected for presentation at the conference, making an overall acceptance rate of about
21 %.

XII Preface



Part I and Part II of the proceedings of the ECML PKDD 2015 conference contain
the full papers of the contributions presented in the scientific track, the abstracts of the
scientific plenary talks, and the abstract of the ISAP+ECML PKDD joint plenary talk.
Part III of the proceedings of the ECML PKDD 2015 conference contains the full
papers of the contributions presented in the industrial track, short papers describing the
demonstrations, the nectar papers, and the abstracts of the industrial plenary talks.

The scientific track program results from continuous collaboration between the
scientific tracks and the general chairs. Throughout we had the unfaltering support
of the Local Chairs, Carlos Ferreira, Rita Ribeiro, and João Moreira, who managed this
event in a thoroughly competent and professional way. We thank the Social Media
Chairs, Dunja Mladenić and Márcia Oliveira, for tweeting the new face of
ECML PKDD, and the Publicity Chairs, Ricardo Campos and Carlos Ferreira, for their
excellent work in spreading the news. The beautiful design and quick response time
of the web site is due to the work of our Web Chairs, Sylwia Bugla, Rita Ribeiro, and
João Rodrigues. The beautiful image on all the conference materials is based on the
logo designed by Joana Amaral e João Cravo, inspired by Porto landmarks. It has been
a pleasure to collaborate with the Journal, Industrial, Demo, Nectar, and PhD Track
Chairs. ECML PKDD would not be complete if not for the efforts of the Tutorial
Chairs, Fazel Famili, Mykola Pechenizkiy, and Nikolaj Tatti, the Workshop Chairs,
Stan Matwin, Bernhard Pfahringer, and Luís Torgo, and the Discovery Challenge
Chairs, Michel Ferreira, Hillol Kargupta, Luís Moreira-Matias, and João Moreira. We
thank the Awards Committee Chairs, Pavel Brazdil, Sašo Džerosky, Hiroshi Motoda,
and Michèle Sebag, for their hard work in selecting papers for awards. A special meta
thanks to Pavel: ECML PKDD at Porto is only possible thanks to you. We gratefully
acknowledge the work of Sponsorship Chairs, Albert Bifet and André Carvalho, for
their key work. Special thanks go to the Proceedings Chairs, Michelangelo Ceci and
Paulo Cortez, for the difficult task of putting these proceedings together. We appreciate
the support of Artur Aiguzhinov, Catarina Félix Oliveira, and Mohammad Nozari
(U. Porto) for helping to check this front matter. We thank the ECML PKDD Steering
Committee for kindly sharing their experience, and particularly the General Steering
Committee Chair, Fosca Giannotti. The quality of ECML PKDD is only possible due to
the tremendous efforts of the Program Committee; our sincere thanks for all the great
work in improving the quality of these proceedings. Throughout, we relied on the
exceptional quality of the Area Chairs. Our most sincere thanks for their support, with a
special thanks to the members who contributed in difficult personal situations, and to
Paulo Azevedo for stepping in when the need was there. Last but not least, we would
like to sincerely thank all the authors who submitted their work to the conference.

July 2015 Annalisa Appice
Pedro Pereira Rodrigues

Vítor Santos Costa
Carlos Soares

João Gama
Alípio Jorge
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AI Research at Huawei Technologies

Hang Li
Noah’s Ark Lab, Huawei Technologies, Shenzhen, China

Abstract. To enable computers to listen, speak, see, and learn like humans, and
even more to build computers that analyze, infer, predict, and make decisions
better than humans is the ultimate dream of artificial intelligence. In the near
future, we envision that with advanced AI technologies each person and each
enterprise will have multiple intelligent computer assistants to help accomplish
various tasks with results that are as good or even better than if they were
performed by humans. Huawei Technologies, one of the major telecommuni-
cation equipment and service companies in the world, is also conducting research
toward this noble goal of AI. In this talk, I will introduce some progresses which
Huawei, and particularly its Noah’ Ark Lab, have made recently, including a
platform for deep learning research, natural language processing using deep
learning, construction and utilization of large-scale knowledge base in telecom-
munication domain.

Bio. Hang Li is director of the Noah’s Ark Lab of Huawei Technologies. His
research areas include natural language processing, information retrieval, statis-
tical machine learning, and data mining. He graduated from Kyoto University in
1988 and earned his PhD from the University of Tokyo in 1998. He worked at
the NEC lab in Japan during 1991 and 2001, and Microsoft Research Asia during
2001 and 2012.



Algorithmic Fashion

Andreas Antrup

Zalando, The University of Edinburgh, Edinburgh, UK

Abstract. Fashion and the fashion industry are commonly considered the realm
of intuition and experts rather than of machine learning and data. But that is not
so; in fact, I am going to argue that the decision-making both on the consumer
side and the industry side is being made increasingly transparent and open to
change by the Internet. Instead of focussing on a particular methodology, the talk
is going to be centred on the clever orchestration of data and algorithms. It is a
peek into our journey at Zalando.

Bio. Andreas Antrup heads Data Science at Zalando - Europe’s leading online
shop for shoes and fashion. After brief stints in entrepreneurship and banking he
joined Zalando in 2011 to build analytics and data-driven automation. Andreas
studied ecnonomics at the University of Edinburgh to graduate with an MSc in
2008 and a PhD in 2011. Together with his team he now drives predictive
analytics across the value chain of Zalando.



Deep Medical Learning

Wei Fan

Baidu Big Data Lab, Beijing, China

Abstract. Recent market intelligences shows that when people encounter med-
ical or healthcare related problems, 90 % of them first go to the internet for
help. The percentage of search engine queries on medical and healthcare are in
double digits. Currently, search engine is still not the right place to look for
medical and healthcare related information, unless the user is very clear on names
of medical, health conditions or treatments. However, a majority of medical
queries are on new conditions where the users may only have some vague ideas
on their discomforts or symptoms. Their intention is also not as clear as obtaining
knowledge on “food, entertainment, electronics, etc” where both the users are
trained to do those search and search engines are also tuned to match these
searches well. In this talk, we will discuss deep learning techniques that are used
to (1) understand users’ intention (2) build a complete symptom to disease
prediction model and (3) a Q-A system that speaks to the users to either provide
useful or authoritative information or asks for additional information when their
queries or intentions are unclear. The deep learning techniques leverages DNN,
CNN and bi-directional RNN, which are used for feature constructions from raw
queries, modeling from training Q&A pairs as well as modeling.
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Abstract. Recent high profile developments of autonomous learning
thermostats by companies such as Nest Labs and Honeywell have brought
to the fore the possibility of ever greater numbers of intelligent devices
permeating our homes and working environments into the future. How-
ever, the specific learning approaches and methodologies utilised by these
devices have never been made public. In fact little information is known
as to the specifics of how these devices operate and learn about their
environments or the users who use them. This paper proposes a suit-
able learning architecture for such an intelligent thermostat in the hope
that it will benefit further investigation by the research community. Our
architecture comprises a number of different learning methods each of
which contributes to create a complete autonomous thermostat capable
of controlling a HVAC system. A novel state action space formalism is
proposed to enable a Reinforcement Learning agent to successfully con-
trol the HVAC system by optimising both occupant comfort and energy
costs. Our results show that the learning thermostat can achieve cost sav-
ings of 10% over a programmable thermostat, whilst maintaining high
occupant comfort standards.

Keywords: HVAC control · Reinforcement learning · Bayesian learning

1 Introduction

Thermostats for controlling Heating, Ventilation and Air Conditioning (HVAC)
systems in the home and office can largely be broken into two main categories:
programmable and manual. Programmable thermostats allow the user to sched-
ule heating and cooling to achieve patterns that work best for one’s schedule.
A thermal set-point is specified by a user and it governs the temperature and
humidity levels that must be reached when the controller is active. Manual ther-
mostats are non-programmable and require an external operator (human) to turn
on and off the functions of heating and cooling as required. Manual thermostats
are usually cheaper than their programmable counterparts.

Recently there has been a surge in the development of intelligent thermostats
which boost the ability to autonomously control HVAC systems. These include
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 3–19, 2015.
DOI: 10.1007/978-3-319-23461-8 1
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offers from companies such as Nest Labs[3] and Honeywell[2]. They often only
require the user to enter temperature set-points, while the schedule is learned
automatically, with the objective of minimizing energy consumption while still
allowing for occupant comfort. The unit attempts to learn a user’s preference over
time based on their manual adjustments and produce a schedule which is deemed
optimal for the observed patterns of occupancy. The principal characteristics of
these units is that they promote some notion of self-learning and automation;
however, the user can usually override the learned schedule with a pre-fixed one.

In order to learn and effectively make decisions these systems rely on observa-
tions from sensory inputs about their environment. Commonly they use: tempera-
ture/humidity and motion sensors; an internal clock/calendar to track date/time;
and external data sources such as the local weather conditions. Over time the goal
of the learning thermostat is to refine its knowledge, update its understanding of
the environment and make optimal decisions in accordance with its defined objec-
tive functions of maintaining occupant comfort and minimising cost.

To date, the specific learning approaches employed by companies such as
Nest and Honeywell have never been publicly released and are guarded as trade
secrets. In addition, there has been little activity from the research commu-
nity to devise suitable open architectures for solving such problems. Therefore,
this paper proposes a suitable learning architecture which utilises a number of
learning methods capable of learning an optimal or near optimal control policy
over time. The solution comprises a Bayesian Learning approach to accurately
predict room occupancy over time and a Reinforcement Learning (Q-learning)
method to learn a control policy for the thermostat unit itself. The reinforcement
learning agent samples the output from the room occupancy prediction module
to enable a better control solution.

In summary the principal contributions of this work are

– A learning architecture which can support occupancy prediction and HVAC
control, concurrently optimising both user comfort and energy costs

– A novel state action space formalism for the individual learning approach
which enables a multi-criteria optimisation solution.

The rest of this paper is structured as follows: Background Research provides
an overview of relevant and related work in this field, including work specific to
the learning approaches used and other applied learning work. Markov Decision
Processes & Learning Methods describes the concepts and learning approaches
used in this work. HVAC Control details specifics relating to how to apply these
methods to the real world problem. Initial Results details our preliminary find-
ings, leading finally to Conclusions & Future Work.

2 Background Research

A standard HVAC system can be considered to comprise two principal compo-
nents, a heating/cooling element and a fan for circulating the air. In order to
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operate the system, the user generally specifies a setpoint value on the thermo-
stat interface denoting the room conditions they require. Using the output from
a temperature sensor the thermostat monitors the changing room conditions as
a result of turning on the HVAC. Once the room temperature has reached the
target setpoint the system is switched off. In more optimised systems the fan
speeds can be adjusted to enable further optimisations over this simple scenario.

To autonomously control HVAC systems, a number of methods are required
to enable the features depicted on modern controllers such as the Nest. Firstly a
learning method must learn when to turn on and off heating and cooling, we refer
to this as the thermostat control policy for which we employ a reinforcement
learning method known as Q-learning. The goal of the learning process is to
control the HVAC system i.e. turn it on and off, to ensure that the user’s setpoint
is maintained at the lowest possible cost. In addition as an aid to this control
policy, Bayesian inference is utilised to predict room occupancy allowing for
greater cost savings where unoccupied rooms need no longer be heated. An
accurate prediction method is necessary in order to preemptively heat and cool
rooms prior to being occupied. Occupancy sensors can only tell you when they
detect whether or not a room is occupied, not when it is going to be occupied,
thus only heating and cooling based on occupancy detection will likely result in
a low comfort rating from users who will have to wait until the room reaches
the set point temperature. The combination of these techniques provides an
overall architecture capable of providing a solution to the problem. One of the
key value propositions is the ability of each component to build up knowledge
whilst operating directly with the environment, without prior experience.

Whilst there has been substantial activity in the commercial space with
numerous patents filed in this area for both automating the control of HVAC
systems entirely or partially through varying components of these systems, there
has been little activity in the research community. To the best of the authors’
knowledge this paper is the first application of Reinforcement Learning to this
problem domain.

In the 1990s manufacturers such as Mitsubishi [15] developed advanced fuzzy
rule bases for controlling air conditioning systems in buildings which greatly out-
performed the ubiquitous bang-bang controllers. The fuzzy rule systems allowed
for intermediary control states where the air conditioning system could alter-
nate between different fan speeds, humidity and temperature based on the envi-
ronmental observations to reduce energy consumption and improve occupant
comfort. Fuzzy systems rely on user defined rules which are collectively termed
the fuzzy rule base. The output of the rules are combined to produce a smooth
control response which creates smaller deviations around the temperature set
points. Patents [9] [1] [4] describe a variety of fuzzy logic control methods rang-
ing from the determination of thermal set-points in a HVAC system to methods
for controlling HVAC to maximise occupant comfort in the automotive sector.

More recently, a patent filedbyNest [13] on 19October 2012describes a thermo-
statwhich usesmachine learning and offers a taxonomyof learning approaches over
which its claims are held. However the disclosure does not present a description of
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how these methods are applied or even which methods are used in their implemen-
tation. On the Web there have been a number of hardware teardowns of the Nest
thermostat, but to date little is known about the software controling the device.

In a user trial on a number of homes in the US and UK by Scott et. al. [18]
(entitled PreHeat) RFID tags were added to the house keys of each occupant.
Their home heating solution used occupancy sensing and prediction to better
estimate when to heat the homes. Their results demonstrated substantial savings
over a pre-scheduled heating solution for heating and cooling rooms in a house.

In a more general context, approaches from learning theory have been success-
fully applied to automated control problems across a range of domains. Dutreilh
et. al. [12] devised a Q-learning approach for allocating resources to applications
in the cloud. Gerald Tesauro created TD-Gammon [21], a reinforcement learn-
ing artificially intelligent agent capable of playing backgammon to international
level. Other notable successes include workflow scheduling [6], traffic light control
[24] and application scaling [7] in computational clouds. The important novelty
common to these works is not so much their extension to learning theory but
more so their application of learning theory to solve a real world problem.

3 Markov Decision Processes and Learning Methods

3.1 Markov Decision Processes

Markov Decision Processes (MDPs) are a particular mathematical framework
suited to modelling decision making under uncertainty. A MDP can typically be
represented as a four tuple consisting of states, actions, transition probabilities
and rewards.

– S, represents the environmental state space;
– A, represents the total action space;
– p(.|s, a), defines a probability distribution governing state transitions st+1 ∼

p(.|st, at);
– q(.|s, a), defines a probability distribution governing the rewards received

R(st, at) ∼ q(.|st, at);

S is the set of all possible states represents the agent’s observable world. The
agent learning experience can be broken up into discrete time periods. At the
end of each time period t the agent occupies state st ∈ S. The agent chooses
an action at ∈ A(st), where A(st) is the set of all possible actions within state
st. The execution of the chosen action, results in a state transition to st+1

and an immediate numerical reward R(st, at). The state transition probability
p(st+1|st, at) governs the likelihood that the agent will transition to state st+1

as a result of choosing at in st. The numerical reward received upon arrival at
the next state is governed by q(st+1|st, at) and is indicative as to the benefit of
choosing at whilst in st.

The solution of a MDP results in the output of a policy π, denoting a mapping
from states to actions, guiding the agent’s decisions over the entire learning period.
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In the specific case where a complete environmental model is known, i.e. (S,
A, p, q) are fully observable, the problem reduces to a planning problem [16]
and can be solved using traditional dynamic programming techniques such as
value iteration. However if there is no complete model available, which is often
common with real world problems, then one must either attempt to approximate
the missing model (Model Based Reinforcement Learning) or directly estimate
the value function or policy (Model Free Reinforcement Learning). Model based
methods use statistical techniques in order to approximate the missing model
[14], whereas model free learners attempt to directly approximate a control policy
through environmental interactions.

In this work we choose to utilise a model free learning method known as Q-
learning. The approach has been widely applied to real-world problems, which
allows for stricter comparisons with previous work and is capable of finding an
optimal or near optimal control policy in a reasonable time.

3.2 Reinforcement Learning

Modeling the HVAC control problem as a MDP enables us to design a solution
which can effectively handle environmental uncertainty. However as with most
real world learning problems, we have no prior knowledge of the complete envi-
ronmental model, the distribution of rewards or transition probabilities. There-
fore, solutions from Dynamic Programming such as Value Iteration or Policy
Iteration cannot be used to generate an optimal policy π for these problems. As
an alternative to Dynamic Programming, model free Reinforcement Learning
methods such as Q-learning [23] can be used to generate optimal policies in the
absence of a complete environmental model.

Q-learning belongs to a collection of algorithms called Temporal Difference
(TD) methods. Not requiring a complete model of the environment, TD methods
possess a significant advantage and have the capability of being able to make
predictions incrementally and in an online fashion. We choose to use Q-learning
for this research, not for its demonstrated efficacy within the domain but more
for its wide applicability to applied domains published previously [10] [8] [22].
The update rule for Q-learning is defined as

Q(s, a) ← Q(s, a) + α[r + γQ(s′, a′) − Q(s, a)] (1)

and calculated each time a state is reached which is nonterminal. Approximations
of Qπ(s, a) which are indicative as to the benefit of taking action a while in
state s, are calculated after each time interval. Actions are chosen based on π,
the policy being followed. A number of action selection policies can be used
to decide what action to select whilst occupying a particular state, examples
include ε-greedy, softmax and unbiased sampling [20]. The goal of these selection
strategies is often to carefully balance exploration and exploitation to yield the
best possible results in the shortest possible time frame. Over time the actions
selected should converge to the optimal where the agents consistently choose
actions which present it with the greatest amount of cumulative reward over
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the course of the interaction. In the case of ε-greedy, the goal is to choose the
best action most of the time except for a certain amount of time governed by ε
when the agent chooses an exploratory action. Let A′(s) ⊆ A(s), be the set of
all non-greedy actions. The probability of selection for each non-greedy action
is reduced to ε

|A′(s)| , resulting in a probability of 1 − ε for the greedy strategy.
Estimated action values for each state action pair Qπ(s, a) can be represented

in tabular form or as part of a generalised function approximator. The goal of
the learning agent is to maximize its returns in the long run, often forgoing
short term gains in place of long term benefits. By introducing a discount factor
γ, (0 < γ < 1), an agent’s degree of myopia can be controlled. A value close
to 1 for γ assigns a greater weight to future rewards, while a value close to 0
considers only the most recent rewards. Reinforcement learning based approaches
are capable of reasoning over multiple actions, choosing only those which yield
the greatest cumulative reward over the entire duration of the episode. The steps
involved in Q-learning are depicted by Algorithm 1.

Algorithm 1. Reinforcement Learning Algorithm (Q-learning)
Initialize Q(s, a) arbitrarily

Repeat (for each episode)
Initialize s
repeat

Choose a from s using policy derived from Q (ε-greedy)
Take action a and observe r, s’
Q(s, a) ← Q(s, a) + α[r + γ maxa′ Q(s′, a′) − Q(s, a)]
s ← s′;

until s is terminal

Q-learning can often require significant experience within a given environ-
ment in order to learn a good policy. This is largely determined by the size of
the state and action space. In particular, tabular Q-learning methods require
continuous updating of the value estimates through repeatedly revisiting the
states and choosing actions in the environment. As the size of the state action
space grows, this problem can become more pronounced (often referred to as the
curse of dimensionality), where each additional state or action variable added,
increases the problem size exponentially. For the purposes of this work we utilise
tabular Q-learning methods but convergence times could be improved by utilis-
ing techniques such as parallel learning[5] or function approximation.

3.3 Bayesian Inference

The final part of the problem requires a solution for occupancy prediction in
order to make better judgements as to when one is required to heat and cool the
space under control.



Autonomous HVAC Control, A Reinforcement Learning Approach 9

For this work we employ a Bayesian inference technique in order to make
predictions. Bayes theorem is a mathematical framework which allows for the
integration of one’s observations into one’s beliefs. The posterior probability
P ′(X = x|e), denoting the probability that a random variable X has a value
equal to x given experience e can be computed via

P (Y |X) =
P (X|Y )P (Y )

P (X)
(2)

which requires one conditional probability P (X|Y ) and two unconditional prob-
abilities (P (Y ), P (X)) to compute a single conditional posterior probability
P (Y |X) [17].

Bayesian learning algorithms generally combine Bayesian inference (Bayes
rule) and agent learning to build up probabilistic knowledge about a given
domain. Statistical inference methods can prove particularly useful when
attempting to approximate the likelihood of an event occurring given past experi-
ences. By providing an estimated occupancy model our overall solution is capable
of reducing the energy consumption by only heating and cooling when necessary.

4 HVAC Control

This section discusses the specifics of applying each technology to the domain.
We present a novel state action space formalism for Q-learning which enables
it to effectively control heating and cooling in an online manner. In addition
we describe a method to predict occupancy using a modified Bayes rule and
corresponding update function.

4.1 Occupancy Prediction

The specific inference rule applied for occupancy prediction was originally
defined by David Spiegelhalter [19] and further extended by Prashant Doshi
[11]. It employs a modified Bayes rule, where all that is required to compute the
posterior probability is an initial prior probability and subsequent environmental
experience. The approach involves maintaining an experience counter Expc for
each observation and updating the distribution according to equations (3) and
(4). These equations define the update rules for approximating the likelihood of
occupancy based on past experience 1

P ′(s = s′|a, s = s) =
P (s = s′|a, s = s) × Expc + 1

Expc′ (3)

where equation 4 ensures that the probability distribution over the total number of
possibilities sums up to 1. y represents the set of all possible next states achievable
from s minus s′ the actual next state resulting from action selection a.

1 Expc′ is the incremented counter, Expc′ = Expc + 1.
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P ′(s = y|a, s = s) =
P (s = y|a, s = s) × Expc

Expc′ (4)

From an implementation perspective the approach requires an occupancy
sensor to provide it with the necessary evaluative feedback in order to update
the model over time. Every minute the learning agent queries the sensor which
returns a boolean result (true or false) depending on whether or not the room
was occupied at that time. Based on the response a binomial distribution is
updated accordingly using equations (3) and (4). This simple solution is sur-
prisingly efficient at making predictions and doesn’t require large amounts of
environmental experience.

4.2 HVAC Control Using Q-learning

The HVAC system employs Q-learning by framing the environment as a MDP.
In order to accurately solve the problem we must first define the set of states S
and actions A i.e. the agent’s observable world and the actions it can take in it:

– rt : is the room temperature (source: temperature sensor, unit : ◦C);
– tto : is the time to occupancy (source: occupancy predictor, unit : minutes);
– ot : is the outside temperature (source: weather station, unit : ◦C);

The second thing we define is the action space A which consists of the following
four choices:

– Heaton : turns on heating;
– Heatoff : turns off heating;
– Coolon : turns on cooling;
– Cooloff : turns off cooling;

The idea is to try to keep the number of states and actions low so that the
problem remains within the bounds of tractability. However even though there
are only three state variables, each state variable can take on a wide range of
values quickly creating a relatively large state space. For instance the indoor
temperature could range from the low teens to the mid to high twenties (12◦C
to 27◦C). The outside temperature could vary from region to region, but in
places such as North America it would not be uncommon to experience highs of
40◦C in the Summer and lows of −20◦C in the depths of Winter. In addition the
time to occupancy tto (minutes) at any particular moment may be a number of
hours away, substantially increasing the size of the state space.

HVAC controller actions are executed at discrete time intervals known as
epoches. For instance an epoch of 5 minutes assumes that a controlling action
for the HVAC system may be executed at either 10:00 or 10:05, but not at 10:02.
The granularity is a configurable parameter and can be adjusted to ensure an
optimal configuration such as at minutely intervals. At the end of each epoch
the learning agent observes the current state of the environment and chooses
whether or not to execute an automated HVAC action (turn on or off).
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The transition probabilities T i.e. the likelihood of transitioning between
states after executing particular actions is not known apriori so this problem can-
not be solved using Dynamic Programming methods such as Policy or Value iter-
ation. In addition we do not attempt to estimate T , instead Q-learning observes
the consequences of T and adjusts accordingly.

The rewards achievable by the learning agent are distributed in accordance
with certain scenarios that arise and are scalar in value. A setpoint variable sp
specifies the user defined objective temperature setting. Rewards are calculated
as follows:

1. (Room.occupied = false) & (Action = Heaton) & (rt > sp || rt < sp);
R = −1

2. (Room.occupied = true) & (Action = Heaton) & (rt > sp || rt < sp); R = −3
3. (Room.occupied = false) & (Action = Heaton) & (rt = sp); R = −1
4. (Room.occupied = true) & (Action = Heaton) & (rt = sp); R = −1
5. (Room.occupied = false) & (Action = Heatoff ) & (rt < sp || sp > rt);

R = 0
6. (Action = Heatoff ) & (rt = sp); R = 0
7. (Room.occupied = true) & (Action = Heatoff ) & (rt < sp || sp > rt);

R = −3

We assume a threshold around the setpoint of plus or minus 1◦C. So if the
user specifies a setpoint temperature of 23◦C, the variable sp will range from
22◦C − 24◦C. Each scenario listed above determines the rewards achievable as
a result of choosing an action a within a particular state s. We haven’t included
cooling as part of the scenario, but the same rules will govern its action selection
also. Scenarios 1,3,4 result in a reward of −1. This cost is representative of the
cost that would be incurred for operating the heating control of the HVAC unit
per time step. This could easily be extended to include real time energy pricing
costs if necessary. For Scenarios 2 and 7 a fixed penalty is applied resulting in a
reward of −3. The penalty chosen does not need to be specifically −3 but it must
be greater than the unit cost of the HVAC operation i.e. (−1). For Scenarios
2 and 7, irregardless of the action chosen i.e. Heaton,Heatoff the penalty is
applied because the setpoint temperature specified by the user has not been met
and the room is presently occupied. Scenarios 5 and 6 result in a reward of 0,
i.e. no cost is incurred as the heating is turned off and either the room is not
occupied (Scenario 5) or the setpoint has already been met (Scenario 6).

5 Initial Results

This section describes our initial results with the autonomous thermostat con-
troller. For the purposes of this research we conducted evaluations via simulation
only. We present results for both occupancy prediction and thermostat control,
demonstrating empirically the efficacy of the solutions as possible approaches
for solving the problem.



12 E. Barrett and S. Linder

5.1 Occupancy Prediction

We evaluated our occupancy prediction method by creating an occupancy model,
which simulates when the room is occupied. We assume an occupancy sensor is
always available, however we vary the accuracy of this sensor using a Gaussian
distribution of mean zero and standard deviation one. For a Gaussian or normal
distribution, 70% of the time a random variable X takes on a value x which will
fall within one standard deviation either side of the mean. 95% of the time the
value will fall within two standard deviations and 99% of the time it will fall
within three standard deviations of the mean. Thus we can vary the accuracy of
the sensor by introducing statistical noise and returning either a false positive
or negative depending on the actual result. This is to replicate scenarios which
may cause false positives such as a cat/dog moving or false negatives such as if a
person is in the sensor blind spot. We argue that a prediction approach should be
capable of handling such sensing errors which would arise under normal operating
conditions.

The goal of the Bayesian learner is to approximate the user’s patterns of
occupancy as closely as possible based solely on the learners observations. To do
this, the learner continuously updates its beliefs, represented probabilistically,
over time. In order to evaluate the approach we employ the Kullback-Liebler
(KL) divergence to determine the difference between the binomial distribution
of the learner and the true values as learning progresses. The KL divergence,
sometimes referred to as information gain or relative entropy gives a measure of
the distance between two probability distributions. For two probability distribu-
tions P and Q, the KL divergence is

DKL(P ‖ Q) =
∑

i

ln
P (i)
Q(i)

P (i) (5)

Note that the KL divergence is not a true metric and is not symmetrical, meaning
that the KL divergence from P to Q is not equal to the KL divergence from Q
to P. If P and Q are identical then DKL = 0.

Figure 1 displays how predictions progress over time under three separate set-
tings. The average KL divergence between the learned occupancy model and the
true model is plotted for each setting. Note that the true model is not strictly
ground truth occupancy, as it incorporates the variance in sensing for a more real-
istic comparison. It’s worth noting that in a given week the learner will only sample
each time period once, this means that over the course of a month the learner will
have four bouts of experience to train its model. By grouping days into categories
such as “working week” or “weekends”, the learning time for occupancy predic-
tion could be dramatically reduced as the information learned over a number of
days could be aggregated. However we choose to treat each day as an indepen-
dent event in order to present a clearer evaluation of the time it takes to learn
an occupancy model. Figure 1 plots the course of the model learning process over
150 days. The first two curves detail the affect of the sensing error on the learn-
ing process, whilst the third demonstrates sensing error and model shift. Model
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Fig. 1. Occupancy prediction evaluation with varying sensing error and model change

shift is intended to represent a scenario where the underlying occupancy pattern
changes entirely, i.e. a user suddenly begins to work nights instead of days and
their pattern of occupancy changes to reflect this.

When the sensor is only 70% accurate, the initial difference between the two
distributions is less than when the sensor is 95% accurate. The reason for this is
because the initial equiprobable binomial distribution is not too dissimilar to the
true model as the true model has greater variance due to the sensing errors. For
this reason when the accuracy of the sensor is switched to 95% the initial diver-
gence is much higher as distributions differ by greater amounts. However, with
the greater accuracy in sensing the learner is capable of better approximations
of the true model, improving upon the 70% curve after approximately 40 days.
It’s clear that in both cases only a small amount of experience is required to
make a good approximation of the underlying model. After 20 days the learner
has built up a good predictive model of occupancy in both cases.

The last curve plots the effect of model shift on the approach. How a learning
approach recovers from a shift in its underlying model is an important feature
of online learning methods. Offline methods usually have to be retrained once
such an event occurs but online methods should show adaptability to this type
of behaviour. Model shifts are always challenging from a learning perspective
because the agent has already significant past experience pointing to something
which is no longer valid and how it adjusts its estimates determines its efficacy
in the domain. If the agent simply disregards all the previous estimates in favour
of the most recent, a temporary change could easily skew the predictive power
of your solution.

After 70 days the occupancy behaviour of the user changes causing a jump
in divergence. The key thing here is to note the recovery, i.e. within the space
of 50 days the learner has returned to making good approximations of this new
underlying model. The approach generally demonstrates good approximations
without any prior knowledge, however the accuracy of the solution will always
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be constrained by the quality of the sensing devices, through which predictions
are attained.

The output of occupancy prediction is a multinomial distribution governing
the probability of occupancy for specific times over the course of a given day.
This distribution is utilised by the RL agent (Q-learning) to control heating and
cooling where the distribution is sampled in order to approximate a value for
“time to occupancy”.

5.2 Autonomous Thermostat Control via Q-learning

Simulation Environment. In order to ensure the repeatability of our exper-
iments we simulate the heating of a room by defining a heat transfer rate, an
input heating rate and calculating the temperature changes for each time step.
Equation 6 describes the calculation of the heat transfer rate in Watts,

Heattransfer = uV alue × surfaceArea × (rt − ot) (6)

where rt − ot is the difference in temperature between the internal temperature
and the external outside temperature. The u-value2 is given in units of W/m2K.
By dividing the thickness in (m) of the materials (plaster, slab, screed, etc )
by their manufacturer stated resistivity values one can compute an approximate
u-value for the building/room. It is generally given as 1/totalResistance. By
measuring the total surface area of the room (m2) one can work out the heat
transfer rate i.e. the amount of heat energy in Watts leaving the room at any
given moment.

To model the effects with respect to temperature changes we simulate using
the following configuration. The specific heat of air is the amount of energy
(Joules) required to raise the temperature of 1Kg of air by 1◦K and works out
to be approximately 718J/KgK given atmospheric pressure of 1 atm and air
density of 1.3Kg/m3. For simulation purposes we assume a resistive heater is
heating the room and it’s 100% efficient, meaning that if it’s rated 1kW it is
outputting 1kW of heat energy into the room.

We modelled the effects of heating on a perfectly uniform cubed shaped
room which has a surface area of 54m2. We assume the ceiling, walls and floor
are insulated with each having u-values of 0.4, 0.6, 0.5 respectively. If the outside
temperature ot at time t is 10◦C and the inside room temperature rt is 20◦C,
then the temperature difference between inside and out is 10◦C. Using equation
6 one can compute the heat transfer for each component i.e. the heat escaping
through the ceiling would be given by 0.4 × 9 × 10 = 36W . Obviously rooms are
often not entirely uniform but for simulation purposes it’s a reasonable assump-
tion. By aggregating the heat transfer of each component (ceiling, walls, floor)
at time t we can determine the total heat transfer in Watts. We then subtract
this value from the heat input to determine the net heat gain into the room.
Say the simulated room has a heat transfer rate of 300W , then 1 minute of

2 Can also be known as the r-value in some countries.
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heating by a 1kW heater into this room would result in a temperature increase
of (700 × 60)/718/(1.3 × 27) = 1.67◦C, where 27m3 is the room volume. This
approach allows us to model the temperature changes in a repeatable and repro-
ducible manner. Whilst we do not observe all room parameters such as the heat
generated by individuals occupying the room or windows/doors being left open,
the state space is sufficiently informative enough to ensure a good measure of
control is possible.

In order to get a measure of the outside temperature ot for our simulations,
we utilised data supplied from the weather station situated at the National
University of Ireland, Galway. The University provided us with five months of
environmental data dating from 1 January 2013 to 31 May 2013. The data was
sampled every minute and consists of temperature, humidity, wind speed and
atmospheric pressure. For experimental purposes we focus solely on room heating
as the temperatures within Ireland are relatively moderate and cooling systems
are generally not required in many environments such as the home. However
from both a learning and control viewpoint the same principles will still apply.

The goal of this research is to produce a control solution which can effectively
combine both occupant comfort with energy cost savings. For comparative pur-
poses we focus on comparing the costs for the “Always On” and “Programmable
Control” methods, ignoring the “Manual Control” method as it’s not a realistic
comparison with our proposed solution as from a cost perspective it cannot be
optimised any further. From a comfort analysis we focus on comparing the affect
of different learning rates on Q-learning and show how occupant comfort can be
improved by adjusting the configuration settings on the learning approach.

Online Q-learning vs HVAC “Always On”. Figure 2 plots a comparison
between an online Q-learning approach and an “Always on” solution. Online
learning with respect to Q-learning means that the agent is arbitrarily initialised
in the beginning and has no prior knowledge of the domain. The “Always on”
method means that the HVAC system operates 24/7. Many users operate their
HVAC systems in this way, as they often cannot understand how to program their
thermostat properly or if they are sick/elderly. Figure 2 plots the monetary costs
of both solutions over the period from 1 January 2013 to 31 May 2013. From
a cost perspective, it’s clear that the online Q-learning method combined with
occupancy prediction is capable of operating the heating of the room at more
than half of what the “Always on” solution costs. The total costs for heating the
room for the period under consideration were e152.55 vs e344.15. The results
demonstrate the significant savings that are achievable using adaptive control
via Q-learning and occupancy prediction when compared to “Always on”.

However one of the significant advantages of constantly running your HVAC
system is that you can always be sure of the comfort of the environment where
the set point temperature is always maintained. The goal of the learning solution
proposed by this paper is achieve significant cost reduction whilst concurrently
optimising the comfort levels of the end user, so we need to make sure that this
occurs.
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Fig. 2. Online Q-learning vs “Always on” control

Offline Q-learning Comfort Analysis. Offline learning involves an agent
learning a good initial policy through simulation (offline) which can then be
used when operating in the real world (online). It is commonly used to improve
results over solely learning online. Since we interact with a simulator for our
results we can utilise this method to demonstrate occupant comfort however
online methods will still work, just more slowly.

Figure 3 plots the average amount of time in minutes when the temperature
conditions were outside the setpoint temperature of 23◦C with a threshold set-
ting of plus or minus 1◦C. The results are carried out over multiple consecutive
learning trials where the agent has no knowledge in the beginning, but carries
forward its knowledge between trials. The graph considers two separate learning
rates α with values of 0.1 and 0.5. The learning rate determines the amount
by which the reinforcement learning agent backs up its value function estimates
considering the new information presented to it. The higher the learning rate
the shorter the amount of time it takes to learn a good policy, however too high
a learning rate can lead to suboptimal policies where the approach takes too big
of a step to correct the observed error in the estimate.

It’s clear that after only a short number of learning trials the amount of time
the comfort settings are not optimal has reduced to less than 40 minutes over
the course of an entire day. Our results show that of these 40 minutes, 83% of
these occur when the temperature is within 1◦C of the threshold parameter.
This means that whilst the environment is not optimal, the occupants would
only experience mild discomfort. As the number of learning trials progresses
this time reduces further. If the policy eventually turns to a completely greedy
strategy over time then this should in theory drop to 0.

Offline Q-learning vs HVAC “Programmable Control”. Continuing on
from the previous section next we analyse the benefits of offline learning via sim-
ulation compared to a programmed schedule for operating the HVAC system. A



Autonomous HVAC Control, A Reinforcement Learning Approach 17

 0

 20

 40

 60

 80

 100

 120

 140

 160

 0  2  4  6  8  10  12  14  16  18

 T
im

e 
(m

in
ut

es
) 

 Trials 

 Offline Q-learning Comfort Analysis 

 Q-learning (Offline) α = 0.1 
 Q-learning (Offline) α = 0.5 

Fig. 3. Length of time in minutes when the setpoint temperature is not achieved but
the room is occupied

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 0  20  40  60  80  100  120  140

 A
ve

ra
ge

 d
ai

ly
 c

os
t (

E
ur

o)
 

 Time (Days) 

 Offline Q-learning vs Programmable Control 

 Q-learning (Offline) 
 Programmable Control 

Fig. 4. Q-learning vs “Programmable Control”

number of other approaches could be utilised instead of offline training, i.e. func-
tion approximation would allow for generalisation over states and actions not yet
visited over ones that have been if one were not able to perform offline training.
In addition, parallel learning methods have also been proposed to achieve same
where multiple independent thermostats could communicate in parallel in order
to learn good policies. If one can simulate the environment, offline learning is a
common technique where one can avoid the initial poor performance by yielding
a good initial policy.

Figure 4 details the performance of offline learning against the programmed
schedule. The schedule was designed by the facilities manager in the Schneider
Electric Galway offices in accordance with how the building is currently operated.
In the building, the HVAC systems are turned on at 7AM in the morning and go
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off at 8PM that evening. We simulated the occupancy so that on average, people
begin at 8 : 30AM and finish at 6 : 30PM . Figure 4 shows that the performance
of the learning solution from a cost perspective out performs the programmed
schedule with only two learning trials, i.e. it was trained offline for a single run
and then applied to the problem. Overall there was a 10% improvement in costs
as a result of employing learning over programmable schedules. Given enough
learning experience figure 3 shows that the optimal setpoint temperatures can be
achieved also proving that a combination of cost savings and occupant comfort
can be achieved through this approach.

6 Conclusions and Future Work

This paper has demonstrated a reinforcement learning method combined with
occupancy prediction capable of optimising the heating and cooling of a space
autonomously with no prior information. Due to the limitations of our data set,
our results focussed on heating only and demonstrated cost savings against two
common strategies for controlling HVAC. In addition through offline learning
via a simulator we demonstrated improved comfort and cost savings for the
approaches in question.

In summary, if one carefully programs a thermostat and one’s occupancy pat-
tern is pretty regular, it’s questionable how much energy savings can be achieved
by a device such as a learning thermostat. The strategy is already optimal from a
cost perspective. Thus we compared the approach against an “Always on” control
method and “Programmable Control” method demonstrating cost reductions of
55% and 10% respectively in our simulated environments.

For future work the proposed state action space formalism could be extended
further to give greater observation over the environment. In addition, methods
from supervised learning such linear function approximation could be applied to
generalise over the states and actions not yet visited based on those that have,
reducing the time it takes to converge an optimal policy.
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Abstract. Our business users have often been frustrated with clustering
results that do not suit their purpose; when trying to discover clusters of
product complaints, the algorithm may return clusters of product mod-
els instead. The fundamental issue is that complex text data can be
clustered in many different ways, and, really, it is optimistic to expect
relevant clusters from an unsupervised process, even with parameter
tinkering.

We studied this problem in an interactive context and developed an
effective solution that re-casts the problem formulation, radically differ-
ent from traditional or semi-supervised clustering. Given training labels
of some known classes, our method incrementally proposes complemen-
tary clusters. In tests on various business datasets, we consistently get
relevant results and at interactive time scales. This paper describes the
method and demonstrates its superior ability using publicly available
datasets. For automated evaluation, we devised a unique cluster evalua-
tion framework to match the business user’s utility.

Keywords: Semi-supervised clustering · Class discovery · Topic
detection

1 Introduction

Hewlett-Packard uses text mining techniques to help analyze customer surveys,
customer support logs, engineer repair notes, system logs, etc. [11] Though clus-
tering technologies are employed to discover important topics in the data, usually
only a small fraction of the proposed clusters are relevant. This is expected by
data mining practitioners, but can prove somewhat disappointing to business
users. The fundamental issue is that such complex text data can be clustered
in many different ways, and it is unlikely that an unsupervised algorithm stum-
bles upon the one that suits the user’s current intent. We have often found they
still fail to produce useful clusters even with repeated attempts at adjusting the
various parameters by data mining experts.

Furthermore, once some initial large clusters are recognized and dealt with,
the remaining data tends to produce decreasingly useful clusters. In fact, some-
times the removal of the known issues causes a shift to less relevant breakdowns
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 20–36, 2015.
DOI: 10.1007/978-3-319-23461-8 2



Clustering by Intent 21

of the data, e.g., by setting aside some clusters of known laptop issues (old bat-
teries or cracked displays), the remaining data may be more likely to cluster by
product type or geography—frustrating the intent of the user.

One may think that semi-supervised clustering algorithms would provide
the answer [2], but they do not. We explored using constrained clustering,
a form of semi-supervised learning with must-link and cannot-link con-
straints [3,26], but we found its results mostly useless for our purposes (see
Tables 1 and 2). Additionally, we considered constrained non-negative matrix
factorization (CNMF) methods [8,18]. We tested three implementations, but
found both their speed and their results unacceptable. (See the experiments
in Section 3.) Fundamentally, most semi-supervised techniques are designed to
improve classification, but instead we seek improved discovery of clusters by
leveraging the known categories as partial supervision.

Besides the troublingly poor results, we find that clustering solutions tend to
be slow.1 We tried the research software of a half-dozen different publications
that claimed to be ‘fast’—such as for clustering web search results instantly as
they are displayed—but none of them approached the speed needed for interac-
tive use on our text datasets with tens or hundreds of thousands of rows. Research
in semi-supervised clustering that involves pairwise constraints typically consid-
ers up to thousands of constraints. But once several hundred cases have been
labeled for each of a dozen known categories, we end up with millions of pairwise
constraints—not very scalable for interactive response times. Also, since cluster-
ing into too few clusters will mix different topics together, for our complex data we
need to generate many clusters, resulting in linear slowdown for most algorithms.
It is a poor interaction: the user waits and waits for the results, then hundreds of
clusters appear for the user to examine one by one, the fixed results oblivious to
the judgments the user makes as they peruse the voluminous output.

Clustering By Intent (CBI): By examining the practical needs of our inter-
active users, we reformulated the semi-supervised clustering problem as a sub-
stantially transformed data mining task with a distinct yet familiar character,
which we shall call Clustering By Intent : As the user incrementally explores the
dataset, they maintain a growing set of discovered, approved classes, each asso-
ciated with labeled training cases (typically tens to thousands).2 The user iter-
atively requests a cluster, which should be incrementally generated on demand
with quick response time. The user may (a) reject the cluster (either being irrel-
evant or perhaps too impure), (b) accept it as a new class, or (c) merge it into

1 Witness the large number of clustering publications with fast, efficient, or scalable in
their titles, attesting to the problem.

2 Terminology: Let us say that the underlying domain data consists of a set of
generally non-overlapping ground-truth topics with respect to the user’s current
intent, e.g., different failure modes, or else product types, or else geographies—not
all perspectives mixed together at once. The algorithm strives to return a cluster
(list of cases) with high purity—the precision of the cluster with respect to the
cluster’s main topic (the most common topic among its cases). The user creates a
class corresponding to one or more ground-truth topics of interest.
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Table 1. Illustrative Comparison of Methods, Clustering By Sport: semi-
supervised clustering of 28,166 Reuters news sports headlines, where the supervision
given is a single class containing 986 headlines having the word ‘baseball.’ We show the
first 18 outputs of each method, marking (✗) those that are repeats or not relevant. For
Constrained K-Means, we report largest clusters first, showing the most distinguishing
word of each cluster of documents. For CBI, we limited it to one word per cluster, but
the method is more general.

Clustering By Intent

soccer
cricket
tennis
rugby
golf
racing
skiing
athletics
basketball
hockey
cycling
boxing
nfl (football)
swimming
olympics
rallying
skating
motorcycling

Constrained K-Means [26]

soccer
cricket
✗uk
✗africa
✗first
union (rugby)
tennis
racing
nhl (hockey)
✗tennis
✗spain
✗france
✗sri (lanka)
golf
✗uk
✗cup
skiing
athletics

an existing class. The algorithm should be responsive to previous user actions,
including the most recent supervision.

A couple more points are in order. First, the purity of the returned cluster
matters greatly to the domain expert. It is easier to recognize a topic if the
cluster has high purity, ideally just a single topic. For our typical, complex text
domain data, determining the meaning and worth of a proposed cluster can take
the user awhile examining its cases. Thus, it is best to provide a manageable
list of cases that are most typical or central to the cluster, rather than return a
much larger set of cases that may include some other topics mixed in.3

Second, the size of the cluster topic matters to the user. Although the cluster
may be described by a small list of cases, the underlying topic that it informs
the user about may be large. We usually encounter complex datasets that have
a long-tailed distribution of topic sizes. Users ordinarily prefer to discover the
larger topics first, ideally working down the tail in order.4

For example, in the application of problem management one wants to discover
the most common customer problems in order to address them first or with more

3 It is useful to provide a symbolic description of the cluster as well, such as which
query terms form the cluster or which keywords are most associated.

4 In some business datasets, we have different priority considerations, but for the scope
of this paper, we will use the number of cases in the underlying topic.
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Table 2. Clustering the Same Data by Country Instead: Same as Table 1, but
here the supervision given to the competing algorithms is a single class containing the
5401 headlines with the word ‘UK.’

Clustering By Intent

usa
france
south (africa)
spain
germany
italy
netherlands
zealand
switzerland
republic (of china)
greece
portugal
japan
canada
austria
australian
indies
belgium

Constrained K-Means

✗soccer
✗division
✗tennis
africa
✗cup
✗tennis
✗nhl
✗union
spain
france
✗standings
✗baseball
✗cricket
✗cricket
✗golf
✗alpine
✗athletics
✗basketball

resources. The CBI task fits squarely with this application. Typically once many
topics have been discovered, the user would ideally follow it with a period of
active learning to expand the training set of the recently defined classes, and
finish with a process of machine learning quantification [10] to estimate the true
size or cost of each class.

The goal of the process is to gain insights from the dataset, and at no stage do
we expect to achieve full dataset clustering, as real-world datasets are often not
fully clusterable. We do, however, assume that the intent of the user is consistent
and does not change viewpoint during the process.

Of course, the user may enact a separate analysis on the same dataset with
a different perspective. We illustrate this briefly to show the major benefit of
clustering by intent. Given a dataset of 28,166 news headlines about sports (from
RCV1 [16]), we provide the supervision of a single class of 986 headlines con-
taining the word ‘baseball.’ With no background knowledge or stopword lists,
our CBI method (explained in section 2) iteratively generates the cluster queries
shown on the left in Table 1, while the results on the right are generated by the
well-known semi-supervised clustering method Constrained K-Means [26] using
normalized cosine-similarity as its measure.5 Alternatively, if the user instead
gives the supervision of a single class of the 5401 headlines containing ‘UK,’
then we get the results in Table 2. The contrast in the CBI outputs for the

5 We removed stopwords in order to assist Constrained K-Means, at the request of
the reviewers; the results are substantially unimproved. (We avoided removing the
common stopword ‘us’ to avoid masking the country ‘US’. The ideal algorithm should
not need tailored stopword lists in order to find the meaningful terms.)
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two intents is night and day, whereas the contrast between the two sets of Con-
strained K-Means results is weak, and not apparently aligned in any meaningful
way to the user’s supervision.

The contributions of this paper include: (a) Distinguishing the Clustering By
Intent data mining task—a new kind of semi-supervised learning. The super-
vision is given on the known classes and the goal is to discover large unknown
topics that are relevant to the user’s intent. (b) Detailing how CBI is different
from the many recognized data mining tasks—Section 4. (c) Offering a specific
CBI algorithm that excels for text domain datasets—Section 2. (d) Illustrating
the effectiveness and directability of the method on an intuitive example dataset.
(e) Providing a method of automated evaluation for this interactive task with-
out a person in the loop—Section 3.1. (f) Using this method to quantitatively
evaluate the algorithm and comparing it with other methods across a gamut of
conditions drawn from six publicly available datasets—Section 3. (g) Identifying
promising leads for future work—Section 5.

2 CBI Methods

The input to any Clustering By Intent method is a typical K-class training set T,
plus a set of unlabeled examples U. Not only should one expect that U contains
undiscovered classes, but also that some of these unlabeled examples belong to
the K known classes. In practical business use, this is particularly the case for
periodic analyses where additional unlabeled examples have accumulated for all
classes (known and unknown) since the training set was previously developed.
Notice that emerging, epidemic topics might have appeared in U since the pre-
vious analysis.

The output is an abstract sequence of clusters C0,1,... pulled by the user on
demand. A cluster consists of a list of cases of U, and, optionally, a query or
description of the topic being proposed. The user may volunteer or implicitly
generate feedback on the disposition of any cluster to improve ensuing results.
As soon as the training set T is changed, the algorithm retrains.

CBI: We begin by describing one of our leading CBI methods which is appropri-
ate for sparse datasets, such as those that consist of text features in the common
bag of words representation. (Note that categorical data fields can easily be
represented as sparse key=value binary features.) We begin by training a base
multi-class classifier that returns the confidence measure for each of its predic-
tions: the margin between the highest scoring class and the runner-up class.6 We
select the low confidence cases of U as our ‘residual’ set R. The purpose is to
avoid cases that are likely to belong to known classes.

Next, when a cluster is demanded, we select cases of the residual R accord-
ing to the algorithm in Table 3, which also returns a descriptive query. After
each cluster is returned, we remove its cases and query terms from R. The

6 In the rare and short-lived circumstance when only a single class is known, a one-class
classifier or a Positive-Unlabeled learner would be appropriate [17].
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Table 3. CBI cluster & query construction algorithm

1: INPUT: training set T, residual set R from classifier, target cluster size
2: selected cases C = residual set of cases R
3: query = empty list
4: loop
5: term = highest scoring term wrt C and T (see text)
6: C’ = cases of C containing term
7: if |C’| < target cluster size then
8: RETURN: C, query
9: end if

10: C = C’
11: query += term
12: end loop

algorithm iteratively appends terms to a conjunctive query until the resulting
set would be below our target cluster size (25). At each iteration, we select the
term with highest divergence with respect to C and the training set T. Here
we have experimented with a variety of functions, including information gain,
chi-squared, bi-normal separation, etc., with some variation. For this paper, we
simply use the precision of the term in separating C from false positives matches
in T, with a minimum floor of false positives (50).

We have tested various methods for selecting the residual. The experiments
section shows results using three separate classifiers: Multinomial Naive Bayes
(NB), Regularized Least Squares (RLS), and, as an upper-bound comparison,
an oracle classifier (Oracle), which selects all the cases of the unknown topics.

KMeans: For each of these three classifiers independently, we also run the resid-
ual through Mini-Batch K-Means (K-Means++ initialization, batch size 400,
K=10) [24], returning the clusters largest first. This represents a commonplace
workflow: as one recognizes and removes known cases, he or she clusters the remain-
der to see what else can be found. We also try clustering the entire dataset, which
may excel if the data has a propensity to cluster according to the hidden topics.

CNMF: Finally, we tried three different implementations of semi-supervised
clustering via Constrained Non-negative Matrix Factorization [8,18]. The exper-
iments show only the best of these.

After illustrating the weak results of Constrained K-Means [3,26] in the intro-
duction and having faced its scalability problems on our larger datasets, we
exclude it from the experiments. We have tried a panoply of ideas, but there is
space to show only some representatives. Testing other ideas is left as an exercise
for the reader. Our implementation leverages the scikit-learn package [22].
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3 Experiments

There would be no laws and no cricket [without] substantial agreement
about what sort of thing cricket ought to be—if, for example, one party
thought of it as a species of steeplechase, while another considered it to
be something in the nature of a ritual dance. . . -Dorothy Sayers

Clustering studies ordinarily measure the effectiveness of a method by how
well its clusters align with hidden ground-truth class labels in a benchmark
dataset, such as by the average purity of its generated clusters. This is philosoph-
ically problematic where one dataset may have multiple perspectives of hidden
class labels, such as by sports or by countries in our illustration.s7 Against which
standard should an unsupervised clustering output be judged? Given the hidden
standard, it makes more sense to grade semi-supervised algorithms, where some
ground-truth labels are revealed to impart the desired breakdown.

Existing studies evaluate the set of produced clusters in entirety. What could
be wrong with that? It has long been recognized in information retrieval research
that it is useful for the objective function to mirror the practical point that a
user will need to review the results sequentially. They care much more about
the first results than the latter. For this reason, CBI changes the perspective to
judging results sequentially. The algorithm must produce a sequence of clusters,
not an (unordered) set as traditional methods. Within a single cluster, the user
will typically make their judgment about the proposal after reviewing a limited
number of cases. Finally, once a topic has been discovered by the user, no credit
is awarded for providing additional clusters on the same topic.

Research studies in semi-supervised clustering select training examples at
random. Their goal has been to see how much better the clustering results would
be if the user would provide just a bit of guidance, preferably applied uniformly.
But in our intended use case, our goal is to discover new clusters that are relevant
to the current intent. Thus, in CBI the training labels should be drawn from a
limited set of classes and credit should not be awarded for returning clusters
about the known classes. Furthermore, although we appreciate that obtaining
labeled data can be costly in practice, there should be no assumption on the
part of the method that the number of labeled cases will be small (it can be easy
enough to gather many similar training cases in some domains using a simple
binary classifier).

For these reasons and others, we developed a new experiment protocol suited
for evaluating CBI tasks. In fact, an important part of the work was to establish
an evaluation framework and a credible performance objective measurement in
order to then develop and test a wide variety of ideas.

3.1 Experiment Protocol

Our experiment protocol for evaluating CBI methods is shown in Table 4. Note
that, since popular topics are easy to discover, we assume the K known classes
7 For a real, publicly available example, the MULAN dataset repository [25] has a

EUR-Lex dataset that has multiple distinct perspectives of labels [19].



Clustering by Intent 27

Table 4. CBI Experiment Protocol

1: for all benchmark dataset D with each case labeled with a ground-truth topic do
2: for # of known classes K = 2, . . . , 10 (taking largest topics first) do
3: for labeled fraction P = 25%, . . . , 100% do
4: for all 100 random seeds do
5: labeled = randomly select P% of each of the K known classes
6: unlabeled = all unselected cases including all unknown dataset topics
7: for all method M do
8: Train M on (labeled,unlabeled)
9: Get the first two cluster outputs of M on the unlabeled data

10: Return the better score of the two clusters, scoring each cluster C as:
11: score = purity(C.mode)2 × topic size(C.mode) / topic size(largest)
12: end for
13: end for
14: end for
15: end for
16: end for

should always correspond to the K largest topics in the dataset, which is often
so skewed that one can hardly fail to notice the first couple (see last column of
Table 5). Note that the random sampling of labels is a only within each of the K
known classes; no labels or class definitions are provided about the remainder of
the dataset, not even the number of classes that might be expected. To vary the
amount of supervision, one can vary both the number of known classes K as well
as the percentage P of each topic’s cases that are labeled. In our experiments,
we vary one parameter while we hold the other fixed, and vice versa. We use the
best score of only the first two clusters output, because we suppose the user is
likely to change the training set in some way, and the model would be retrained
before producing more outputs.

When it comes to assigning a score to a proposed cluster C, it depends
on both size and purity factors. We first determine the cluster’s most common
represented ground-truth class, C.mode. The topic size of the cluster is the
number of cases in the ground-truth topic C.mode; note that this is not the size
of the cluster C itself. The final score should be directly proportional to the
C.mode’s topic size, as this is often proportional to real cost. Exceptionally, if
C.mode represents a class that is already known in the training set, we give zero
credit, in order to align scoring with our purpose of discovering new topics.

The purity of a proposed cluster C is evaluated by dividing the number of
cases in C.mode by the size of the cluster. We have found that cluster purity
matters to the user in a super-linear way: a cluster with, say, 50% purity is less
than 50% likely to be understood by the user. Thus, the final score for a cluster
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Table 5. Datasets. The last column characterizes the class skew by showing what
percent of the dataset falls in the two largest classes.

Dataset Rows Features Classes K=2
eurlex-codes 16173 5000 20 53%
eurlex-subjects 5418 5000 113 26%
new3 9558 26832 44 13%
fbis 2463 2000 17 36%
re1 (Reuters) 1657 3758 25 42%
wap (web pages) 1560 8460 20 34%

is its purity squared times the topic size of its mode, normalized by the size of
the largest unknown topic available to be found (so that finding it achieves 100%
credit, rather than have the best possible score shrink as we increase K).

Table 5 shows the six benchmark datasets we use from the text classification
domain. The last column characterizes the class skew of each dataset by showing
the percent of the rows in the two largest classes. (We verified that the largest
classes do not represent a catch-all ‘none of the above’ class.) The first two
datasets are different breakdowns of the EUR-Lex8 dataset of legal documents:
the first by directory codes, the second by subject matter.9 The remaining four
text datasets have been used and described in a variety of other publications
(e.g. [10]) and we have provided them in ARFF format at the WEKA dataset
repository.10

For the first three datasets with >5000 rows, the methods select the residual
as the 10% lowest confidence unlabeled cases. But for the three datasets with
<2500 rows, 10% returns too few cases to mine. For example, dataset re1 has
1657 rows and at K=2 already 42% of the dataset is in known classes. So, the true
residual is the remaining 961 rows, and that is divided among the 15 remaining
classes to be discovered. Selecting just 10% residual at P=75% yields fewer
than 150 cases (distributed among all 17 classes)—not enough data. Thus, for
the three small datasets, the methods use a threshold of 50%. (Our non-public
business datasets usually have tens or hundreds of thousands of rows.)

Figure 1 shows (left) the head of the class distribution for each dataset, and
(right) the classifyability of each respective class, as characterized by the F-
measure of a NB classifier trying to discriminate that class vs. all others under
4-fold cross-validation. Whereas it is common knowledge that more training
examples generally improve classification accuracy for a given class, clearly the
difficulty of each individual class can have a larger effect.

8 http://mulan.sourceforge.net/datasets-mlc.html
9 In order to fit our experiment harness and reuse classification libraries equipped only

for single-label datasets, we simply discarded any rows that actually had multiple
labels (thus the number of cases differs).

10 http://www.cs.waikato.ac.nz/ml/weka/datasets.html
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Fig. 1. Dataset characteristics. (left) Class size distribution, shown for the 17 largest
classes of each dataset. (right) Classifiability of each class, respectively, as characterized
by F-measure of one-vs-all classification by NB classifier under 4-fold cross-validation.

3.2 Results

We begin by comparing the average performance objective (§3.1) of the various
methods as we vary the number of known classes K. We hold the percentage of
training for each known class at P=75%; for K=2, this results in a supervision
level of 10–40% of the dataset. Increasing K provides more training supervi-
sion which might benefit the classifier’s accuracy, but concomitantly increasing
K removes the largest classes from the remaining topics to be found, making
the task harder. For different classes, the inherent classification difficulty and
clusterability varies, of course. (Refer to Figure 1.) Thus, we expect substantial
variation as we change K, not a diagonal trend.

Figure 2 shows the results. We see the semi-supervised method CNMF con-
sistently gave poor results for this task (and this is the best of three implementa-
tions). Generally we see CBI methods (black) exceeded KMeans methods (blue),
sometimes with the exception of KMeans in combination with the Oracle classi-
fier, which is unachievable in practice. The Oracle classifier (×) did not always
lead to the best performance. The classifiers may sometimes do a better job
of isolating an interesting and cohesive subset of cases from which to discover
a topic. Each of the two classifiers showed many situations where it substan-
tially exceeded the other. In practice one can use cross-validation to select the
best model for plain classification tasks, but the lack of training labels for the
unknown topics would thwart cross-validation for the CBI objective.

To quantitatively summarize the results across the different datasets and
values of K, we computed the average rank of each method, as shown in Figure 3.
The red bar indicates those that are not statistically significantly different from
the best ranked method, CBI-Oracle, according to the Friedman and Nemenyi
tests at alpha=0.05, as prescribed by Demšar [9]. If we were to exclude the two
Oracle methods for being impossible in practice, the two CBI methods are better
than statistically significantly better than all other methods by a statistically
significant margin.

Next we vary the percentage P of training labels provided for each known
class, while we fix the number of known classes at K=4. Figure 4 shows these
results. They have less variation than the previous results, because the known
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Fig. 2. Performance of all methods on each dataset as we vary the number of known
classes K, fixing P=75% for training.
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Fig. 3. Average rank and statistically significance differences. The red bar indicates
that CBI-RLS is not statistically significantly worse than the oracle, and is significantly
better than the state-of-the-art semi-supervised methods.

classes and unknown topics to be discovered are stable across the x-axis in each
graph.

In contrast to learning curve studies in classification, it is most striking that
increased supervision did not consistently lead to better performance for the CBI
objective, though it often helped somewhat (even for CNMF). Labeling more
cases removes them from the unlabeled set, reducing the risk for all methods
of accidentally proposing a class that is already known. Separately we validated
that, as the training level increases, the classifiers showed increasing precision in
selecting a residual subset.11

Thus, clearly classifier accuracy is not the overriding priority for this task.
Case in point, the Oracle returns a perfect residual regardless of training set, yet
this does not ultimately lead to the best performance; the size and makeup of
the training set affects the CBI method substantially and non-linearly. Increasing
supervision benefits CBI-NB for datasets eurlex-subjects, fbis, re1, and wap.

Some of our CNMF results took 5–20 minutes to compute, and RLS classifier
training for K=10 took minutes sometimes. This paper focuses on introducing
the CBI task and on satisfying the performance objective; not on speed. That
said, the CBI process ultimately needs to be put into an interactive loop in
applications. For the most part we have not concerned ourselves with fast imple-
mentations, but we have prototyped a fast version of a text-based CBI method
which clustered 40,000 rows of text data in under 100 ms—clearly suitable for
interactive time scales. The CBI algorithm is linear in the number of documents
and the number of frequent terms.

11 Note that this is a different objective than their classification accuracy on the known
classes, which is of little interest to us in this paper.
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4 Related Work

The field of topic detection has similar goals to CBI: automatically finding new
topically related material in streams of data [1]. The streams may be news feeds
or Twitter streams [6]. Given their temporal impermanence, the clustering is
expected to succeed without supervision, as it does well for Google News. In
these domains, news articles are often copied verbatim and so they cluster very
neatly. By contrast, CBI targets complex data that cannot be decomposed into
user-relevant clusters without some guidance about the user’s intent.

Semi-Supervised Learning (SSL) is a broad area, most of which augments
labeled training sets with unlabeled data in order to improve the accuracy of
classification [7,27]. The minority of research that focuses on semi-supervised
clustering is described only somewhat differently: augmenting the unlabeled data
with some few labels or, more typically, must-link and cannot-link pairwise
constraints in order to improve the clustering. Examples include Constrained K-
Means [3,26] and Constrained Non-negative Matrix Factorization [8,18]. Even
so, researchers measure the clustering quality by its conformance to the (mostly)
hidden ground-truth labels, e.g. classification accuracy, so it ends up being much
like the SSL research for classification (e.g. [8]). Furthermore, the accepted exper-
iment methodology uses random sampling to select the supervision. This leads
to a high likelihood of covering most large classes, which have the greatest effect
on the performance measurement. Thus, supervision is given for all the clusters
that should be found, but in CBI we only have supervision for the clusters we
already know about and not on the unknown clusters that need to be discovered.

Thus, none of this work is like our CBI framework, which might be said to
use extremely ‘skewed’ supervision and does not hinge upon overall classifica-
tion accuracy. Under CBI, the clustering algorithm gets no credit for returning
clusters on classes that have training examples—this is the domain of classifiers
(which can probably perform the job better). As we have seen, if the supervi-
sion is focused on only a few known classes, it does not seem to help CNMF or
Constrained K-Means to adopt the perspective of the user’s intent.

One-class classification, outlier detection, anomaly detection and novelty
detection aim to recognize abnormal data points, generally with the assump-
tion that they are rare events and not available in quantity at training time [23].
These methods are considered successful by recognizing individual test cases that
are highly unusual; they do not attempt to cluster such cases into meaningful
subgroups, as CBI.

Similarly, there are a variety of works in novel class discovery that attempt
to seek individual cases that may stem from unknown classes [4,13,20]. These
methods generally interact with a user via active learning and assume that the
user can recognize a novel class when presented with an individual anomalous
case. Thus, they evaluate their work as a learning curve showing the number
of novel classes encountered over time. By contrast, in CBI there are generally
many unknown classes, mostly very small ones in the long tail, and the goal is to
find the larger ones. Further, we have the need to present a collection of similar
cases to communicate the topic to the user.
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The area of subgroup discovery sounds entirely appropriate to our goals,
but it is actually an unsupervised task that attempts to find rules of interest
associated with a feature of a dataset [14,15]. Gamberger et al. even use the title
‘expert-guided subgroup discovery’, but by this they mean ‘the decision of which
subgroups will be selected to form the final solution is left to the expert’ [12].
Contrast set mining and emerging pattern mining are variants that seek rules
that find significant differences in databases, such as old and new datasets [21].
None of these methods take in the multi-class supervised data of CBI, although
perhaps it would be interesting future work to see whether they could be adapted
to produce useful results for CBI tasks.

Finally, there is the idea of meta-clustering, which takes many different unsu-
pervised clustering results and produces clusters of them which the user can
select among [5]. Ideally one could imagine that different meta-clusters would
correspond to different user intents. We have not tried it, but without supervi-
sion it seems unlikely to produce results nearly as relevant as CBI, even if the
user could determine the most appropriate meta-cluster.

As we mentioned earlier, the area of PU Learning—learning from positive
labeled cases and unlabeled cases, some of which may actually be positives—may
be pertinent in the classification stage of CBI at first when the user has only
identified a single class. PU Learning addresses binary classification problems,
and sometimes considered streams that may have concept drift over time [17],
which is ultimately also an issue of concern for the real-world business user.

5 Conclusions and Future Work

We have labored—and made our internal business users to labor—under poor
clustering results for years when seeking to discover new clusters relevant to a
particular purpose. We found semi-supervised clustering methods intellectually
promising, but, unfortunately, we saw little benefit in practice. By stepping back
from our assumptions and recasting the task substantially, we have been able to
crack a variety of business datasets, and with a natural user-interaction that is
quick. This paper elucidates the task, a suitable method, and its evaluation with
a novel protocol devised to work easily with any publicly available multi-class
benchmark dataset.

We expect future work in this area to compare additional methods, improve
on these results, relax assumptions, and remove limitations. In particular, though
our focus has been on the text domain, this could be broadened. In order to per-
form model selection and tuning in practice, future work could develop a form
of cross-validation for CBI tasks—a challenge, having no labels available for the
long tail. Next, although in this paper the value of discovering a topic was posited
to be proportional to its size, in some datasets, we have a cost indicator associ-
ated with each case—such as parts and labor costs to resolve each case. In these
settings, the total cost of the topic is a more appropriate indicator of value than
simply the number of cases in the topic. Cost quantification techniques [10] could
also be applied to prioritize probabilistic cluster definitions. Finally, future work
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may add emerging topics and/or concept drift to the evaluation with methods
to handle them.

Lastly, a philosophical remark. While classification excels at the ‘more like
this’ task, and clustering could be said to excel at the ‘find various topics’ task,
CBI provides a qualitatively new capability: ‘find topics different from those,
yet alike in some important way.’ Even so, it has no higher level concept of how
those things are alike. For example, in the sports illustration of Table 1, we know
these are sports, but there is no runtime representation of this meta-information.
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Abstract. Call Detail Records (CDRs) are data recorded by telecom-
munications companies, consisting of basic informations related to sev-
eral dimensions of the calls made through the network: the source, des-
tination, date and time of calls. CDRs data analysis has received much
attention in the recent years since it might reveal valuable information
about human behavior. It has shown high added value in many applica-
tion domains like e.g., communities analysis or network planning.

In this paper, we suggest a generic methodology based on data
grid models for summarizing information contained in CDRs data. The
method is based on a parameter-free estimation of the joint distribu-
tion of the variables that describe the calls. We also suggest several
well-founded criteria that allows one to browse the summary at various
granularities and to explore the summary by means of insightful visu-
alizations. The method handles network graph data, temporal sequence
data as well as user mobility data stemming from original CDRs data.
We show the relevance of our methodology on real-world CDRs data
from Ivory Coast for various case studies, like network planning strategy
and yield management pricing strategy.

Keywords: Classification rule · Bayes theory · Minimum description
length

1 Introduction

Telco operators’ activities generate massive volume of data, mainly from three
sources: networks, service platforms and customers data bases. Particularly, the
use of mobile phones generates the so called Call Detail Records (CDRs), con-
taining information about end-point antenna stations, date, time and duration
of the calls (the content of the calls is excluded). While this data is initially
stored for billing purpose, useful information and knowledge (related to human

Romain Guigourès was with Orange Labs when this work began.

c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 37–52, 2015.
DOI: 10.1007/978-3-319-23461-8 3



38 R. Guigourès et al.

mobility [1,23], social interactions [22] and economic activities) might be derived
from the large sets of CDRs collected by the operators.

Recent studies have shown the potential added-value of analyzing such data
for several application domains: United Nations Global Pulse [21] sums up some
recent research works on how analysis of CDRs can provide valuable information
for humanitarian and development purposes, e.g., for disaster response in Haiti,
combating H1N1 flu in Mexico, etc. Also, leveraging country-scale sets of CDRs
in Ivory Coast, the recent Orange D4D challenge (Data For Development [5]) has
given rise to many investigations in several application domains [4] such as health
improvement, analysis of economic indicators and population statistics, commu-
nities understanding, city and transport planning, tourism and events analysis,
emergency, alerting and preventing management, mobile network infrastructure
monitoring. Thus, the added-value of analysis of CDRs data does not need to
be proved any longer.

Various classical data mining techniques [4] have been applied on CDRs data
depending on the features and the task considered: e.g., considering network
graphs from (source antenna, destination antenna) data or temporal sequences
from (source antenna, date) data appeals for different clustering techniques for
summarizing information in the data.
Contribution: in this paper, we suggest an efficient and generic methodology
for summarizing CDRs data whatever the features are retained in the analysis.
The method is based on data grid models [6], a parameter-free joint distribu-
tion estimation technique that simultaneously partitions sets of values taken by
each variable describing the data (numerical variables are discretized into inter-
vals while the categories of categorical variables are grouped into clusters). The
resulting data grid – that can be seen as a coclustering – constitutes the sum-
mary of the data. The method is thus able to summarize various types of data
stemming from CDRs: network graph data, temporal sequence data as well as
user mobility data. We also suggest several criteria (i) to exploit the resulting
data grid at various granularities depending on the needs of analysis and (ii) to
interpret the results through meaningful visualizations. The whole methodology
aims at demonstrating strong impacts on two key points on economic strategy:
network planning and pricing strategy.
Outline: in the next section, we discuss further recent work related to CDRs and
mobile phone trace data analysis as well as data grid models. In Section 3, we
summarize the impacts of the various case studies on the economic development
strategy related to the specific context of telecommunications in Ivory Coast. A
brief description of the CDRs data characteritics is also given. Section 4 recalls
the main principles of data grid models and introduces the tools for exploiting
the resulting data grid. In section 5, we report the experimental results on the
various case studies.

2 Related Work

CDRs data have received much attention in recent years. Famous applications of
CDRs data analysis are for the benefit of social good: e.g., in the transportation
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domain, [2] suggest a system for public transport optimization; in the health
domain, e.g., [8] suggest a model for epidemic spread.

Mobile phones may also provide other types of data (e.g., the Nokia Mobile
Data Challenge [15]), like applications events, WLAN connection data, etc. For
instance, [13] pre-processed phone activities of one million users to obtain infor-
mation about their approximative temporal location, then mined daily motifs
from the spatio-temporal data to infer human activities. Finally, smart phones
are or will be equipped with accelerometers and/or gyroscopes providing data
about physical activities of users: [16] suggest a complete system of activity
recognition based on smartphone accelerometers with potential application to
health monitoring.
Research work related to data grid models: We are not coclustering data (objects
× attributes) like pioneering work of Hartigan [12]. Data grid models are related
to the work of Dhillon et al. [7] who have proposed an information-theoretic
coclustering approach for two discrete random variables Y1 and Y2: the loss
in Mutual Information MI(Y1, Y2) − MI(Y M

1 , Y M
2 ) is minimized to obtain a

locally-optimal grid with a user-defined number of clusters for each dimension.
This is limited to two variables and requires to choose the number of clusters per
variable. Going beyond 2D matrices, recent significant progress has been done
in multi-way tensor analysis [14,19]. Dealing with k-adic data, (also known as
co-occurrence data, like contingency table), [17] suggest a coclustering method
for social network and temporal sequence (with pre-discretization of time).
The Information Bottleneck (IB) method [20] stems from another information-
theoretic paradigm: given the joint probability P (X,Y ), IB aims at grouping
X into clusters T in order to both compress X and keep as much informa-
tion as possible about Y . IB also minimizes a difference in Mutual Informa-
tion: MI(T,X) − βMI(T, Y ), where β is a positive Lagrange multiplier. Wang
et al. [24] build upon IB and suggest a coclustering method for two categori-
cal variables. Extending IB for more than two categorical variables, Slonim et
al. [18] have suggested the agglomerative multivariate IB that allows construct-
ing several interacting systems of clusters simultaneously; the interactions among
variables are specified using a Bayesian network structure.
To the best of our knowledge, our summarization approach is the only one
to combine the following advantages: it is parameter-free, scalable and can be
applied to mixed-type attributes (categorical, numerical, thus multiple types of
time dimensions without pre-processing). Therefore, the same generic method
can be used to analyze network graph, temporal sequence and mobility data.

3 Impacts on Economic Strategy

Besides the high-level knowledge extracted from country-scale data and con-
firmed by local sociologists from the University of Bouaké in Ivory Coast, these
studies have also a strong impact on future economic development strategy,
mainly in two identified branches:
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– Network planning strategy: In 2014, there are around 20M inhabitants in
Ivory Coast and the mobile service penetration rate is � 84% – with a
still growing mobile phone market in a context of demographic growth. The
analyses of the first two case studies and the resulting map projections (that
can be seen as the network of calls available at various granularities, see Sec-
tions 5.1 and 5.2) are considered as an additional input for network planning
and investment; for instance to help network designer in answering questions
about how many and where the next antennas have to be set while preserving
the quality of service at a reasonable cost.

– Yield management pricing strategy: a part of the pricing policy, called Bonus
Zone, established in Ivory Coast offers discount prices (from 10% to 90%) to
calling users depending on the location and hour of the emitting call. Maps
and calendars resulting from the last two case studies on temporal distribu-
tion of output calls (see Section 5.3) and on mobility data (see Section 5.4)
that are available at various granularities, provide valuable information to
economic analysts in order to design optimized spatio-temporal pricing pol-
icy in the context of Bonus Zone.

Data Description and Studies. The CDRs data under study come from the
Orange D4D challenge1 (Data For Development [5]). We consider several case
studies on two anonymized CDRs data sets from Ivory Coast, namely commu-
nication data and mobility data:

Case studies on communication data. Communication data consists in 471 mil-
lions mobile calls and covers a 5-month period (from 2011, December 1st to 2012,
April 28th). The records are described by the four following variables: emitting
antenna (1214 categorical values); receiving antenna (1216 categorical values);
time of call (with hour precision); date of call (from 2011/12/01 to 2012/04/28).
From this data set, we consider three subsets for:

1. Analysis of call network between antennas. Considering emitting antennas,
receiving antennas and the calls made between antennas, the data set can
be seen as a directed multigraph where nodes are antennas and links are the
calls between antennas.

2. Analysis of output traffic w.r.t. date of call. We consider emitting antennas
and the number of days for each call from referral to first day of recording.
This data set can be considered as a temporal event sequence spanning over
the whole observation period, where the time is the number of days passed
and the events are the emitting antenna IDs.

3. Analysis of output traffic w.r.t. week day and hour of call. We consider emit-
ting antennas, the day of the week (stemming from the date and considered
as a numerical variable) and the hour of the day for each call. Here the time
dimension is represented by two variables and the data of the whole period
are folded up to week day and hour.

1 http://d4d.orange.com/en/home

http://d4d.orange.com/en/home
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Case studies on mobility data. Mobility data consists in mobility traces of 50000
users over a 2-week period (from 2012 December 12th to 2012 December 24th),
i.e. approximatively 55 millions records. The records are described by the four
following variables: anonymized user ID (50000 categorical values); connexion
antenna (1214 categorical values); time of call (minute precision); date fo call
(from 2012/12/12 to 2012/12/24).
From this data, we consider the user trajectories (identified by user ID) inside
the network for the following analysis:

1. Analysis of user mobility w.r.t. week day and hour. We consider the user ID,
antennas, week day and hour. This data set can be considered as a set of
spatio-temporal footprints, where each user ID is associated with a sequence
of antenna usage over the time dimension. Here again, the time dimension
is represented by two variables and the data of the whole period is folded up
to week day and hour.

4 Exploratory Analysis through Data Grid Models

Data grid models aim at estimating the joint distribution between K variables of
mixed-types (categorical as well as numerical). The main principle is to simul-
taneously partition the values taken by the variables, into groups/clusters of
categories for categorical variables and into intervals for numerical variables.
The result is a multidimensional (K-d) data grid whose cells are defined by a
part of each partitioned variable value set. Notice that in all rigor, we are working
only with partitions of variable value sets. However, to simplify the discussion
we will sometime use a slightly incorrect formulation by mentioning a “partition
of a variable” and a “partitioned variable”.

In order to choose the “best” data grid model M∗ (given the data) from the
model space M, we use a Bayesian Maximum A Posteriori (MAP) approach. We
explore the model space while minimizing a Bayesian criterion, called cost. The
cost criterion implements a trade-off between the accuracy and the robustness
of the model and is defined as follows:

cost(M) = − log(p(M | D)︸ ︷︷ ︸
posterior

) ∝ − log(p(M)︸ ︷︷ ︸
prior

× p(D | M)︸ ︷︷ ︸
likelihood

)

Thus, the optimal grid M∗ is the most probable one (maximum a posteriori)
given the data. Due to space limitation, the details about the cost criterion and
the optimization algorithm (called khc) are available in appendix of [11]. Here-
after, we focus on the tools for exploiting the grid and their applications on large-
scale CDRs data. The key features to keep in mind are: (i) khc is parameter-free,
i.e., there is no need for setting the number of clusters/intervals per dimension;
(ii) khc provides an effective locally-optimal solution to the data grid model con-
struction efficiently, in sub-quadratic time complexity (O(N

√
N log N) where N

is the number of data points). Figure 1 illustrates the input data and output
results of khc on an examplary mobility data stemming from CDRs.
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Fig. 1. From 3D mobility data, stemming from CDRs data, to data grid.

4.1 Data Grid Exploitation and Visualization

Because of the very large number observations in CDRs data, the optimal grid
M∗ computed by khc can be made of hundreds of parts per dimension, i.e., mil-
lions of cells, which is difficult to exploit and interpret. To alleviate this issue,
we suggest a grid simplification method together with several criteria that allow
us to choose the granularity of the grid for further analysis, to rank values in
clusters and to gain insights in the data through meaningful visualizations.

Dissimilarity Index and Grid Structure Simplification. We suggest a
simplification method of the grid structure that iteratively merge clusters or
adjacent intervals – choosing the merge generating the least degradation of the
grid quality. To this end, we introduce a dissimilarity index between clusters or
intervals which characterize the impact of the merge on the cost criterion.

Definition 1 (Dissimilarity index). Let c.1 and c.2 be two parts of a variable
partition of a grid model M . Let Mc.1∪c.2 be the grid after merging c.1 and c.2.
The dissimilarity Δ(c.1, c.2) between the two parts c.1 and c.2 is defined as the
difference of cost before and after the merge:

Δ(c.1, c.2) = cost(Mc.1∪c.2) − cost(M) (1)

When merging clusters that minimize Δ, we obtain the sub-optimal grid M ′

(with a coarser grain, i.e. simplified) with minimal cost degradation, thus with
minimal information loss w.r.t. the grid M before merging. Performing the best
merges w.r.t. Δ iteratively over the K variables without distinction, starting
from M∗ until the null model M∅, K agglomerative hierarchies are built and
the end-user can stop at the chosen granularity that is necessary for the analysis
while controlling either the number of clusters/cells or the information ratio kept
in the model. The information ratio of the grid M ′ is defined as follows:

IR(M ′) =
cost(M ′) − cost(M∅)
cost(M∗) − cost(M∅)

(2)

where M∅ is the null model (the grid with a single cell).
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Typicality for Ranking Categorical Values in a Cluster. When the grid is
coarsen during the hierarchical agglomerative process, the number of clusters per
categorical dimension decreases and the number of values per cluster increases.
It could be useful to focus on the most representative values among thousands of
values of a cluster. In order to rank values in a cluster, we define the typicality
of a value as follows.

Definition 2 (Typical values in a cluster). For a value v in a cluster c of
the partition Y M of dimension Y given the grid model M , the typicality of v is
defined as:

τ(v, c) =
1

1 − PY M (c)
×

∑

cj∈Y M

cj �=c

PY M (cj)(cost(M |c \ v, cj ∪ v) − cost(M)) (3)

where PY M (c) is the probability of having a point with a value in cluster c, c\v is
the cluster c from which we have removed value v, cj ∪v is the cluster cj to which
we add value v and M |c \ v, cj ∪ v the grid model M after the aforementioned
modifications.

Intuitively, the typicality evaluates the average impact in terms of cost on the
grid model quality of removing a value v from its cluster c and reassigning it to
another cluster cj �= c. Thus, a value v is representative (say typical) of a cluster
c if v is “close” to c and “different in average” from other clusters cj �= c. Notice
that this measure does not introduce any numerical encoding of the categories
of the categorical variable under study.

Insightful Visualizations with Mutual Information. It is common to visu-
alize 2D coclustering results using 2D frequency matrix or heat map. For KD
coclustering, it is useful to visualize the frequency matrix of two variables while
selecting a part of interest for each of K − 2 other variables. We also suggest an
insightful measure for co-clusters to be visualized, namely, the Contribution to
Mutual Information (CMI) – providing additional valuable visual information
inaccessible with only frequency representation. Notice that such visualizations
are also valid whatever the variable of interest.

Definition 3 (Contribution to mutual information). Given the K − 2
selected parts ci3...iK , the mutual information between two partitioned variables
Y M
1 and Y M

2 (from the partition M of Y1 and Y2 variables induced by the grid
model M) is defined as:

MI(Y M
1 ;Y M

2 ) =
J1∑

i1=1

J2∑

i2=1

MIi1i2 where MIi1i2 = p(ci1i2) log
p(ci1i2)

p(ci1.)p(c.i2)
(4)

where MIi1i2 represent the contribution of cell ci1i2 to the mutual information,
p(ci1i2) is the observed joint probability of points in cell ci1i2 and p(ci1.)p(c.i2)
is the expected probability in case of independence, i.e., the product of marginal
probabilities.
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Thus, if MIi1i2 > 0 then p(ci1i2) > p(ci1.)p(c.i2) and we observe an excess
interaction between ci1. and c.i2 located in cell ci1i2 defined by parts i1 of Y M

1

and i2 of Y M
2 . Conversely, if MIi1i2 < 0, then p(ci1i2) < p(ci1.)p(c.i2), and we

observe a deficit of interactions in cell ci1i2 . Finally, if MIi1i2 = 0, then either
p(ci1i2) = 0 in which case the contribution to MI and there is no interaction or
p(ci1i2) = p(ci1.)p(c.i2) and the quantity of interactions in ci1i2 is that expected
in case of independence between the partitioned variables.

The visualization of cells’ CMI highlight valuable information that is local
to the K − 2 selected parts and bring complementary insights to exploit the
summary provided by the grid.

5 Exploration Results

Each application of khc (available at http://www.khiops.com) for the various
case studies data is achieved within a day of computation on a commodity com-
puter – which confirms the efficiency of the method.

5.1 Analysis of Call Network between Antennas

The application of data grid models on the CDRs provides a segmentation with
1150 clusters, that corresponds to nearly one antenna per cluster. This is due
to the large amount of data – 471 millions CDRs. Indeed, the number of calls
is so high for each antenna that the distribution of calls originating from (resp.
terminating to) each antenna can be distinguished from each other. In order to

Fig. 2. Evolution of the information
kept in the data grid model w.r.t. the
number of clusters using the ascending
hierarchical post-processing – from opti-
mal data grid M∗ (100%) to the null
model M∅ (0%).

obtain a more interpretable segmentation, we apply the post-processing intro-
duced in the Section 4.1. Figure 2 shows the information ratio (see definition 1)
versus the number of clusters for all intermediate models obtained during the
ascending hierarchical post-processing. Interestingly, the resulting Pareto curve
shows that very informative models are obtained with few clusters. In our study,
we decrease the number of clusters until keeping 60% of the model informa-
tivity – corresponding to 20 clusters, an admissible number for the interpreta-
tion. Throughout the simplification process, both partitions of source and target
antennas stay identical. Thus we consider only the partition of source antennas
for the rest of the study. Those clusters are projected on a map of Ivory Coast
in Figure 3. Antennas are identified using dots, which color matches with the
cluster they belong to.

http://www.khiops.com
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The first observation is the strong correlation between the clusters and the
geography of the country. Indeed, antennas from a same cluster are close to each
other. The size of the clusters is almost the same in terms of area and match
with the administrative zones of the country, except for Abidjan, the economic
capital, which is split into four clusters. This is due to the high concentration of
antennas in the city (32% of the ivorian antennas) and the dense phone traffic
(34% of the calls).

We use the typicality (see defini-

Fig. 3. Twenty clusters displayed on Ivory
Coast map. There is one color per cluster.

tion 2) to rank the antennas of each
cluster. The place, where the antenna
with the highest typicality is located,
is used to label the cluster. On the
map in Figure 3, the size of the
dots are proportional to the antenna
typicality. Most typical antennas are
located in the main cities of Ivory
Coast. This phenomenon has already
been observed in [3] and [10]: the dis-
covered clusters match with the area
of influence of the main cities of a
country. We observe few exceptions:
the cluster of the city of Sassandra
contains the antennas of the city of
Divo, while Divo is almost 4 times
bigger than Sassandra (population
wise) and is the sixth Ivorian city.
Antennas in Divo are 40% less typical
than the ones in Sassandra, meaning
that allocating them to another clus-
ter would be less costly for the cri-
terion. Actually, calls emitted from
Divo are significant in direction to
other regions of Ivory Coast whereas
calls from Sassandra are more inter-
nal to its region. In more formal terms, the calls distributions of the antennas
in Divo are closer to the marginal distribution than to its cluster’s distribution.
This observation is not really surprising because Divo has experienced a recent
growth of its population, due to migrations within the country [9]. Divo is also
located in an area specialized in the intensive farming, that attracts seasonal
workers from other parts of Ivory Coast.

Now, focusing on the segmentation of Abidjan: the city is divided into four
parts with a strong socioeconomic correlation. The first cluster – in red in
Figure 3 – covers central Abidjan, including the Central Business District (le
Plateau), the transport hub (Adjamé) and the embassies and upper class area
(Cocody). The second cluster – in light green – is located in the South of the
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city. The covered neighborhoods are mainly residential areas and ports. Note
that this cluster and the previous one are separated by a strip of sea, except for
its North part that is included in the previous cluster. This very localized neigh-
borhood matches with the party area of Abidjan. Finally, the last two clusters
group antennas located in two areas with a similar profile: these are lower class
neighborhoods. These clusters are separated not only because they are located
in different parts of the city but especially because their call distribution differs:
Abobo in dark blue and Yopougon in grey in the Figure 3.
Traffic between Clusters. Now,

Fig. 4. Analysis of Excess of calls between
clusters of antennas

we analyze the distribution of calls
between clusters of antennas using
the contribution to the mutual
information. We suggest to visual-
ize the lacks and excesses of calls
between the clusters, compared to the
expected traffic in case of indepen-
dence. Whatever the granularity level
of the clustering, we observe a strong
excess of calls from the clusters to
themselves and weaker excesses and
lacks between clusters. Studying the
traffic within the clusters has a lim-
ited interest. We only focus on the
inter-clusters traffic. To visualize the
traffic between clusters, we use a finer
clustering than previously. Here, we
have 355 clusters for 95% informativ-
ity (see Figure 2). Figure 4 depicts
the excesses of traffic between clus-
ters – highlighted with red segments.
The end points of the segments are
drawn at the positions of the most
representative antennas of the associ-
ated clusters (i.e with the highest typ-
icalities). The opacity of a segment is
proportional to the value of the contribution to mutual information and its width
is proportional to the number of calls between clusters. The biggest cities – like
Bouaké, San Pedro and Man – are clearly marked on the map: they are regional
capitals, a fact that is confirmed and highlighted by the call traffic visualization.
The case of Bouaké is particularly interesting: although it is not the country
capital, its national influence seems bigger than the one of Yamoussoukro, the
actual capital. Yamoussoukro is twice smaller than Bouaké (population wise)
and is a quite recent city where there is no major economical activity, contrary
to Bouaké. This fact can explain our observation.
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We also observe that excess of traffic between major cities is a rare phe-
nomenon. Cities are more like phone hubs, except in the West of the country
around Soubré. This area is not a densely populated area but corresponds to a
region with important migration flows. Finally, in Abidjan, we observe important
excesses of traffic within neighborhoods, but not between neighborhoods.

5.2 Temporal Analysis of the Calls Distribution

From previous section, we learnt that the correlation between source and desti-
nation antennas is very high. The evolution of the calls distribution over time
might be the same for both sets of antennas. Therefore, to track the evolution of
traffic over time, we only study the evolution of the originating calls: one call is
described by the emitting antenna and a day count (stemming from the date).

Again, the clustering of antennas

Fig. 5. Antennas activity clusters projected
on Ivory Coast map. Colored clusters show
inactivity periods while grey clusters indi-
cate antennas whose traffic is complete over
the period.

resulting from the optimal data grid
is also too fine for an easy inter-
pretation (1051 clusters of antennas
and 140 intervals for the day count).
We coarse the grain of the grid with
our hierarchical post-processing so
that the informativity of the model
is 80%, with ten clusters of antenna
and twenty time segments. Since,
missing values are abundant in this
data, i.e., some antennas emitted
no call during some time periods,
consequently, we obtain time seg-
ments that are strongly correlated
with missing data. For the same rea-
son, antennas are grouped together
because they experienced an absence
of calls during one or several simi-
lar periods. In the Figure 5, the col-
ored antennas belong to clusters hav-
ing experienced simultaneous absences of calls. We observe that the green,
orange, light blue and purple clusters are located in localized area. The missing
data appear during short periods for these clusters. This grouping might be due
to localized technical issues on the network. The antennas of the yellow cluster
are spread over the country. These antennas are grouped because they have been
activated at the same date. This use case provides a better understanding the
dysfunctions in the network over the year.

5.3 Analysis of Output Communications w.r.t. Week Day and Hour

Our objective is to build simultaneously a partition of the antennas, a par-
tition of the week days and a discretization of the hour, i.e., a triclustering. For
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the same reasons as previously, we only keep the emitting antennas.
At the finest level, we obtain a triclustering with 806 clusters of emitting anten-
nas, 7 clusters of days and 22 time segments. Again, these results must be sim-
plified to ease the interpretation. However, we fix the numbers of clusters of days
and time segments, since they are acceptable for the analysis and we only reduce
the number of clusters of antennas. With four clusters of antennas, we keep 51%
of the informativity of the model.

Antennas are displayed on the

Fig. 6. Clusters on the map of Ivory Coast.
Dots are antennas. There is one color per
cluster.

map of Figure 6. We also build a cal-
endar (see Figure 7) for each cluster
with days in columns and time seg-
ments in lines. The color of the cells
indicates the excesses (red) or the
lacks (blue) of traffic emitted from
the corresponding cluster. The lacks
and excesses are measured using the
contribution to the mutual informa-
tion (see definition 3) between the
cluster and the cross product of the
cluster of weekday and the time seg-
ment: MI(XM

1 ;XM
2 ×XM

3 ), with XM
1

the partition of the antennas, XM
2 the

partitions of the weekdays and XM
3

the discretization of the time. Now we
focus on the analysis of each cluster
of antennas that we can easily label
manually:

Abidjan - Le Plateau (yellow).
This cluster covers exactly the Cen-
tral Business District of Abidjan. In
the calendar of Figure 7, we observe
an excess of calls from the Monday
to the Friday, between 8-9am and 4-
5pm. The rest of the time, there is a
low lack of traffic emitted from this area. In other words, during the office hours,
the phone traffic is higher than expected and lower the rest of the time. This
is expected and representative of this type of area: a non-residential business
district.

Economic Zones (red). The antennas of this cluster are located either in the
commercial areas of the cities or in areas with a strong economic activity, like
plantations or mines. In Abidjan, these antennas are located in industrial zones
(South and North-West), the shopping districts (North of the business district)
and the universities and embassies neighborhood (East). The traffic in these
areas is mainly in excess from the Monday to the Saturday between 9 am and
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5 pm. The correlation is very strong between the working hours and the calls
traffic on these areas.

Urban Residential Areas (blue). The antennas belonging to this cluster are
mainly located in the cities like Abidjan, Bouaké and Yamoussoukro. If we focus on
Abidjan, we observe that the cluster covers the residential neighborhood located
in the West and in the North-East of the city. At a finer level of partition of the
antennas, this cluster would be split according to the socioeconomic class of the
neighborhood: the upper class neighborhood in the East of the city is separated
from the lower class neighborhoods, located in the North and the West. The cal-
endar shows lacks of calls during the office hours and excesses the weekend, the
night and the early morning during the week. This is correlated with the presence
of people in residential areas. Note that the excesses of calls start around 8 pm,
while it stops around 5 pm in the Central Business district or in economic areas.
This time lag is due to the cheaper price of calls after 8 pm.

The Countryside (green). The antennas of this cluster are spread over the
country, except in Abidjan and other cities in general. The calendar for this
cluster is quite similar to the one of the urban residential areas, except that the
excess periods are limited to the early evening and the whole Sunday.

5.4 User Mobility Analysis w.r.t. Week Day and Hour

Among the 50000 anonymized users, we focus on mobile users characterized
by a frequent use of a large set of distinct antennas: after filtering, 6894 users
are under study. For these 4-d data (user, antenna, week day and hour), khc
operates a tetra-clustering: as a result, users with the same mobility profile are
grouped together, i.e., users who have connected to similar groups of antennas,
on similar days of the weeks at similar time periods.
At the finest grain, we obtain 237 clusters of users, 218 clusters of antennas and
three time segments ,while week days remain as singletons. Again, the granularity
prevent us from an easy interpretation, and we simplify the model. We keep 50%
of informativity, that enables a reduction of the numbers of clusters of users and
antennas to 40, and the numbers of groups of week days and hour segments to
two. The week is divided in two parts: the working days and the weekend. For
the hour dimension, the split occurs around 6 pm. The intervals are 0 am - 6
pm and 6 pm - 12 am. Note that the bound at midnight is artificial, because the
day start as this time. The cut at 6 pm is the last in the hierarchy of the time
segmentation. Then it would have been more relevant to consider a day from 6
pm to 6 pm the next day. Nevertheless, it is easier to have an interpretations on
a “usual” time period between 0 am and 12 pm. Therefore we keep the following
segmentation: 0 am - 6 pm, 6 pm - 12 pm.

To illustrate the characterization of users’ behaviors in terms of mobility
provided by the grid, we focus on a group of users. The maps of Figure 8 shows
the excesses and lacks of traffic in Abidjan during the week, for both periods of
the day and for the selected group of users. The colors correspond to the mutual
information MI(XM

1 ;XM
2 ×XM

3 ×XM
4 ) where XM

1 is the partition of antennas;
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(a) Le Plateau (Abidjan) (b) Activity areas

(c) Urban residential areas (d) Countryside

Fig. 7. Calendars of excesses (red) and lacks of calls emitted from each of the four
clusters of antennas, in function of the weekday and the daytime.

(a) Working days before 6 pm (b) Working days after 6 pm

Fig. 8. For a group of user, excesses and lacks of uses of antennas according to the day
of the week and the time of the day. Focus on Abidjan.
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XM
2 , the partition of the weekdays; XM

3 the discretization of the daytime; and
XM

4 , the selected partition of the users.
The selected group of users mainly connects to the antennas located in the

East of Abidjan after 6 pm during the working days, while they rarely connect
to the same antennas before 6 pm the same days. Then, it can be assumed that
the selected cluster of users is composed people living in the same area. This
hypothesis is reinforced by the socioeconomic nature of this part of Abidjan:
it is a residential area. The contributions to mutual information of the other
clusters of antennas are smaller. Three areas experience excesses of traffic before
6 pm and lacks after 6 pm. They correspond to the business district (Le Plateau),
the embassies and universities neighborhood and the industrial zone located in
the West of the city. The common feature of all these areas is their economic
activity during the day. To sum up, we can assume that the users of the selected
cluster are similar in that they live in the same area and work during the week
in three localized area of Abidjan. Similar observations stand for several other
clusters of users – thus we are able to summarize users’ mobility behavior.

6 Conclusion

Motivated by two key points of economic development strategy of a telco in
emerging countries, we have instantiated a generic methodology for exploratory
analysis of CDRs data. Our method is based on a joint distribution estimation
technique providing the user analyst with a summary of the data in a parameter-
free way. We have also suggested several tools for exploring and exploiting the
summary at various granularities and highlighting its relevant components. We
have demonstrated the applicability of the method on graph data, temporal
sequence data as well as user mobility data stemming from country-scale CDRs
data. The results of the exploratory analysis are currently considered as valuable
additional input to improve network planning strategy and pricing strategy.

References
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Abstract. Cloud computing resources are sometimes hijacked for fraudulent 
use. While some fraudulent use manifests as a small-scale resource consump-
tion, a more serious type of fraud is that of fraud storms, which are events of 
large-scale fraudulent use. These events begin when fraudulent users discover 
new vulnerabilities in the sign up process, which they then exploit in mass. The 
ability to perform early detection of these storms is a critical component of any 
cloud-based public computing system. 

In this work we analyze telemetry data from Microsoft Azure to detect fraud 
storms and raise early alerts on sudden increases in fraudulent use. The use of 
machine learning approaches to identify such anomalous events involves two 
inherent challenges: the scarcity of these events, and at the same time, the high 
frequency of anomalous events in cloud systems. 

We compare the performance of a supervised approach to the one achieved 
by an unsupervised, multivariate anomaly detection framework. We further  
evaluate the system performance taking into account practical considerations of 
robustness in the presence of missing values, and minimization of the model’s 
data collection period. 

This paper describes the system, as well as the underlying machine learning 
algorithms applied. A beta version of the system is deployed and used to conti-
nuously control fraud levels in Azure. 

1 Introduction 

The adoption of the public cloud as an agile model for computational resources con-
sumption is continuously increasing. The high scalability of these services offer many 
opportunities, as well as new challenges. Examples include failure detection [1, 2], 
resources optimization [3–5], and security [6, 7]. However, a common challenge to all 
is the efficient and effective analysis of large quantities of data that is continuously 
accumulated by such cloud platforms.  

A significant portion of the data collected at the cloud is in the form of time series  
data, e.g., signals from the monitoring of continuous resource use. Therefore, machine 
learning algorithms performing time series analysis and forecasting are commonly ap-
plied. Numerous algorithms have been developed for this purpose over the years [8]. The 
most established ones are auto-regressive models, integrated models and moving average 
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models, modeling the signal value at a certain time-point using linear dependencies on 
preceding data points. Various extensions to these algorithm for multivariate analysis 
where the underlying entity is a vector of co-evolving signals also exist [9]. 

A common analysis setting of these time series in the cloud is anomaly detection 
[10]. Wang et al. developed EbAT, an entropy based anomaly testing for detecting 
anomalies in cloud utilization patterns [11]. In a more recent paper they describe a 
lightweight online algorithm for this task based on the Tukey and Relative Entropy 
statistics [12]. Dean et al. created the Unsupervised Behavior Learning (UBL) algo-
rithm which leverages self-organizing maps to detect performance anomalies [13]. 
Vallis et al. focused on long-term anomaly detection analyzing data from twitter [14]. 

With the cloud environment being noisy and dynamic, short periods when reliable 
data is only partially available often occur. Therefore, in order to be applicable in 
practice, the algorithms must be able to operate in the presence of missing values. For 
univariate time series, linear and spline interpolation methods are a common approach 
[15]. An advanced approach is provided by the DynaMMo algorithm, which aims to 
enhance the information from the correlations among multiple dimensions, through 
modeling co-evolving time series through the use of latent variables [15]. Wellenzohn 
et al suggest a method imputing the missing values from the k most similar patterns in 
historical data [16]. Xie et al. developed the MOUSSE algorithm which is based on 
submanifold approximation, which can handle some amount of missing data, and 
demonstrated it on theft detection and solar flare detection on video streams [17]. 

Among the many challenges in the cloud, of primary importance is ongoing servic-
es availability. In parallel to the genuine users, these services attract fraudsters trying 
to utilize the resources afforded for more nefarious means. In order to avoid decreases 
in service quality due to fraudulent activity, cloud providers have to either maintain 
excessive resources or detect, as soon as possible, consumption by fraudsters and take 
relevant action.  

Here we address the early detection of significant peaks in fraudulent activity in 
cloud systems, which we term “fraud storms” (FS). In order to avoid a reduction in 
the quality of service (QoS) as a result of this kind of indirect attacks [18], the service 
provider has to maintain large amount of excessive resources, which has significant 
cost implications. We examine two different possible approaches for the problem – a 
supervised approach aiming to predict the continuous fraud levels, and an unsuper-
vised approach searching for anomalies in multivariate capacity related signals. The 
requirement for prompt detection poses a constraint on the resolution of data available 
for the analysis, which is collected at a datacenter level, as opposed to subscription 
level data, which is too big to collect within the required time constraints.  

2 Methods 

2.1 The Problem Setting 

Microsoft Azure is one of the largest public-cloud platforms available, spanning sev-
eral large data centers around the world. The size of each data center varies depending 
on local needs, economic considerations, etc. From a fraud protection perspective, this 
means that the effect of fraud peaks on a certain data center depends on its size. 
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In addition, Azure has a wide variety of offer types through which users can sub-
scribe to the system. For example, free trial accounts that offer limited resources to 
new subscribers, and Pay-as-you-go offers allowing users to pay at the end of the 
billing period for specific resources consumed during this time. Each of these offer 
types requires a different verification process on registration to the system, designed 
to address the associated fraud risk. 

The final true labeling of a certain subscription as fraudulent is based on post-usage 
information, for example, through information that certain credit cards were reported 
stolen. These labels necessarily arrive much later than the fraudulent use, typically in 
the order of a month.  However, if a specific subscription is suspected to be fraudulent, 
the cloud operator has the ability to manually investigate the user further, and if found to 
be fraudulent, the subscription is closed. In the case where a group of fraudulent sub-
scriptions is identified, a bulk shutdown process can be employed.  

The type of resources consumed by fraudsters highly depends on the specific fraud 
type. Bitcoin mining would usually require high compute resources, while spamming 
and click-frauds might have a greater effect on the bandwidth use.  

To achieve a high-resolution control over fraud storms, supplying adequate reliability 
for the different data center regions and offer types, similar offer types have been 
grouped together by a domain expert, and the analysis is performed independently  
for each pair of region and offer group, which we term here a sample-set. Effectively,  
in the available data there is some correlation between FS events on different regions, 
however, in this study, the analysis of each sample-set is independent of the others. 

2.2 The Labels 

The objective of this work is to detect fraudulent peaks affecting compute resources. 
To obtain FS labels, the ongoing number of fraudulent cores in use was extracted, and 
a domain expert used this information to assign labels to hourly data on an eight 
months period, spanning from January 6 to September 10. Note that this procedure 
was performed on past events, once the full information about fraud was available. 
The labels indicate the start date of the FS event, the date of the first bulk-shutdown 
of fraudulent subscriptions employed to discard the fraudulent accounts, and the date 
in which the fraudulent cores consumption returned to its limited regular level.  

2.3 The Analyzed Signals 

We use two signals sampled at hourly intervals in this version of the FS detection 
component: average of the total number of cores used in the past hour in a region and 
offer group, and the total number of new subscriptions belonging to a certain offer 
group. These signals are extracted at the level of the datacenter, and thus available at a 
short latency. Here we use data gathered between January 6 and September 10, 2014. 
Some of the regions and offer groups became operational only later within this period, 
and thus their analysis sequence is shorter. Note that the breakdown of the new sub-
scriptions signal to the different regions is not available, and thus the exact same sig-
nal is shared across all regions. The design of the algorithms is such that new signals 
can be easily added. 



56 H. Neuvirth et al. 

2.4 Learning Approaches 

Two very different learning approaches can be utilized for this problem. One is a two-
layer supervised approach, analogous to the labeling process, where the first layer 
predicts the continuous signal of the number of fraudulent cores that was used to de-
rive the classification, and the second layer uses a classification algorithm over this 
signal, to predict the binary FS labeling. An alternative approach follows the observa-
tion that each FS is an outlier of the system and hence applies an anomaly detection 
approach.  

The Supervised Analysis Approach 
This analysis includes two independent layers: using regression to predict the number 
of fraudulent cores (FC) at each time-point from the available new-subscriptions and 
total-core-usage signals, followed by a classification of this prediction to retrieve the 
binary FS prediction. 

The input to the present version of the system are two signals, sampled hourly: the 
number of cores in use, and the total number of new subscriptions created for this 
offer group. The number of cores at each region and offer group was first processed to 
define their analysis starting point, discarding data with no sufficient variation, by 
requiring a minimum standard deviation of 3 on a 7-days window. This is due to the 
fact that data starts to flow from the data centers and offer types already at their test-
ing phase, before they actually become operational.  

The regression analysis in the first layer was performed independently for each 
sample-set (region and offer group). The features used include the values at the past 
1,2,4 and 8 hours, 1, 2, 4, 7 and 14 days, and averages of the signal in windows of 2, 
4, 8, 12, 24 and 48 hours, as well as their polynomial products of degree 2. These 
features were first filtered based on low variance (<10-10). Then, they were further 
filtered using a false discovery rate (FDR) procedure on the p-values obtained from 
the correlation coefficient of each feature with the outcome setting alpha=0.05.  Fi-
nally, they were standardized, and fed into a ridge regression model counting over 
ridge values ranging from 1 to 1012 at a logarithmic scale. Model selection was per-
formed using generalized cross validation with the python scikit-learn package. 

In the training phase, the regression, predicting the number of fraudulent cores is 
performed in 5-fold cross-validation in order to obtain signal with the noise resulting 
from the prediction model.  Another regression model is trained on the full training 
data to be used on the test set. Three features were extracted from this noisy signal for 
each time-point t, relative to the preceding time point (t-1): their difference 
(diff=FC(t)-FC(t-1)), their relative difference (diff/mean(FC)), and their ratio 
(FC(t)/FC(t-1). These features coming from all the sample-sets are then fed into a 
logistic regression model to train the classification. For the labeling of the classifica-
tion layer, two schemes were explored: a strict labeling considering only the time 
period until the bulk shutdown as FS, named “bulk shutdown” (see section 2.2), and a 
looser definition representing the whole FS period as positive.  

 
 



 Early Detection of Fraud Storms in the Cloud 57 

The Outlier Detection Approach 
The outlier detection algorithm processes the time series of the same selected signals. 
It is composed of two parts: prediction of the value at the next time point, and evalua-
tion of the error. Our signals show typical seasonality patterns (An example is shown 
in Figure 6), and thus, an analysis similar to the one employed by Bay et al. was used 
[19]. Specifically, we utilized a sliding window approach, in which the values of both 
signals in a recent time window are used to predict the value of each signal at the next 
timepoint. The selected features include the values at the past 1,2,4, and 8 hours, 1, 2, 
4, 7 and 14 days, and averages of the signal in windows of 2, 4, 8, 12, 24 and 48 
hours.  

Several regression models have been explored for the prediction, including random 
forest regression, k-nearest neighbors and SVM with polynomial and RBF kernels, 
however all gave a similar performance to the one obtained by a ridge regression 
model, thus, this simpler model was selected. The ridge in this model was selected 
using cross validation over a log-scale set of values between 1 and 1012.  

In the training phase, prediction was performed using a sliding window starting 
from a 60 days history, and in gaps of 30 days. The history length used for training 
each window was set to a minimum of 60 days, and a maximum of 100 days, in order 
to have data that is both sizable and relevant. For each window, we used linear regres-
sion on the features listed above to predict the value at the next time-point in 5-fold 
cross validation (CV). One additional training is performed on the full data window. 

The CV data was used to estimate the error distribution. A multivariate Gaussian 
distribution is assumed, and the mean vector and covariance matrix are calculated 
using a robust estimation procedure available in the python scikit-learn package [20]. 
These are then used to calculate a p-value for each time-point. There exist two possi-
ble definitions for the p-value of the multivariate normal distribution (MVN). The 
first is analogous to the one-dimensional counterpart, and is based on the Mahalanobis 
distance [21]. The second considers the distribution in a vectorized manner, and esti-
mates the weight of the cumulative distribution function in a rectangle of values high-
er than the observed values [22]. The latter demonstrated better performance (data not 
shown). This observations is aligned with the fact that FS by definition refers to ano-
malies at the higher cores and subscription values, and thus this p-value estimation 
method was selected. The p-value bound was optimized by counting over a few se-
lected values. 

There are two sources for randomization in this approach: in the sampling of the 
CV partition, and in the robust covariance estimation [20]. All the experiments were 
repeated three times, with different seeds, to estimate the associated standard devia-
tion. Unless indicated otherwise, the standard deviations of all the points in the figures 
in this paper fell below 1%. 

2.5 Performance Evaluation 

To compare the binary predictions with the true labels, all time-points identified as a 
FS that are less than 36 hours apart were clustered. Following, each cluster was 
mapped to the earliest overlapping FS, if any.  
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Two measures of interest were calculated over these clusters in order to compare 
the models: the number of FS events detected, and the median time to detect in hours, 
which is the difference between the start time of the predicted cluster to the start time 
of the FS label. This measure may take negative values in case the predicted cluster 
starts before the manually labeled FS start date. 

In addition, we calculated FPDays, the fraction of days in which a false FS alert 
was raised for the sample-set, and a summary measure indicating the fraction of sam-
ple-sets having FPDays < 0.05. Note, that high values of this measure correspond to 
low FP rates. Naturally, the aim is to maximize the number of FS events detected and 
the fraction of sample-sets having a low FP rate, while minimizing the detection time. 

3 Results 

This section begins with comparing the different analysis approaches, showing that in 
our setting the anomaly detection approach is superior to the supervised analysis. 
Then, we compare the performance of our algorithm, named FraudStormML, with the 
Seasonal Hybrid ESD algorithm, a state of the art anomaly detection algorithm [14]. 
Further, we address two key challenges that stem from the practical nature of the 
problem: making the analysis robust to missing and corrupted data, and enabling fast 
utilization of the system on newly available sample-sets. 

3.1 Analysis Approaches Comparison 

Two main analysis approaches have been explored in this study. The input to both is 
the two hourly signals providing the core usage and count of new subscriptions per 
region and offer group. Recall that the signal used to derive the manual labels is the 
number of fraudulent cores. The first approach performs supervised analysis to pre-
dict the number of fraudulent cores. Following, a binary classification stage is used to 
map the continuous prediction to the binary FS label. The second approach performs 
multivariate anomaly detection on the two input signals. 

In the initial analysis using the supervised approach, no FS has been detected. To 
further investigate this, we explored the errors of each of the layers independently. 
Figure 1 shows the performance of the classification layer that is based on the true 
number of fraudulent cores that was used for the manual labeling (gray line with cir-
cle markers). These are extremely good results, with a false-positive rate lower than 
5% in nearly all sample sets while providing full detection of all FSs. This implies 
that despite the scarcity of the labels, the logistic regression model can easily capture 
the manual labeling process, and the failure is related to the regression layer or to the 
combination of the two layers. Note that these results were obtained only with the 
“bulk shutdown” classification labeling scheme. When the full FS duration was  
labeled as positive, no FS has been detected. This can be ascribed to the use of a  
linear model for the classification, however, the overall good performance suggests 
that the steep rise in the number of fraudulent cores was the main factor in the manual 
classification.  
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Fig. 1. Performance comparison of the fraud storm detection approaches 

Investigating the error of the regression layer, we observed good prediction power in 
general, but high RMSE values specifically in regions where a FS occurred (Figure 2, 
Pearson correlation coefficient=0.53, p-value=4e-4). This suggests that the number of 
fraudulent cores cannot be easily modeled in our context, since the behavior during FS 
is significantly different from normal, and thus an anomaly detection scheme would be 
more appropriate. 

 

Fig. 2. (a) The distribution of FS over regions and offer groups. (b) The RMSE obtained on the 
regression analysis for each region and offer group. A green-to-red color scale is used to 
represent the values ranges depicted in the boxes. The correlation between the figures is evident 
(Pearson correlation coefficient=0.53, p-value=4e-4), proving the regression model fails on FS 
events, which suggests that an anomaly detection approach might be more suitable. The data for 
regions 4 and 10 was not available early enough for them to qualify for this analysis. 

Turning to the anomaly detection approach, we compare our algorithm, named 
FraudStormML, to the Seasonal Hybrid ESD (S-H-ESD) algorithm, a state of the art 
algorithm recently published for anomaly detection in the cloud, specifically designed 
for time-series data [14]. This algorithm is similar to the one we employed in that 
both algorithms account for the daily and weekly seasonality in the data. It differs 
from our algorithm in the specific statistical analysis applied, utilizing the generalized 
Extreme Studentized Deviate test, and by the fact that the analysis is a univariate one. 
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To apply this algorithm to our data, we ran the code provided by the authors of this 
algorithm on each of our signals independently, and combined the outputs using two 
functions: the “OR” function classifies a time point as FS if an anomaly has been 
detected in any of the signals, while the more strict “AND” function only classifies as 
FS the time points in which both signals indicated an anomaly. The parameter con-
trolling for the maximum fraction of anomalies was used with values of 0.1, 0.2 and 
0.3, and the sensitivity bound alpha received values of 0.05, 0.1, 0.2 and 0.3, when 
this value was lower than the corresponding maximum anomaly fraction allowed. All 
the remaining parameters were assigned their default values. 

Figure 1a compares the results of FraudStormML to the various runs of the S-H-
ESD algorithm. One can observe that the detection rate of the FraudStormML algo-
rithm is higher at the same FP rates (Figure 1a), and the median time-to-detect is low-
er (Figure 1b). 

3.2 Handling Missing and Corrupted Data 

With the cloud environment being a highly dynamic one, it is not uncommon for data 
to become temporarily corrupted or unavailable. From our experience, those vulnera-
ble times are often associated with fraud storms. Hence, allowing a fast recovery of 
the system from such events is highly important. Furthermore, when training an ano-
maly detection model, it would be wise to discard past FS events, as these may reduce 
the sensitivity of the model. Therefore, an important aspect of a FS detection system 
is its ability to be trained and applied in the presence of missing data. 

 

Fig. 3. Performance comparison of the anomaly detection in the presence of missing values 

In this analysis we assume a broad missing data model in which the cores-usage 
data is missing for a period of one week where the same hour at the previous week is 
the most recent time-point that is available. For the simplicity of this analysis, the 
features calculating past averages were completely dropped for this signal. The mis-
singness pattern was applied at the feature extraction stage for all the data points in 
the sample set, and the prediction performance was evaluated.  

Figure 3 presents a comparison of five different models: a fully observed model 
(excluding the averaging features), a model with the most recent week missing, a 
model where the most recent week except the preceding hour is missing, a model that 
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is based only on the preceding hour, and a model deriving all the features from a li-
near interpolation between the value at the preceding week and the value at the pre-
ceding hour. We can observe that dropping the recent week has a significant effect of 
about 10% on the FP rate, and a similar effect on the fraction of FS detected. The 
effect is somewhat reduced in the model which adds in the preceding hour (1h) fea-
ture, simulating the case when the information on the recent hour has been accumu-
lated, however, not to a significant level. Dropping the longer history features, and 
counting on the 1h feature alone provides similar performance, yet also a noisier one. 
In contrast, the linear interpolation model manages to recover the performance to a 
level very similar to the fully observed model.  

3.3 The Effect of the Data Accumulation Period Length 

As the cloud keeps evolving, new offer groups are created from time to time. There-
fore, it is important to be able to estimate the minimal time required for the system to 
become effective. Note, that as a measure for the system performance on new offer 
types, this is merely an approximation, since new offer types might have different 
behavior from the longstanding offers for which we have data.  

 

Fig. 4. The performance achieved as a function of the data accumulation period.  

The length of the data accumulation period is a sum of two parameters in our mod-
el: the longest shift used to derive features, and the amount of data required for train-
ing. Figure 4a presents the effect of reducing the extent of the features used. It plots 
the detection achieved for different feature shifts ranging over values in [2, 4, 8, 16, 
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24, 48, 72, 96, 120, 144, 168, 240, 336] hours, where in each experiment a single shift 
was added to all the smaller ones. All dots connected with a line are the results of the 
same model configuration, with different p-value thresholds ranging from 10-5 to 10-

15. The experiments for this plot were performed with full training data as was finally 
used by the FraudStormML system, requiring a minimum of 60 days and at most 100 
days. As before, each dot is the mean of three experiments with different randomiza-
tion seeds. Figure 4a presents a significant decrease in the sensitivity of the model 
below 48 hours. Then, the detection rate is stabilized. For feature shifts of 1–2 weeks 
there is some improvement in the noise of the model, making it less sensitive to the  
p-value threshold. The FP rates are stable for all values, which might be related to the 
large training set used (Figure 4b). 

We evaluate the performance of the model given different history lengths of data 
used for training. Figures 4b, 4c show the performance as a function of the history 
length, ranging between 1 to 100 days, with the sliding window gaps set to the history 
length in case it is smaller than 30, and 30 days otherwise (as in the final model).  
Experiments have been repeated with three different seeds. The standard deviation was 
lower or equal to 1% for FP, and lower or equal to 4% for the fraction of FSs detected. 
Figure 4c shows initial good performance, which is misleading, because, as Figure 4d 
shows, it is associated with very high FP rates (low fraction of the sample-sets having 
FP rate < 5%). Then, as the sensitivity of the model increases, the FP rates on (d)  
decrease, and so does the detection rate on (c). Finally, when sufficient training data is 
accumulated, the results on both measures reach the desired performance. The results 
imply that the model can achieve similar performance with feature shift of 1 week, and 
training history of 60 days. Shorter periods will result in some performance degradation. 

4 The System 

The algorithm described here is a component of a bigger system controlling the ongo-
ing fraud levels in Azure. This system is based on a map-reduce architecture collect-
ing telemetry data from the cloud around the world, analyzing the high-resolution, 
subscription-level data. It is based on a large collection of signals, and thus suffers 
from delays in data latency. The FraudStormML component described here aims to 
control the fraud at the data center level, and to be thinner in the aspect of signals, in 
order to significantly reduce the time-to-detect on significant fraud peaks.  

The FraudStormML component, is backed-up by a rule-based analysis component. 
This component is important to support for possible failures of the system, which 
might result from failures in data collection, for example in mapping of new subscrip-
tions to their offer types, etc. On top of this system, we employ the more sensitive 
machine learning component. This component scans the main data centers and offer 
groups on an hourly basis, and feeds the resulting evaluation into a database. A Power 
BI dashboard reads from this database and provides an overview of the fraud storm 
state of the system. A snapshot of this system is presented in Figure 5. A detailed 
figure for each of the regions and offer groups suspected to be affected by a FS is also 
produced, to allow a deeper manual investigation. The model for this component is 
trained weekly. Time periods where data was corrupted or missing are being manually 
fed into a database, and are interpolated during training. 
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Fig. 5. A snapshot of the FraudStormML component dashboard. 

5 Discussion 

This paper presents a machine leaning based fraud storm detection system. We ex-
amined the performance of a supervised approach, and compared it to an unsuper-
vised anomaly detection approach. Selecting between the two approaches a-priori is 
not straight forward, as each of them has its advantages. On one hand, the cloud envi-
ronment is a very noisy one supplying many outliers that are not necessarily FS 
events. On the other hand, a supervised approach is challenging due the scarcity of FS 
events. Moreover, we observed that the regression prediction accuracy is especially 
low at regions where FS occurred, as they are outliers of the model. The supervised 
approach might gain from use of more sophisticated, non-linear models. However, in 
a big data system designed to continuously monitor the cloud, the advantage of light-
weight models is evident. With an underlying such model, the anomaly detection 
approach performed significantly better than the supervised alternative. 

There are many sources for false positive detections in this system. First is the use of 
manual labeling, which is a common practice in many machine learning domains, albeit a 
noisy one. Figure 6 presents a few examples for FP detections. All the panels on Figure 6 
share the same x-axis, indicating the timeline. The first (top) panel shows the core-usage 
signal, the second panel shows the new subscriptions signal, the third panel plots the p-
values obtained by the FraudStormML system, with red bars indicating a detection. The 
panel on the bottom is the continuous signal used for labeling, i.e. the number of fraudu-
lent cores. The purple background indicates regions that were manually labeled as a FS.  
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Fig. 6. The input and output signals of the system for one of the sample sets. All the panels 
share the same x-axis indicating the timeline. The two top panels present the values of the ana-
lyzed signals (cores and new subscriptions). In these panels, the green curve presents the ob-
served values, while the black curve represents FraudStormML’s predicted values. The third 
panel presents the –log10(p-value) of the prediction obtained by the FraudStormML component, 
with red bars indicating a detection. The bottom panel presents the continuous label, namely, 
number of fraudulent cores in use. The time window that was manually labeled as a FS is de-
picted in purple background at the top three panels. There appear to be a few anomalies that are 
FP detections of FS. The FP anomaly marked with the circle is also apparent at the continuous 
label panel at the bottom, thus representing a limited but true event. 

For this region and offer group we observe a single FS event labeled. This event 
was successfully detected. However, there are a few other anomalies detected by the 
system. The one designated by the red circle demonstrates one FP detection. Even 
though this event was not manually labeled as a FS, the corresponding small anomaly 
in the number of fraudulent cores used (bottom panel) is evident.  

Other anomalies detected are true anomalies that are not FS. In practice, the informa-
tion about their cause is not always available on past data. Since the system became 
operational, we encountered several such events resulting from normal but rare events 
such as switching the default region of the system. Each event leads to a manual inves-
tigation, which would eventually allow us to identify more relevant signals that could be 
added to the system in order to reduce the FP rate. Another way to reduce FP rate is to 
use information coming from different regions, as FSs often affect more than one re-
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gion, however, we observed that the migration of a FS between regions is slow, and 
utilizing this comes at the expense of the detection time of the system. 

 

 

Fig. 7. A qualitative comparison of the distributions of the number of cores used typically, and 
during a specific fraud storm event on one of the data centers. Typical users aim to minimize 
their costs, and thus they mostly utilize the minimal required compute power, while fraudsters 
in this case aimed to maximize their utilization of the system, resulting in a peak at the high 
cores during a fraud storm. 

Modeling fraud is a challenging task as fraudsters constantly keep learning the detec-
tion systems, and searching for new ways to bypass them. Features that distinguish be-
tween fraudulent and genuine activity can be divided to two types: those monitoring the 
resource consumption, and those monitoring the fraudsters’ breaking-in method. While 
both are valuable, the latter is not necessarily steady and could very easily change. Con-
versely, the fraudsters’ resources utilization is steadier, usually changing only with the 
specific fraud purpose, and thus basing a system on these features, as in our analysis, 
would result in a system with a longer life expectancy. Figure 7 presents an example for 
such feature, by comparing the typical distribution of the core usage per subscription to 
the one observed during a FS in one of the data centers. While the genuine user aims to 
minimize their cost though minimizing the resources consumption, a fraudster that ma-
naged to break into the system usually aims to maximize its utilization as much as poss-
ible. Therefore, on the right panel we observe a large peak at the high cores consump-
tion during a FS. This information can be modeled into our system through a few possi-
ble features: the total cores consumption (as present in the above analysis), the mean 
core consumption per subscription, with the high values truncated to reduce the noise, 
and the entropy of the cores-per-subscription histogram. Note that the entropy feature 
has the unsteadiness disadvantage described above. In our analysis, both alternatives did 
not improve the prediction over the total number of cores. 

Ongoing improvement of the systems is an important aspect of future research. The 
FraudStormML algorithm can be easily enhanced with new signals, like bandwidth 
and disk usage. This is important, since the typical fraudster’s motivation is dynamic 
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and changes over time, which affects the type of resources they consume. In the 
course of system operation, some anomalies will be detected, those that would turn 
out to be FP can provide new insights that would further be integrated into the system. 
Having a design which supports this evolutionary process is a fundamental challenge 
in this field, and a key aspect of the system. 

References 

1. Bhaduri, K., Das, K., Matthews, B.L.: Detecting abnormal machine characteristics in cloud 
infrastructures. In: 2011 IEEE 11th International Conference on Data Mining Workshops 
(ICDMW), pp. 137–144. IEEE (2011) 

2. Zhu, Q., Tung, T., Xie, Q.: Automatic fault diagnosis in cloud infrastructure. In: 2013 
IEEE 5th International Conference on Cloud Computing Technology and Science (Cloud-
Com), pp. 467–474. IEEE (2013) 

3. Hormozi, E., Hormozi, H., Akbari, M.K., Javan, M.S.: Using of machine learning into 
cloud environment (A Survey): managing and scheduling of resources in cloud systems. 
In: 2012 Seventh International Conference on P2P, Parallel, Grid, Cloud and Internet 
Computing (3PGCIC), pp. 363–368 (2012) 

4. Beloglazov, A., Buyya, R.: Energy efficient resource management in virtualized cloud data 
centers. In: Proceedings of the 2010 10th IEEE/ACM International Conference on Cluster, 
Cloud and Grid Computing, pp. 826–831. IEEE Computer Society (2010) 

5. Beloglazov, A., Abawajy, J., Buyya, R.: Energy-aware resource allocation heuristics for 
efficient management of data centers for cloud computing. Future Gener. Comput. Syst. 
28, 755–768 (2012) 

6. Hashizume, K., Rosado, D.G., Fernández-Medina, E., Fernandez, E.B.: An analysis of se-
curity issues for cloud computing. J. Internet Serv. Appl. 4, 1–13 (2013) 

7. Fernandes, D.A., Soares, L.F., Gomes, J.V., Freire, M.M., Inácio, P.R.: Security issues in 
cloud environments: a survey. Int. J. Inf. Secur. 13, 113–170 (2014) 

8. Bontempi, G., Ben Taieb, S., Le Borgne, Y.-A.: Machine learning strategies for time  
series forecasting. In: Aufaure, M.-A., Zimányi, E. (eds.) eBISS 2012. LNBIP, vol. 138, 
pp. 62–77. Springer, Heidelberg (2013) 

9. Aggarwal, C.C.: Outlier analysis. Springer Science & Business Media (2013) 
10. Chandola, V., Banerjee, A., Kumar, V.: Anomaly detection: A survey. ACM Comput. 

Surv. CSUR. 41, 15 (2009) 
11. Wang, C., Talwar, V., Schwan, K., Ranganathan, P.: Online detection of utility cloud 

anomalies using metric distributions. In: 2010 IEEE Network Operations and Management 
Symposium (NOMS), pp. 96–103. IEEE (2010) 

12. Wang, C., Viswanathan, K., Choudur, L., Talwar, V., Satterfield, W., Schwan, K.: Statis-
tical techniques for online anomaly detection in data centers. In: 2011 IFIP/IEEE Interna-
tional Symposium on Integrated Network Management (IM), pp. 385–392 (2011) 

13. Dean, D.J., Nguyen, H., Gu, X.: Ubl: unsupervised behavior learning for predicting per-
formance anomalies in virtualized cloud systems. In: Proceedings of the 9th International 
Conference on Autonomic Computing, pp. 191–200. ACM (2012) 

14. Vallis, O., Hochenbaum, J., Kejariwal, A.: A novel technique for long-term anomaly de-
tection in the cloud. In: Proceedings of the 6th USENIX Conference on Hot Topics in 
Cloud Computing, USENIX Association, Berkeley, CA, USA, pp. 15–15 (2014) 

 



 Early Detection of Fraud Storms in the Cloud 67 

15. Li, L., McCann, J., Pollard, N.S., Faloutsos, C.: Dynammo: Mining and summarization of 
coevolving sequences with missing values. In: Proceedings of the 15th ACM SIGKDD In-
ternational Conference on Knowledge Discovery and Data Mining, pp. 507–516. ACM 
(2009) 

16. Wellenzohn, K., Mitterer, H., Gamper, J., Böhlen, M.H., Khayati, M.: Missing Value Im-
putation in Time Series using Top-k Case Matching 

17. Xie, Y., Huang, J., Willett, R.: Changepoint detection for high-dimensional time series 
with missing data. ArXiv Prepr. ArXiv12085062 (2012) 

18. Modi, C., Patel, D., Borisaniya, B., Patel, H., Patel, A., Rajarajan, M.: A survey of intru-
sion detection techniques in Cloud. J. Netw. Comput. Appl. 36, 42–57 (2013) 

19. Bay, S., Saito, K., Ueda, N., Langley, P.: A framework for discovering anomalous regimes 
in multivariate time-series data with local models. In: Symposium on Machine Learning 
for Anomaly Detection, Stanford, USA (2004) 

20. Rousseeuw, P.J., Driessen, K.V.: A fast algorithm for the minimum covariance determi-
nant estimator. Technometrics 41, 212–223 (1999) 

21. Multivariate normal distribution (2015). http://en.wikipedia.org/w/index.php?title= 
Multivariate_normal_distribution&oldid=651587942 

22. Genz, A., Bretz, F.: Computation of multivariate normal and t probabilities. Springer 
Science & Business Media (2009) 

 



Flexible Sliding Windows for Kernel Regression
Based Bus Arrival Time Prediction

Hoang Thanh Lam(B) and Eric Bouillet

IBM Research, Building 3, IBM Technology Campus, Damastown, Dublin 15, Ireland
{t.l.hoang,bouillet}@ie.ibm.com

Abstract. Given a set of historical bus trajectories D and a partially
observed bus trajectory S up to position l on the bus route, kernel regres-
sion (KR) is a non-parametric approach which predicts the arrival time of
the bus at location l+h (h > 0) by averaging the arrival times observed at
same location in the past. The KR method does not weights the historical
data equally but it gives more preference to the more similar trajectories
in the historical data. This method has been shown to outperform the
baseline methods such as linear regression or k-nearest neighbour algo-
rithms for bus arrival time prediction problems [9]. However, the perfor-
mance of the KR approach is very sensitive to the method of evaluating
similarity between trajectories. General kernel regression algorithm looks
back to the entire trajectory for evaluating similarity. In the case of bus
arrival time prediction, this approach does not work well when outdated
part of the trajectories does not reflect the most recent behaviour of the
buses. In order to solve this issue, we propose an approach that considers
only recent part of the trajectories in a sliding window for evaluating the
similarity between them. The approach introduces a set of parameters
corresponding to the window lengths at every position along the bus
route determining how long we should look back into the past for evalu-
ating the similarity between trajectories. These parameters are automat-
ically learned from training data. Nevertheless, parameter learning is a
time-consuming process given large training data (at least quadratic in
the training size). Therefore, we proposed an approximation algorithm
with guarantees on error bounds to learn the parameters efficiently. The
approximation algorithm is an order of magnitude faster than the exact
algorithm. In an experiment with a real-world application deployed for
Dublin city, our approach significantly reduced the prediction error com-
pared to the state of the art kernel regression algorithm.

1 Introduction

Recently, bus arrival time prediction using GPS data has become an impor-
tant problem attracting many researchers from both academia and industry
labs [9,11]. Beside having important application in urban transportation man-
agement systems, GPS data providing accurate real-time locations of buses is
very cheap and easy to collect. In such system, GPS devices equipped on-board
continuously update real-time locations of the buses in a reasonable fine-grained
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 68–84, 2015.
DOI: 10.1007/978-3-319-23461-8 5



Flexible Sliding Windows for Kernel Regression 69

time resolution (from seconds to minutes). Updated locations of the buses are
used to predict bus arrival time at any location of the trajectory. Prediction can
be used to provide urban citizens with real-time information about bus arrival
time at any bus stop or to estimate the likelihood of bus bunching from which
bus operators can direct bus drivers to avoid those unexpected events.

Literature on bus arrival time prediction problem is very rich [2-3,6-14].
Depending on type of data used for prediction, different methods were pro-
posed. However, when only GPS data is available, the state-of-the-art algorithm
is relied on the kernel regression (KR) method [9]. The KR algorithm exploits
the similarity of the currently observed trajectory of the bus and the historical
trajectories to make prediction. Since behaviour of buses travelling on a fixed
bus route is highly repeated, KR approach has been shown to outperform the
baseline approaches such as linear regression or k-nearest neighbour [9].

Example 1 (Kernel regression). In order to illustrate the intuition behind the
KR method we show an example with 4 different historical spatio-temporal tra-
jectories A,B,C,D and a partially observed trajectory S at location l in Figure 1.
The y-axis shows the time offsets since the time when the buses start and the
x-axis shows the distance (in meters) from the departure stop.

Prediction of the arrival time of the bus at location l + h (h > 0) denoted
as Ŝ(l + h) is done by averaging the arrival time of the bus at location l + h
observed in the historical data:

Ŝ(l + h) = αA ∗ A(l + h) + αB ∗ B(l + h) + αC ∗ C(l + h) + αD ∗ D(l + h)
Where the weight values αA, αB , αC , αD summing up to 1 and can be calcu-

lated as follows:

αA = sim(S,A)
sim(S,A)+sim(S,B)+sim(S,C)+sim(S,D)

αB = sim(S,B)
sim(S,A)+sim(S,B)+sim(S,C)+sim(S,D)

αC = sim(S,C)
sim(S,A)+sim(S,B)+sim(S,C)+sim(S,D)

αD = sim(S,D)
sim(S,A)+sim(S,B)+sim(S,C)+sim(S,D)

Function sim(S,A) denotes the similarity between two trajectories S and
A till position l. The larger the value of sim(S,A) the more similar the two
trajectories are.

An benefit of using KR in practice is that there is no need to build a model
for every location along the bus route as does with parametric approaches such
as linear regression. This property is a big plus in an industrial setting when
fast deliver of solution is required. However, KR is sensitive to the choice of the
similarity function which usually considers the whole trajectory for similarity
evaluation [9]. Under the context of bus arrival time prediction application, bus
journeys might be influenced by hidden spatial or temporal contextual factors
such as changes from crowded to less traffic locations or unplanned events like
accidents. In such cases, the entire trajectory is no longer relevant for making
prediction because most of the information is out of date and does not reflect
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Fig. 1. Four trajectories A, B, C and D in a historical log and a partially observed
(orange solid points) bus trajectory S up to location l (the orange dotted points are
future positions). As we can observe on the figure, the bus was moving very close to C
and D from the beginning but due to some unplanned events happening at location l
the bus was delayed and started moving closer to A and B during the last part of the
journey. At location l, considering the whole trajectory, S is much closer to C and D
than to A and B. On the other hand, in the sliding window with only recent data, S
is much closer to A and B. Therefore, making prediction based on recent data is more
accurate as it captures recent behaviours of the bus.

the recent behaviour of the buses. The following example shows a situation in
which the KR method is sensitive to the choice of similarity evaluation methods.

Example 2 (Sensitivity to similarity function). Figure 1 shows four historical
trajectories A,B,C and D and a partially observed (orange solid points) trajec-
tory S at location l (the orange dotted points are future positions). Prediction
of bus arrival time at location l+h is made by copying information about arrival
times of the bus at location l + h from similar historical trajectories.

Different predictions (marked with star-like symbols) of bus arrival time Ŝ(l+
h) at location l + h are made using either the entire trajectory or only recent
data in a sliding window with size w > 0. As we can observe on the figure, the
bus on the journey S was moving very close to C and D from the beginning
but due to some reasons, e.g. an unplanned event happening at location l, the
bus was delayed and started moving closer to A and B during the last part of
the journey. At location l, considering the whole trajectory, S is much closer to
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C and D than to A and B. On the other hand, in the sliding window (marked
with a dotted orange box) with only recent data, S is much closer to A and
B. Therefore, making prediction based on recent data in that window is more
accurate as it captures the recent behaviour of the bus.

The key assumption in Example 2 is that each location along the bus route
is associated with a hidden spatial or temporal context that determines how
long we should look back to the past for predicting the future bus arrival times.
An important question to ask is: how do we discover relevant window size for
each location along the bus route to make prediction better? In this work, we
try to answer this question by proposing a method that automatically learns
appropriate window sizes from training data. The key technical contributions of
this work can be summarized as follows:

– A method to optimize the kernel regression based prediction algorithm for
a real-world application relied on flexible sliding window length learning.

– An approximation algorithm (with error bound guarantees) for speeding up
the parameter learning process when the training size is large.

– Our method reduced the prediction error from 40-60 %.
– The approximation algorithm proposed for the window size learning task

achieved a speeds up of 15-20x while preserving high accuracy of the predic-
tion as the brute-force learning method does.

– Our approach speeds up real-time evaluations of the similarity between tra-
jectories as only short parts of the trajectories are considered for evaluation.

2 Problem Definition

In this section, we first recall the kernel regression algorithm, and then formally
define the problem. All the notations are shown in Table 2.

Notation Meaning
S = t1t2, · · · , tn A trajectory with arrival times at n locations
S(l) Arrival time at location l

Ŝ(l) Predicted arrival time at location l of trajectory S

Ŝw(l) Predicted arrival time when window length is w
S(l, h) A sequence of arrival times from location l to h
D = {A1, A2, · · · , Am} A reference set with m historical trajectories
Sim(A,B) A similarity function between two sequences A and B
el(w) Prediction error at location l when window size is w
E[el(w)] Expectation of prediction error when window size is w
w∗

l The best window length at location l
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2.1 Kernel Regression

A bus trajectory is a sequence of pairs S = (p1, t1), (p2, t2), · · · , (pn, tn) where pi

is a location on the bus route and tn is the arrival time at that location counting
from the beginning of the journey. In our bus arrival time prediction application,
bus route is fixed beforehand and GPS-based locations are interpolated such that
the trajectory contains arrival time for every location on the route at the distance
one meter. Therefore, a bus trajectory can be considered as a sequence of arrival
times S = t1t2, · · · , tn because the corresponding location can be implicitly
inferred from the context with the index of the arrival time.

A historical dataset is a collection of bus trajectories D = {A1, A2, · · · , Am}
each has length equal to n. Given a trajectory Ai, denote Ai(l) as the bus arrival
time at location l and Ai(l, h) (h > l) as the sequence of arrival times starting
from location l to location h: Ai(l+1)Ai(l+2) · · · , Ai(h). Let denote Sim(A,B)
as a similarity function between two sequences with the same length A and B.
The larger value of Sim(A,B) is the more similar the sequences are.

Let S be a partially observed trajectory up to location l, from now on we
call S the target trajectory while the trajectories in historical data are called as
reference trajectory. Assume that our main goal is to predict the arrival time at
location l + h for a prediction horizon h > 0 of the target trajectory, i.e predict
the unobserved value of S(l + h). The kernel regression algorithm estimates the
value Ŝ(l + h) with the help of the historical dataset D as follows:

Ŝ(l + h) =
∑m

i=1 Sim(S(0, l), Ai(0, l)) ∗ Ai(l + h)∑m
i=1 Sim(S(0, l), Ai(0, l))

(1)

The prediction is made by averaging observations of arrival time at location
l + h in the historical data. Every observation Ai(l + h) is weighted by the
similarity between the current trace S and the historical trace Ai. For the bus
arrival time prediction application, Sinn et al. [9] suggested to use the Gaussian

kernel Sim(A,B) = e
−∑l

i=0
1
b

(A(i)−B(i))2

σi where σi denotes the variance of arrival
time at location i and b is a bandwidth parameter.

2.2 Problem Definition

As we have discussed earlier, the KR algorithm is sensitive to the way we eval-
uate the similarity between the target trajectory and the reference trajectories.
The state-of-the-art algorithm considers the entire trajectory for evaluating the
similarity score. In this work, we introduce a method that uses recent data for
evaluating the similarity score. Let wl (wl ≤ l) denote the length of the sliding
window which we use to calculate the similarity score at position l. In particular,
the Sim(S(0, l), Ai(0, l)) function in the kernel regression method is replaced by
Sim(S(l − wl, l), Ai(l − wl, l)). Therefore, for a bus route with length n we have
a vector of n window lengths W = (w1, w2, · · · , wn)

An important question is how we determine an appropriate window length
wl for every location l along the bus route. Finding optimal window lengths can
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Algorithm 1. A brute-force algorithm
1: Input: a training set D = {A1, A2, · · · , Am} and a prediction horizon h
2: Output: A vector of window lengths W = {w∗

1 , w∗
2 , · · · , w∗

n}
3: for l=1 to n do
4: for w=1 to l do
5: for i=1 to m do
6: eil(w) ← (Ai(l + h) − Âwi(l + h)2

7: el(w) ← el(w) + eil(w)
8: end for
9: el(w) ← el(w)

m

10: end for
11: w∗

l = argminwel(w)
12: end for

be formulated as an optimization problem as follows. We use the set of historical
trajectories D = {A1, A2, · · · , Am} as a training set and evaluate the set of
window lengths through a leave-one-out cross-validation process.

In particular, let h be a horizon for prediction, l be a location. We pick Ai

from the training set and consider it as a target trajectory while the set D\{Ai}
is considered as a reference set. The prediction error at location l when the
window length is set to w can be calculated as follows:

ei
l(w) = (Ai(l + h) − Âw

i (l + h))2 (2)

Where Âw
i (l + h) denotes the predicted arrival time at location l + h when the

sliding window length is set to w. The leave-one-out cross-validation average
prediction error over the entire training set D can be estimated as : el(w) =
∑m

i=1 ei
l(w)

m . The problem of learning the optimal window length at location l can
be formulated as follows:

Problem 1 (Window length learning). For every location l, find the window
length w∗

l which minimizes the expectation of the leave-one-out cross-validation
average prediction error el(w), i.e. w∗

l = argminwE[el(w)]

3 A Brute-Force Algorithm

In this section, we introduce a brute-force search approach that solves Problem
1. It evaluates all possible values of the window length at every location in the
bus route. At location l, since 0 < w < l we simply calculate el(w) for every
possible value of w and choose w∗

l that minimizes the accumulative prediction
error el(w). The same task can be repeated for every location 1 ≤ l ≤ n to
obtain a complete set of window lengths for every location along the bus route.

Algorithm 1 describes the main steps of the brute-force algorithm. It iterates
over every location l along the bus route (lines 3-12) and evaluate the accumu-
lative prediction error el(w) for every candidate window length w (lines 4-10).
Evaluation of the accumulative prediction error is done by summing up the
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prediction error made when each trajectory Ai is picked as a target and the
remaining trajectories are combined to a reference set (lines 5-8). In line 11, the
best window length w∗

l for location l is selected as the one that minimizes the
accumulative prediction error.

The complexity of Algorithm 1 is O(m2n2) because of the three outer loops
and the computation of the prediction error in lines 5-8 (requiring another loop
over the training set). It is important to notice that the calculation of the pre-
diction error at location l in lines 5-8 requires a full pass over the training data
which incurs a complexity of O(mn). However, this number can be reduced to
O(m) when the computation only needs to update from the result of the prior
step at location l − 1. In general, the brute-force algorithm is not scalable espe-
cially when the training size is large because of the quadratic complexity. In the
next subsection, we will discuss an approximation algorithm that speeds up the
brute-force method significantly.

4 An Approximation Algorithm

The complexity of Algorithm 1 is O(m2n2), where m is the training size and
n is the trajectory length. Since trajectory length is usually fixed, it can be
considered as a large constant number. The training size m is equal to the number
of historical trajectories collected so far. The training size increases as long as
data is collected everyday, so we propose a method called FLOW (flexible sliding
window for kernel regression) which approximates the solution of Problem 1 by
optimizing the expensive computation caused by the training size m.

4.1 Approximation Algorithm

Recall that in Algorithm 1, for every candidate window length w, the prediction
error el(w) is accumulated by looping over every trace Ai in the training set.
Our key intuition is that at a certain iteration i where i is large enough, we
can estimate how likely a window length w is the optimal window length for the
given location. For instance, if we observe that the value of el(w1) is significantly
less than el(w2) then we can conclude that w2 has a very low chance of being
the optimal window length. In that case, we can stop evaluating el(w2) as long
as the accuracy of the learning process is not too much sacrificed.

Algorithm 2 is not much different from Algorithm 1. It iterates over every
location l on the bus route and find the best window length among a set of
candidates stored in a list L (lines 3-4). Different from the brute-force algo-
rithm, in each iteration of the leave-one-out cross-validation (lines 5-15), FLOW
checks if the remaining candidates in the list L have very low probability (less
than a user defined parameter ε) of being the best window (line 11). If the
answer is yes then the candidates are removed from the list (line 12) and never
be considered in the following iterations. In experiments, we will show that
Algorithm 2 is much more efficient than the brute-force algorithm because it
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Algorithm 2. FLOW algorithm
1: Input: a training set D = {A1, A2, · · · , Am}, a parameter ε and a prediction

horizon h
2: Output: A vector of window lengths W = {w∗

1 , w∗
2 , · · · , w∗

n}
3: for l=1 to n do
4: L ←= {1, 2, · · · , l}
5: for i=1 to m do
6: for each w in L do
7: el(w) ← el(w)∗(i−1)+(Ai(l+h)−Âw

i (l+h))2

i

8: end for
9: w∗ ← argminwel(w)

10: for each w in L do
11: if el(w) > el(w

∗) + Δ(i, ε) then
12: L.remove(w)
13: end if
14: end for
15: end for
16: w∗

l = argminwel(w)
17: end for

prunes the computation significantly. An important point need to explain is the
condition used for pruning a candidate w:

el(w) > el(w∗) + Δ(i, ε) (3)

Where w∗ is the current best candidate (up to the current iteration of
the loop in line 5) with the smallest accumulative prediction error, i.e. w∗ ←
argminwel(w), and Δ(i, ε) is a function that depends on the tolerance parameter
ε and the current iteration i.

The tolerance ε << 1 is given as an input parameter which tells the program
the desired bounded probability of missing the best window length during the
search process. In the next subsection we will show how to derive the value of the
function Δ(i, ε) in each iteration. The key meaning of the pruning condition is: if
the accumulative error of the candidate w is far deviated from the accumulative
prediction error of the best candidate by a large number Δ(i, ε) then it is safe to
prune w from the list of candidates with a small chance of missing the optimal
candidate (less than ε).

4.2 Theoretical Analysis

Recall that at iteration i, el(w) =
∑i

k=1 ek
l (w)

i , where ek
l (w) is the prediction

error when the Ak trajectory is picked as a target. Our main assumption in the
analysis is that each ek

l (w) is a random variable with the same mean value and
they are independent to each other. Therefore, from the definition of ek

l (w) for
any k: E[ek

l (w)] = E[el(w)].
Let us denote the maximum and the minimum value of the arrival time at

location l+h as max and min. The following theorem shows how to calculate the



76 H.T. Lam and E. Bouillet

function Δ(i, ε) to guarantee that the probability of missing the optimal window
length is less than ε:

Theorem 1 (Error Bound). In Algorithm 2, if in each iteration we choose
Δ(i, ε) =

√
2(max−min)2√

i
log 2

ε then the probability that FLOW misses the optimal
candidate is upper-bounded by ε.

Proof. Because of space limit, please refer to the link1 to see the proof.

Theorem 1 shows that the value of function Δ(i, ε) decays linearly with the
value of

√
i. Therefore, when i is large enough FLOW can prune the computation

substantially.

4.3 Further Optimization

In order to find the best window length for any location l along the bus route,
we need to evaluate all values of window length 1 ≤ w ≤ l. Our observation
with the bus dataset shows that the prediction error in the leave-one-out cross-
validation process is a smooth function of window lengths. Its value does not
change significantly when the window length is slightly modified.

Therefore, instead of considering all values of w, we limit the search for the
best window length to a subset with maximum log(l) values: {l, � l

2�, � l
22 �, · · · , 1}.

This well-known technique in data stream called as pyramidal time frame [1] usu-
ally used for reducing the search space with preference to recent part of data.
With this minor change to the FLOW and the brute-force algorithm we can
reduce the worst-case complexity to m2n log(n). This techniques allows us to
speed up the search algorithm especially for the case when n is large. In exper-
iments, the results were reported when both brute-force and FLOW algorithm
used this technique to reduce the search space.

5 Experiments

We will first start with a subsection that describes detail information about the
dataset used in the paper and the experiment settings. Subsequently, we will
report the empirical results including the prediction accuracy and the effective-
ness of the approximation method.

The original implementation of the KR algorithm was chosen for comparison
because it is considered as the state-of-the-art algorithm for this application.
Finally, we performed several analyses on the distribution of the optimal window
lengths chosen by our learning method for every location along the bus route to
understand the hidden contexts existing in the data.

1 https://drive.google.com/file/d/0BwWtvZfA5UCSUHpfS0d3a2pMVTQ/view?
usp=sharing

https://drive.google.com/file/d/0BwWtvZfA5UCSUHpfS0d3a2pMVTQ/view?usp=sharing
https://drive.google.com/file/d/0BwWtvZfA5UCSUHpfS0d3a2pMVTQ/view?usp=sharing
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Fig. 2. One hundred bus trajectories sampled from the 46A bus dataset. The length of
the journey is about 18 Km, in average, buses need one hour to complete the journey.

5.1 Dataset and Experiment Settings

The dataset used for empirical study consists of 1500 bus traces from the bus
route 46A (outbound) in Dublin city in a period of one month. This route was
chosen because it is the most frequent route in the city. The dataset is available
for download at Dublinked2. Each bus trace was created from GPS data updated
every 20-30 seconds. The GPS trajectories were projected to the known bus route
and the positions were interpolated at one-meter long resolution.

All traces can be considered as sequences with the same length with 18587
data points corresponding to a 18 Km long bus route. More detail about the
dataset and the preprocessing steps can be found in [4,9]. All the source codes
were written in Java and the program was run on a Linux machine with 4GB
of RAM. The implementation of the KR algorithm for comparison follows the
description in Sinn et al. [9]. In that implementation, a parameter needs to set
concerning the bandwidth of prediction. We fixed that value to 1 as suggested
in the original work to ensure a fair comparison [9].

Recall that the FLOW algorithm uses the tolerance parameter ε to control
the early pruning strategy. In our experiments, the tolerance parameter ε was
set to 0.01 which limits the probability of missing the optimal window length
to less than one percent. In addition to that, the Max and Min values in the

2 http://www.dublinked.ie/

http://www.dublinked.ie/
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Fig. 3. Prediction error (in seconds, smaller is better) at each location along the bus
route. The FLOW algorithm outperformed the KR algorithm. The brute-force algo-
rithm was only slightly better than the FLOW algorithm. This confirmed our theo-
retical analysis in section 2 which shows that we didn’t loose a lot of accuracy when
approximation algorithm is used instead of the brute-force search.

formula calculating the pruning factor Δ(i, ε) were set to the maximum and the
minimum value of the arrival time observed in the training data.

5.2 Prediction Accuracy

In this subsection, we show the prediction accuracy calculated as rooted mean
square error (RMSE smaller is better) at every location along the bus route.
Given a test set T = {T1, T2, · · · , TM} and a prediction horizon value h, the root
mean square prediction error at location l is calculated as follows:

RMSEl =

√√√√
M∑

i=1

(Ti(l + h) − T̂
w∗

l
i (l + h))2 (4)

The experimental settings and the dataset were kept to the same as described
in [9]. Since Sinn et al. has shown that the KR method outperformed the linear
regression and the k-nearest neighbour algorithm, so in this work we just need
to compare FLOW directly with to the original implementation of the kernel
regression algorithm denoted as KR.

Figure 3 shows the RMSE (in seconds on the y-axis) at every location along
the bus route (x-axis) when the prediction horizon h was set to 500, 1000, 1500
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Fig. 4. (A). With the early pruning strategy, FLOW can prune a substantial amount of
computation as the number of window length candidates decreases exponentially with
the number of iterations. (B). Comparison of running time between the FLOW and
brute-force algorithms when the prediction horizon is varied. FLOW achieves about an
order of magnitude (15-20x) faster than the brute-force algorithm.

and 2000 meters respectively. The RMSE were reported via a ten-fold cross-
validation. The first impression from Figure 3 is that the FLOW algorithm out-
performed the KR algorithm with 40-60 % reduction in prediction error. The
results are stable across different locations and with various prediction horizons.

Moreover, The difference between the FLOW and the brute-force algorithm
is negligible. In fact, as we can see from the plots, the brute-force algorithm was
only slightly better than the FLOW algorithm. This empirical results confirmed
our theoretical analysis in section 3 that we didn’t loose much accuracy when
the approximation algorithm was used instead of the brute-force algorithm.

At the locations near to the end of the route, we can see that the errors
increase significantly. The reason is that in the set of trajectories there are a
few outliers on which the bus needs about more than four hours to complete the
journey instead of one hour in average as usual. For those outlier traces, delay
happened close to the end of the journey which explains why we see a peak in
prediction error at the end of the trajectories.

5.3 Effectiveness of Approximation

In subsection 5.2, we have shown that the prediction accuracy of the approxima-
tion algorithm is very similar to the prediction error of the brute-force algorithm.
In this subsection, we will show that the FLOW algorithm is significantly more
efficient than the brute-force algorithm.

First, recall that the approximation algorithm works by early pruning the
set of candidate window lengths that with high confidence cannot be the opti-
mal window length. In order to evaluate how effective the pruning strategy is in
practice we plotted the number of candidate window lengths observed in each
iteration (lines 5-15) of Algorithm 2 in Figure 4.A. In that figure, the x-axis
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shows the index of the iteration and the y-axis shows the total number of can-
didate window lengths. If no pruning was used, the total number of candidate
window lengths should be always equal to the initial number of candidates at
the first iteration. When pruning strategy was used we can see that the number
of candidate window lengths decreases exponentially with the iterations. There-
fore, after only a few hundred iterations the number of candidate window lengths
reaches its minimum value and the searching process can stop early.

The running times of the FLOW and the brute-force algorithms are reported
in Figure 4.B. We can see that the FLOW algorithm achieves an order of magni-
tude (from 15x to 20x) faster than the brute-force algorithm. This result shows
that the pruning strategy deployed in the implementation of the FLOW algo-
rithm is very effective.

5.4 Interpretation of the Results

The distribution of the best window length at different locations along the bus
route is shown in Figure 5. As we can observe, in most location, FLOW only picks
a few recent data points. Thanks to this, evaluation of similarity between the
target and the reference trajectories is very efficient because the window length is
very short. Interestingly, there are several locations in which the window length
suddenly increases. This may concern a hidden spatio-temporal context that
causes the change. These shifting contexts might provide bus operators with
deep insights about the data.

6 Related Work

Recently, bus arrival time prediction problem attracts a lot of attention because
of its useful application in public transport management systems. The most
popular methods were relied on artificial neutral networks (ANNs) [2,3,8]. The
issue with an ANN is that it is very sensitive to the network structure design
and easily overfits data [15]. Besides ANNs, methods based on Kalman filters
are also very popular. For instance, Wall et al. [12], Son et al. [10] and Yang
et al. [14] combined data from automatic vehicle location services and historical
data to make bus arrival time prediction.

Other machine learning approaches have also been proposed for this problem.
Li et al. [7] used linear regression model with fused data from different sources
such as GPS sensors, wired loop sensors and red radio radar etc. for bus arrival
time prediction. Zhou et al. [16] used mobile sensing data from participating
users for making prediction. Bin et al. [15] used support vector machine (SVM)
using different features extracted from weather condition, type and time of the
date, travel time in the previous segments. The SVM method has been shown
to be superior to the methods based on ANN.

Under the context of the bus arrival time prediction problem, no method
works well for all applications because each of them requires a specific type of
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Fig. 5. Distribution of window length (y-axis) as a function of the location (x-axis). We
can see that in most case FLOW only picks a few recent data. Interestingly, there are
several locations in which the window length suddenly increases. This may concern a
hidden spatio-temporal context that causes the change. These shifting contexts might
provide bus operators with deep insights about the data.

data used for prediction. In practice, not always different types of data are avail-
able, e.g. mobile sensing data is only owned by telco companies while GPS data
is collected by bus operator companies. When only GPS data is available, there
are several approaches [9,11,13,17]. Nevertheless, the state-of-the-art algorithm
for the bus arrival time prediction problem is relied on the kernel regression algo-
rithm [9] in which Sinn et al. showed that the kernel regression approach out-
performed the other methods based on linear regression models and k-nearest
neighbour prediction algorithms.

Another reason that makes kernel regression attractive is that it is a non-
parametric approach. Therefore, we don’t need to learn different predictive mod-
els for every location along the bus route. It doesn’t require intensive human
efforts for feature extraction and selection. This property enables us to deploy
scalable online prediction algorithms for large-scale applications because it does
not require expensive training tasks and bookkeeping a model for every loca-
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tions along the bus route. The KR method has been deployed as a service for
bus arrival time prediction at the city of Dublin3.

Therefore, our work most relates to [9]. An important difference is that we
focused on optimizing the kernel regression methods. Although our proposal
makes KR no longer a non-parametric approach, we just need to keep one param-
eter corresponding to the sliding window length at each location along the route.
This approach is still much cheaper than the methods that keeps a set of param-
eters corresponding to each features used for prediction for each location along
the bus route.

Other related work tries to optimize the bandwidth parameter of the KR
method [5]. An important difference between those and our work is that our
optimization concerns the feature selection problem (how far we should look
back into the historical data to make prediction better) while the bandwidth
optimization problem more concerns normalization factor optimization. There-
fore our approach is orthogonal to the bandwidth optimization problem. In fact,
bandwidth selection can be performed in parallel with the window length learn-
ing task to improve the prediction further.

Finally, the idea of using a sliding window with predefined size for making
prediction is very popular in data stream mining community [1]. Nevertheless,
these methods require users to set a fixed window length in advance for all
locations. These methods do not work well because of two reasons. First, the
users do not know which value they should choose for the window size. Second,
the optimal window lengths as observed in Figure 5 vary a lot depending on the
location along the bus. Different from those work, our method can automatically
learn appropriate window lengths for every location along the bus route.

7 Conclusion and Future Work

In this work, we exploited the implicit spatial or temporal contexts to improve
the prediction accuracy of the state of the art prediction algorithm for bus arrival
time prediction problem with GPS data. Our algorithm searches for relevant data
at each location that needs to use for improving the prediction. The results with
a real-world dataset show that our method can improve the prediction accuracy
significantly (from 40-60 % reduction in RMSE). Since the learning algorithm
is time consuming, we proposed an approximation algorithm for the learning
process which reduces the learning time significantly (15x-20x faster).

There are several possibilities to extend the current work. For instance, our
algorithm was proposed for static data. It is interesting to discover and search
for relevant data in an online settings to capture the real-time effect of several
unplanned events such as accidents. Another important problem needs to solve
is how to associate the discovered window lengths with the hidden spatial con-
textual information in order to better understand the behaviour of the bus on
each segment of the route.

3 http://dublinbus.ie/

http://dublinbus.ie/
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Abstract. We address the problem of learning a detector of malicious
behavior in network traffic. The malicious behavior is detected based on
the analysis of network proxy logs that capture malware communication
between client and server computers. The conceptual problem in using
the standard supervised learning methods is the lack of sufficiently rep-
resentative training set containing examples of malicious and legitimate
communication. Annotation of individual proxy logs is an expensive pro-
cess involving security experts and does not scale with constantly evolv-
ing malware. However, weak supervision can be achieved on the level of
properly defined bags of proxy logs by leveraging internet domain black
lists, security reports, and sandboxing analysis. We demonstrate that
an accurate detector can be obtained from the collected security intel-
ligence data by using a Multiple Instance Learning algorithm tailored
to the Neyman-Pearson problem. We provide a thorough experimental
evaluation on a large corpus of network communications collected from
various company network environments.

Keywords: Computer security · Malware detection · Multiple-instance
learning · Support vector machines

1 Introduction

Recent report has revealed that 100 percent of all investigated corporate net-
works had malicious traffic going to web sites that host malware [1]. Detecting
malware infections is challenging since malware is rapidly evolving, the complex-
ity of the attacks is increasing, and the number of different variants is rising.
This security challenge creates a need for an automated analysis and detection
of malware. We propose a learning-based system leveraging publicly available
blacklists of malware domains to train a detector that automatically finds mali-
cious communication.

Traditional approaches to network analysis rely on extracting communication
patterns from HTTP proxy logs that are distinctive for malware [11]. The pattern
matching is fast but it is difficult to keep up with constantly changing malware.
Behavioral techniques extract features from the proxy log fields and build a
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 85–99, 2015.
DOI: 10.1007/978-3-319-23461-8 6
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detector that generalizes to the particular malware family exhibiting the targeted
behavior [10]. Previous algorithms were engineered to specific types of malicious
activity such as spam [6], phishing [4], or communication with a command and
control server of the attacker [9].

Our system extracts a number of generic features from proxy logs of HTTP
requests and trains a detector of malicious communication using publicly-
available blacklists of malware domains [7]. Since the blacklists contain label-
ing only at the level of domains while the detector operates on richer proxy
logs with a full target web site URL, the labeled domains only provide weak
supervison for training. We propose a variant of the Multiple Instance Learning
algorithm (MIL) [5] that uses bags of proxy logs describing communication of
users to the black-listed domains instead of manually labeled positive examples
of network communication. The proposed MIL algorithm seeks for the Neyman-
Pearson detector with a very low false positive rate that is necessary in the
real-life deployment of the system. The resulting non-convex learning problem
is solved by Averaged Stochastic Gradient Descent [13].

The algorithm results in a generic system that can recognize malicious traffic
by learning from weak annotations. This simplifies the update process based
on newly discovered threats since the detector of malicious HTTP requests can
be reliably trained from domain blacklists. We show on an extensive dataset of
traffic logs obtained from a large corporate network that the algorithm reliably
detects new malware while keeping low false positive rates.

The paper is organized as follows. The malware detection problem is briefly
described in Section 2. Formulation of the learning problem and its solution is
presented in Section 3. Section 4 details the used database of the network traffic
and the data representation. Experiments are given in Section 5 and Section 6
concludes the paper.

2 Malware Detection

The initial computer infection with a malware begins by executing a malicious
program, for example by clicking on a link embedded in a website or an email.
The reasons behind the infections are different (usually prompted by financial
gain through ex-filtrating and abusing sensitive data) but in all cases the attacker
(and the malware) needs to communicate over the network connection. The
communication can involve scanning for potential targets, initial download of
the malicious binary or library, or connection to the command and control server
maintained by the attacker.

In a network analysis system, the HTTP communication is captured by net-
work proxy logs (also called flows) that contain several fields specific to the
HTTP protocol. Since the logs are recorded for every elementary action on the
network (e.g. click on a link and downloading parts of a website), they only
contain basic information about the data transfer and do not include the target
website content or the malicious binary file. Despite their simplicity, the logs can
be used to detect communication corresponding to malicious behavior.
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The detection of malicious communication is done based on features extracted
from the proxy log fields, such as the URL, flow duration, number of bytes
transferred from client to server and from server to client, user agent, referer
(address of the previous web page that was followed to this page), MIME-Type,
and HTTP status. The URL is the most informative and has been tradition-
ally represented by n-grams and their statistics. The resulting n-dimensional
feature vector represents each proxy log and is used to discriminate between
malicious and legitimate HTTP request. In this work, we train a binary classi-
fier and process the logs individually. Although this ignores important high level
information since the malicious communication is sometimes periodic and could
therefore benefit from temporal features, we will show that our low level model
can already detect malware reliably.

The problem of supervised training in network security is the lack of suf-
ficiently large and representative dataset of labeled malicious and legitimate
samples. The labels are expensive to obtain since the process involves forensic
analysis performed by security experts. Sometimes, the labels are not even pos-
sible to assign, especially if the context of the network communication is small
or unknown and the assignment is desired at a proxy-log level. Furthermore, the
labeled dataset becomes obsolete quite quickly, as a matter of weeks or months,
due to constantly evolving malware. As a compromise, domain-level labeling
has been frequently adopted by compiling blacklists of malicious domains regis-
tered by the attackers. The domain blacklists can then be used to block network
communication based on the domain of the destination URL in the proxy log.
However, the malicious domains typically change frequently as a basic detection
evasion technique. Even though the domains might change, the other parts of the
HTTP request (and the behavior of the malware) remain the same or similar.
This is exploited in our behavioral model of malicious traffic.

Our semi-supervised training takes the advantage of security intelligence cap-
tured in the form of domain blacklists collected from various security reports,
data feeds, and sandboxing analysis. Since our goal is to detect malicious behav-
ior at the level of individual flows, the domain blacklists offer a weak supervision
in the classification task. The proxy logs originating at a particular user machine
are grouped into bags based on the domains in the URL. Therefore, the bags are
constructed for each user machine and all flows to a domain visited in a particu-
lar time window (24 hours). The bags are labeled according to the domain: if the
domain was marked as positive in any of the blacklists, the bag has a positive
label. Otherwise, the bag is labeled as negative.

Leveraging the labels at the level of bags has the advantage that publicly
available sources of domain blacklists can be used for the classifier training. The
problem is then formulated as weakly supervised learning since the bag labels
are used to train a classifier of individual flows. We propose to solve the problem
by Multiple Instance Learning (MIL) which we describe next.
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3 Multiple Instance Learning of Neyman Pearson
Detector

We start with defining a statistical model of the data. A flow is described by a
vector of features x ∈ X ⊆ R

d and a label y ∈ Y = {+1,−1} where y = +1
means the malicious and y = −1 the legitimate flow, respectively. The net-
work traffic monitored in a given period is fully described by the completely
annotated data Dcmp = {(x1, y1), . . . , (xm, ym)} ∈ (X × Y)m assumed to be
generated from i.i.d. random variables with an unknown distribution p(x, y).
Obtaining the complete annotation is expensive hence we collect a weaker
annotation by assigning labels to bags of flows. The weakly annotated data
Dbag = {x1, . . . ,xm, (B1, z1), . . . , (Bn, zn)} are composed of the flow features
{x1, . . . ,xm} ∈ X m along with their assignment to labeled bags

{(B1, z1), . . . , (Bn, zn)} ∈ (P × Y)n

where P is a set of all partitions 1 of indices {1, . . . , m}. The i-th bag is a set
of flow features {xj | j ∈ Bi} label by zi ∈ Y. The weakly annotated data
Dbag carry a partial information about the completely annotated data Dcmp. In
particular, we assume that:

1. The flow features {x1, . . . ,xm} in Dcmp and Dbag are the same.
2. The negative bags contain just a single instance and its label is correct, that

is, zi = −1 implies |Bi| = 1 and yi = −1.
3. The positive bags have a variable size and at least one instance is positive,

that is, zi = +1 implies ∃j ∈ Bi such that yj = +1.

Our ultimate goal is to construct the Neyman-Pearson detector (see e.g. [12])
h∗ ∈ H ⊆ YX which attains the minimal false negative rate

FN(h) = Ep(x|y=+1)[h(x) = −1]

among all detectors with the false positive rate

FP(h) = Ep(x|y=−1)[h(x) = +1]

not higher than a prescribed threshold β > 0. That is, we want to find h∗ such
that FP(h∗) ≤ β and

FN(h∗) = inf
h∈H

FN(h) s.t. FP(h) ≤ β . (1)

In practice it can be more convenient to solve an equivalent problem
infh∈H

[
FN(h)+β′FP(h)

]
where β′ is the Lagrange multiplier of (1) whose value

depends on β.
The Neyman-Pearson problem (1) cannot be solved directly since the distri-

bution p(x, y) is unknown and hence also the key quantities FN(h) and FP(h)
1 A partition of {1, . . . , m} is a sequence of sets B1, . . . , Bn such that ∪n

i=1Bi =
{1, . . . , m}, ∩n

i=1B = ∅ and Bi �= ∅, ∀i ∈ {1, . . . , n}.
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cannot be computed. We use the weakly annotated data Dbag to solve the prob-
lem approximately via the empirical risk minimization approach. To this end,
we have to concretize the hypothesis space H and to approximate FN(h) and
FP(h) by empirical estimates computed from the weakly annotated data Dbag:

– We consider the hypothesis space H composed of the linear decision rules

h(x;w, w0) =
{

+1 if 〈x,w〉 + w0 ≥ 0 ,
−1 if 〈x,w〉 + w0 < 0 ,

(2)

parametrized by w ∈ R
d and w0 ∈ R.

– The number of false positives is approximated by

FP(w, w0) =
∑

i∈I−

max
{
0, 1 + 〈w,xBi

〉 + w0

}

where I− = {i ∈ {1, . . . , n} | zi = −1} are indices of negatively labeled
bags. Recall that the negative bags contain just a single instance, hence xBi

denotes the single xj , j ∈ Bi. It is seen that FP(w, w0) is a convex upper
bound of the number of false positives which the linear rule with parameters
(w, w0) makes on the completely annotated data Dcmp.

– The number of false negatives is approximated by

FN(w, w0) =
∑

i∈I+

max
{
0, 1 − w0 − max

j∈Bi

〈w,xj〉
}

(3)

where I+ = {i ∈ {1, . . . , n} | zi = +1} are the indices of the positive bags.
Let

FNoptim(w, w0) =
∑

i∈I+

[[h(xj ;w, w0) = −1 ,∀j ∈ Bi]]

be the most optimistic estimate (that is, the minimal possible) of the number
of false negatives made by the linear rule with the parameters (w, w0) on
the completely annotated data Dcmp. It is seen that FN(w, w0) is an upper
bound of FNoptim(w, w0) obtained by replacing the step-function with the
hinge loss.

With these approximations, we formulate learning of the Neyman-Pearson detec-
tor as the following optimization problem

(w∗, w∗
0) = argmin

w∈Rd,w0∈R

[
α · FP(w, w0) + (1 − α) · FN(w, w0)

]
, (4)

where α ∈ R++ is a cost factor used to tune the trade-off between the number of
false negatives and false positives. The optimization problem (4) is not convex
due to the term FP(w, w0). We solve the problem (4) approximately by the
averaged stochastic gradient descent described in the next section.
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Note that the task (4) is a straightforward modification of the Multiple-
Instance Support Vector Machines (mi-SVM) algorithm [5]. The original mi-
SVM optimizes the classification error (meaning that α is fixed to 1

2 ), the objec-
tive function contains an additional regularization term λ

2 ‖w‖2 used to prevent
overfitting and, finaly, the negative bags can contain more than a single instance.
We dropped the regularization because the chance of over-fitting is very low in
our case. In particular, the ratio of the number of examples and the parameters
to be learned is m/d > 400.

3.1 Averaged Stochastic Gradient Descent

We formulated learning of the Neyman-Pearson detector as a non-convex opti-
mization problem (4). In this section we describe a simple solver based on the
Averaged Stochastic Gradient Descent algorithm [13]. For the sake of simplicity,
we rewrite (4) as

v∗ = argmin
v∈Rd+1

n∑

i=1

ri(v) (5)

where

ri(v) =

{
(1 − α)max

{
0, 1 − max

j∈Bi

〈v, x̃j〉
}

if zi = +1 ,

α max
{
0, 1 + 〈v, x̃Bi

〉} if zi = −1 ,

v = (w, w0) and x̃i = (xi, 1). The SGD algorithm approximates the sub-gradient
of the objective of the task (5) by the sub-gradient of a randomly selected term
ri(v). A sub-gradient of ri(v) can be computed as r′

i(v) = λix̃i∗ where i∗ =
argmaxj∈Bi

〈w, x̃j〉 and

λi =

⎧
⎨

⎩

α − 1 if zi = +1 and 〈w, x̃i∗〉 + w0 < 1 ,
α if zi = −1 and 〈w, x̃i∗〉 + w0 > −1 ,
0 otherwise.

A pseudo-code of the Averaged SGD solver is summarized in Algorithm 1. The
ASGD solver has two free parameters: the fixed step-size γ and the number of
epochs E. There is no generic theory how to set these parameters optimally.
Hence, their values have to be tuned on particular data.

3.2 Baseline SVM Detector

We use the standard binary SVM classifier as the baseline solution [14]. A simple
workaround when dealing with the weak annotations is to consider all instances
in the positive bags to be positive. Given the training bags Dbag we define the
sets J+ = ∪j∈I+Bj and J− = ∪j∈I−Bj containing indices of all positive and all
negative flows, respectively. We learn the SVM detector by solving the following
convex program
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Algorithm 1. Averaged SGD
Require: cost factor α > 0, number of epochs E > 0, step-size γ > 0
Ensure: vector vt approximately solving the problem (5)
1: randomly set v0 ∈ R

d and v0 ← v0, t ← 0
2: for epoch in {1, . . . , E} do
3: for i in randperm(n) do
4: vt+1 ← vt − γr′

i(v
t)

5: vt+1 ← t−1
t
vt + 1

t
vt+1

6: t ← t + 1
7: end for
8: end for

(w∗, w∗
0) = argmin

w∈Rd,w0∈R

[
1
2
‖w‖2 + C · (1 − α)

∑

i∈J+

max
{

0, 1 − 〈w,xi〉 − w0

}

+C · α
∑

i∈J−

max
{

0, 1 + 〈w,xi〉 + w0

}]

(6)
where α ∈ R++ is a cost factor used to tune the trade-off between the number
of the false negatives and the false positives. The constant C ∈ R++ steers the
strength of the regularization.

4 Specification of the Datasets

This Section provides detailed description of the datasets and features we used in
the experimental evaluation. The datasets are divided into three parts: training,
validation, and testing. All datasets represent real network traffic from 14 days
of a large international company (80,000 seats) in form of proxy logs. These logs
capture HTTP/HTTPS network communication and contain flows, where one
flow represents one communication between a user and a server. More specifically,
one flow is a group of packets with the same source and destination IP address,
source and destination port, and protocol. As flows from the proxy logs are
bidirectional, both directions of a communication are included into each flow.

A flow consists of the following fields: user name, source IP address, destina-
tion IP address, source port, destination port, protocol, number of bytes trans-
ferred from client to server and from server to client, flow duration, timestamp,
user agent, URL, referer, MIME-Type, and HTTP status. The most informa-
tive field is URL, which can be decomposed further into 7 parts as illustrated
in Figure 1. From the flow fields mentioned above, we extracted more than 317
features listed in Table 1. Features from the right column are extracted from all
URL parts, including URL itself and referer.

Flows were grouped into bags, where each bag contains flows with the same
user (or source IP) and the same second-level domain. Thus, each bag repre-
sents communication of a user with a particular domain. As the datasets were
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Fig. 1. URL decomposition into seven parts.

Table 1. List of features extracted from proxy logs. Features from the right column
are extracted from all URL parts, including URL itself and referer.

Features Features extracted from all URL parts & referer

duration length
HTTP status digit ratio
is URL encrypted lower case ratio
is protocol HTTPS upper case ratio
number of bytes up vowel changes ratio
number of bytes down has repetition of ’&’ and ’=’
is URL in ASCII starts with number
client port number number of non-base64 characters
server port number has a special character (one feature per character)
user agent length max length of consonant stream
MIME-Type length max length of vowel stream
number of ’/’ in path max length of lower case stream
number of ’/’ in query max length of upper case stream
number of ’/’ in referer max length of digit stream
is second-level domain rawIP ratio of a character with max occurrence

originally unlabeled, we used available blacklists and other malware feeds from
Collective Intelligence Framework (CIF) [7] to add positive labels to the training
dataset. All bags with domains marked as malicious in CIF were labeled as pos-
itive. Negative samples were acquired from the list of popular domains (Alexa
top 250,000 domains [2]). Bags with domains that were not in CIF nor in Alexa
were discarded from the training set. Note that some popular domains are used
very frequently, which may outweigh the importance of rarely-used domains.
For this reason, each domain has at most 1000 flows in the training set. Flows
with domains which appear in the positive training samples are removed from
the testing dataset. We also removed all flows with second-level domains in IP
(4-tuple digit) format (e.g. 192.168.0.0) due to the lack of negative samples of
this type. Summary of the datasets is described in Table 2.

Each flow is described by 317 real valued features described above. The linear
decision rule (2) operates on a binary representation of these features which
is created as follows. Range of values of each feature observed in the training
data is split into p = 8 bins of equal size. Each real valued feature is then
represented as a binary vector with 8 elements all set to zero but one encoding
the active bin. Stacking the binary vectors for all 317 features gives the final
feature representation x ∈ {0, 1}d with dimension d = 317 · 8 = 2536.
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Table 2. Summary of datasets used for training, validation, and testing.

Training Samples
Validation Samples Test Samples

Positive Negative

Number of Flows 21,873 999,819 1,943,980 9,696,453
Number of Bags 3,918 999,819 — —
Number of Domains 207 38,463 46,970 45,046

5 Experiments

In this section we empirically evaluate detectors of malicious communication
learned from weakly labeled data that were described in Section 4. We compare
two detectors learned from the same data by different methods:

1. SVM detector learned by solving the problem (6) is used as a baseline.
This method considers all instances in the positive bags to be positive and
similarly for instances in the negative bags. To solve (6) we used an open-
source implementation of the optimized cutting plane solver [8] available at:
http://cmp.felk.cvut.cz/∼xfrancv/ocas/html/index.html.

2. MIL detector learned by solving the problem (4). We solved (4) by the ASGD
Algorithm 1 implemented in C++. We found empirically that setting the
step-size γ = 1

n (where n is the number of training bags) and the number
of epochs E = 100 works consistently well on our data. The results also
depend on the initial estimate v0. Hence, for each data we run the ASGD
algorithm 10 times from randomly generated v0 and selected the result with
the smallest value of the training objective.

The source data contain only weak labels. The model selection and the final
evaluation of the detectors require the ground truth labels for a subset of flows
from the validation and the testing subset. The ground truth labels are obtained
via submitting the flows’ URL to the VirusTotal service [3]. For each submit-
ted URL, the VirusTotal provides a report containing analysis of a set of URL
scanners. The number of scanners at the time of evaluation was 62. The report
is summarized by the number of positive hits, that is, the number of scanners
which marked the URL as malicious. If at least three scanners mark the URL
as malicious the flow is labeled as the true positive.

5.1 Main Results

Model selection. We learned the MIL detector on the training bags for different
values of the cost factor α which is used to tune the ratio of the false positives
and the false negatives. Each learned detector is evaluated on the validation data
by computing the number of true positive flows (denoted as tpfp=50) obtained
by the detector with the decision threshold set to make the number of false

http://cmp.felk.cvut.cz/~xfrancv/ocas/html/index.html
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Fig. 2. The figures present results obtained on the first 150 test flows with the highest
decision score computed by the MIL and the SVM detector. The left figure shows the
number of true positives and the right figure the precision of the detectors as a function
of the number of detected flows. We also show results for a baseline detector selecting
the flows randomly.
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Fig. 3. The left figure shows the number of accumulated hits with respect to the
number of flows selected by the MIL and the SVM detector. The right figure shows
a histogram of the number of hits computed for the first 50 flows with the highest
decision score. The flows with the number of hits higher than 2 are the true positives.
We also show results for a baseline detector selecting the flows randomly.

positive flows on the validation data equal to 50. We also recorded the number
of hits (denoted as hitsfp=50) accumulated for the flows predicted to be positive
by the same detector. This evaluation procedure requires ground true labels for
the first p = 50 + tpfp=50 flows with the highest decision score 〈w,x〉. The
detector with the maximal validation tpfp=50 was selected as the final model. If
more detectors have the same tpfp=50, which happened in our case, the detector
with the maximal hitsfp=50 is selected among them. The same model selection
procedure was used for the SVM detector in which case, however, we also varied
the regularization constant. The results of the model selection procedure are
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Table 3. Summary of the errors on the training, validation and testing data for the MIL
(upper table) and SVM (bottom table) detector. Each row corresponds to a detector
trained with different value of the cost factor α and the regularization constant in case
of the SVM. We show the number of false negatives flows fn, the number of false positive
flows fp and for the MIL detector also the number of false negative bags evaluated on
the training data (the value in brackets are the corresponding rates). Note that fn
is at the same time the number of false negative bags because they contain a single
instance each. For the validation and test data we show the number of true positives
tpfp=50, and the number of accumulated hits hitsfp=50, computed on the flows returned
by the detector with the number of false positives fp set to 50. The same statistics were
computed on the test data the best detector selected based on the validation results.

MIL detector

training validation testing

α fn fp fn bags tpfp=50 hitsfp=50 tpfp=50 hitsfp=50

0.8 4085 (0.19) 10 (1−5) 313 (0.08) 8 50 — —
0.9 4326 (0.20) 3 (3−6) 354 (0.09) 9 65 — —
0.95 4613 (0.21) 1 (1−6) 391 (0.10) 9 97 21 118
0.99 5938 (0.27) 0 (0) 530 (0.14) 9 97 — —

SVM detector

training validation testing

C α fn fp tpfp=50 hitsfp=50 tpfp=50 hitsfp=50

1000

0.6 4020 (0.18) 158 (2e-4) 2 34 — —
0.7 5539 (0.25) 158 (2e-4) 2 29 — —
0.8 5602 (0.26) 158 (2e-4) 4 42 1 37
0.9 6451 (0.29) 57 (6e-5) 3 33 — —

10000

0.6 2068 (0.09) 158 (2e-4) 0 21 — —
0.7 2244 (0.10) 153 (2e-4) 0 27 — —
0.8 2723 (0.12) 148 (1e-4) 0 35 — —
0.9 3736 (0.17) 79 (8e-5) 1 31 — —

summarized in Table 3. In the sake of space we show results only for a subset of
values (α, C) selected around the best setting.

Evaluation on test data. The best MIL and SVM detectors were then evaluated
on the test flows. We applied each detector on all test flows and selected top 150
instances with the highest decision score. We used the VirusTotal to obtain the
ground truth labels for the selected flows. In Figure 2 we show the number of
true positives and the precision as a function of increasing decision threshold. In
the top 150 instances selected by the MIL detector out of 9,696,453 testing flows
22 are true positives while the baseline SVM detector found just 6 true positives.
The precision of the MIL detector in the analyzed region varies from 1 to 0.14.
The maximal precision attained by the SVM detector in the same region is 0.08.

We also evaluated the detectors in terms of the number of hits being the
finer annotation used to define the ground true labels. Recall that the flow with
the number of hits greater than 2 is marked as the true positive. The results are
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Fig. 4. A distribution of the training instances in the positive (red) and the negative
(green) bags projected onto the normal vector w of the decision hyperplane of the
MIL detector. The black curve corresponds to the distribution of the instances from
the positive bags with the maximal distance to the decision hyperplane. The dashed
blue line marks the decision hyperplane of the MIL detector.

presented in Figure 3. In particular, we show the number of accumulated hits as
a function of the detected flows. We also show the histogram of the number of
hits per instance measured on the first 50 flows. The highest number of flows in
the top 50 instances returned by both detectors has only one hit. However, the
second most frequent flows have no hit in the case of SVM but 3 hits in the case
of the MIL detector.

5.2 Why Does MIL Work Better than SVM?

In this section we provide some intuition why the SVM detector ignoring the bag
annotation performs worse than the MIL detector. The MIL algorithm defined
by problem (4) minimizes a weighted sum of errors made by the detector on the
negative and the positive bags. The errors on the positive bags are expressed by
the function FN(w, w0) defined in equation (3). It is seen from (3) that the error
of each positive bag is determined by a single instance which has the maximal
distance from the decision hyperplane. Removal of the other non-active instances
from the training set would not change the solution. Hence the MIL algorithm
can be seen as two stage procedure though the stages are executed simultane-
ously. First, a new filtered training set is created by copying all instances from
the negative bags and picking a single instance from each positive bag. Sec-
ond, a supervised SVM algorithm is applied on the filtered training set which
contains only bags of size one. Figure 4 visualizes the original and the filtered
distribution of the training data projected on the normal vector of the decision
hyperplane of the MIL detector. It is seen that the filtered distribution of the
positive instances is significantly more peaky than the original one. The shape
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MIL detector

SVM detector

Fig. 5. A distribution of the training instances projected onto the 2D space and the
support vectors selected from the positive bags by the MIL algorithm (top) and the
SVM algorithm (bottom). The x-axis is a projection of the original data onto the
normal vector w of the decision hyperplane of a corresponding detector and the y-axis
is a projection onto the major principal component in the subspace orthogonal to w.
The dashed blue line shows the decision hyperplane.

of the filtered distribution also looks smoother and better separable form the
negative distribution.

The SVM and MIL algorithm use only a subset of the examples to define
the decision rule. Namely, the support vectors which are the training examples
with the signed distance to the hyperplane not higher than 1. We projected the
d = 2, 536 dimensional training data onto 2D space and displayed the support
vectors selected from the positive examples by the SVM and the MIL algorithms.
The 2D coordinates are obtained by projecting the original data onto the normal
vector w of the decision hyperplane (x-axis) and the major principal component
computed in the subspace orthogonal to w (y-axis). The visualization is shown
in Figure 5. It is seen that the SVM detector uses a large set of positive support
vectors heavily overlapping with the negative instances many of which probably
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belong to the negative class. On the other hand, the MIL algorithm ignores a
large number of these likely negative instances contained in the positive bags.

6 Conclusions

We presented a system that can learn a reliable detector of malware communica-
tion using only weakly labeled data that can be created from publicly available
blacklists and security reports. Relaxing the labeling requirement is important
due to the constantly changing malware and due to the challenges in forensic
analysis caused by increasing complexity of security threats. Our learning algo-
rithm uses bags of proxy logs labeled and grouped according to the network
domain. The resulting detector automatically assigns malicious or legitimate
label to each proxy log. We have shown that the use Multiple Instance Learn-
ing (MIL) framework can effectively select the most reliable samples from the
positive bags necessary to define the decision boundary between malicious and
legitimate flows. This improves the results compared to training a baseline SVM
detector trained on individual flows rather than bags. The result follows our
intuition that not all samples in the positive bags are malicious. We have shown
that the detector generalizes well to find new malicious traffic which was not
marked by the blacklists.

Our ongoing work focuses on further improvements to the MIL framework to
better adapt to the weak labels provided by the bags. One such improvement is
to focus on more than the best suitable positive sample from the bag to define
the decision boundary. Another improvement could follow from a normalization
mechanism that takes into account the size of the bags. Finally, there are vast
amounts of unlabeled data that can further improve the training and the final
detector performance.
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Abstract. Experiments in high-energy astroparticle physics produce
large amounts of data as continuous high-volume streams. Gaining
insights from the observed data poses a number of challenges to data
analysis at various steps in the analysis chain of the experiments.
Machine learning methods have already cleaved their way selectively at
some particular stages of the overall data mangling process.

In this paper we investigate the deployment of machine learning meth-
ods at various stages of the data analysis chain in a gamma-ray astron-
omy experiment. Aiming at online and real-time performance, we build
up on prominent software libraries and discuss the complete cycle of data
processing from raw-data capturing to high-level classification using a
data-flow based rapid-prototyping environment. In the context of a
gamma-ray experiment, we review user requirements in this interdis-
ciplinary setting and demonstrate the applicability of our approach in a
real-world setting to provide results from high-volume data streams in
real-time performance.

Keywords: Online analysis · High-volume streams · Astroparticle
physics

1 Introduction

Modern astronomy studies celestial objects (stars, nebulae or active galactic
nuclei) partly by observing high-energy beams emitted by these sources. By
a spectral analysis of their emissions, these objects can be characterized and
further insight can be derived. Plotting the energy emissions over time leads to a
light curve, which may show pulsatile behavior and other properties that allow for
a classification of the observed object. An example is the distinction of different
supernova types based on the form of their light curves [12]. The creation of
a spectrum of the radiated energy levels is therefore a key skill. A collection
of different monitoring techniques such as satellites [22], telescopes [2,18,21] or
c© Springer International Publishing Switzerland 2015
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water tanks [1,4] is deployed to observe different ranges of the electromagnetic
radiation produced by the sources. A central problem in all these experiments
is the distinction of the crucial gamma events from the background noise that is
produced by hadronic rays and is inevitably recorded. This task is widely known
as the gamma-hadron separation problem and is an essential step in the analysis
chain. The challenge in the separation step is the high imbalance between signal
(gamma rays) and background noise, ranging from 1:1000 up to 1:10000 and
worse, which implies large amounts of data that need to be recorded for a well-
founded analysis of a source. The high sampling rate and the growing resolution
of telescope cameras further require careful consideration of scalability aspects
when building a data analysis chain for scientific experiments.

In this work, we investigate the online use of classification methods for data
filtering and spectrum creation in gamma-ray astronomy. We review the data
flow of prominent experiments like MAGIC or FACT, and inspect the preprocess-
ing chain from data acquisition to the extraction of a spectrum from a machine
learning point of view. With respect to the scalability requirements we discuss
the use of distributed model application as part of the analysis chain. As recorded
data is unlabeled, only simulated data can be used to train filters. These can
easily be trained in a batch setting, but an application of any model is required
in an online fashion. This, in turn, poses constraints on the features that can be
used. Further, there exists an interdisciplinary gap between the domain experts
(physicists) and the field of computer science that spoils a fruitful cooperation
in both areas. Our contributions are as follows:

(1) We outline the data flow from observation to analysis in the real-world setting
of the FACT Cherenkov Telescope.

(2) We discuss multiple spots for the use of machine learning models in the
analysis and the constraints faced.

(3) Based on the streams framework [9], we provide a library of processing func-
tions (fact-tools) to easily model the overall data processing and analysis
chain in a rapid prototyping manner.

(4) We demonstrate the applicability of our proposed framework and the
machine learning methods using real-world data of the FACT telescope.

The rest of this paper is structured as follows: In Section 2 we provide a
short overview over the field of Cherenkov astronomy, subject to our study, and
review the flow of data from data acquisition to the extraction of the desired
information. Along this data flow, we highlight the use of machine learning mod-
els, including related works on that matter, and close with a discussion on the
requirements from the view of domain experts as well as the interdisciplinary
gap that we faced between the world of end-users (physics) and data engineers
(computer science). In Section 3 we introduce the fact-tools – our high-level
framework to model the data flow, which integrates state of the art tools such
as WEKA [16] and MOA [7] to incorporate machine learning for various tasks.
We demonstrate the use of our framework and evaluate different machine learn-
ing methods in the real-world setting of the FACT telescope in Section 4. We
summarize our lessons learnt and future ideas in Section 5.
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2 Data Analysis in Cherenkov Astronomy

The examination of sources in astronomy relies on the observation of energy
emitted by these sources. Unfortunately, these energy beams cannot be observed
directly, but only by an indirect measuring of the effect they are triggering in
some detector medium. In the case of Cherenkov telescopes, the atmosphere is
used as detector medium: particles interact with elements in the atmosphere and
induce cascading air showers as they pass the atmosphere. These showers emit
so-called Cherenkov light, which can be measured by telescopes like MAGIC
or FACT. Figure 1 shows an air shower triggered by some cosmic ray beam,
emitting Cherenkov light that can be captured by the telescope camera. The
cone of light produced by the shower is visible in the camera for a period of
about 150 nanoseconds. The camera of the telescope consists of an array of light-
sensitive pixels that allow for the recording of the light impulse induced by the
air shower. For a fine-grained capture of the light pulses, the camera pixels are
sampled at a very high rate (e.g. 2 GHz). Figure 1 shows the layout of the FACT
camera, which consists of 1440 pixels in hexagonal form. The high sampling speed
requires high-performance memory for buffering the sampled data. The cameras
usually continuously sample all the pixels into a ring-buffer and a hardware
trigger initiates a write-out to disk storage if some pixels exceed a specified
threshold (i.e. indication of shower light hitting the telescope). Upon a trigger
activation, the sampled data written to disk captures a series of camera samples
which amount for a time period of about 150 to 300 nanoseconds, called the
region of interest (ROI). This fixed-length series of consecutive camera samples
produced upon a trigger is called an event and corresponds to the light cone
induced by the airshower.

γ

Atmosphere
Air Shower

Cherenkov Light

Telescope

Camera Samples (2000 MHz)

Fig. 1. An air shower produced by a particle beam hitting the atmosphere. The shower
emits a cone of blue light (Cherenkov light) that will hit the telescope mirrors and is
recorded in the camera. The right-hand side shows a still image of the light cone in the
telescope camera (FACT telescope).
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2.1 From Raw Data Acquisition to Spectral Analysis

The raw data produced by telescopes like MAGIC or FACT consists of the
sampled voltages of the camera pixels for a given time period (ROI). Using
these voltage levels, the following steps are required in the analysis, each of
which is individually performed for each event, naturally implying a stream-
lined processing:

(1) Calibration, Cleaning: Calibrate the data, determine the pixels that are part
of the light shower.

(2) Feature Extraction: Find features that best describe the data to solve the
following steps.

(3) Signal Separation: Assess whether the event is induced by a gamma-ray
(signal) or a hadronic shower (noise).

(4) Energy Estimation: Estimate the Energy of the primary gamma particle from
the calculated energy correlated features.

Based on the number of signals detected and the estimated energy spectrum,
properties of the observed astronomical source can be inferred. From a data
analysis point of view we can map this process to the high-level data flow out-
lined in Figure 2. Especially the separation of signal and noise and the energy
estimation are candidates for use of machine learning. The extraction of features
for subsequent use of machine learning in steps (3) and (4) is a crucial step and
requires back-to-back fine tuning with the learning methods. The dark arrows
show additional back-to-back dependencies between the different steps. These
dependencies induce a highly volatile optimization process in the development
of the overall analysis chain: any changes in the calibration of cleaning may
lead to slightly different feature values for the signal separation and the energy
estimation step.

Calibration,
Cleaning

Feature
Extraction

Signal
Separation

Energy
Estimation

Fig. 2. Data processing steps from raw data acquisition to energy estimation.

The calibration and cleaning methods are highly domain specific and require
careful consideration by domain experts. Given, that the electronics of such
telescopes are customized prototypes, each device requires different setups that
may vary with changes in the environment (temperature). These early steps in
the data processing chain usually relate to hardware specifics and are fine-tuned
in a manual way. In case of the FACT telescope, base voltages and gains for each
pixels need to be adjusted with respect to calibration data recordings.
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2.2 Feature Extraction for Machine Learning

Given domain knowledge, the gamma and hadronic particles behave different
when hitting the atmosphere. As gamma particles are uncharged, they have
strict directional energy and air showers created by gammas are expected to be
directed straight from the source as well. Hadronic particles in contrast may be
deviated by electromagnetic fields and thus will drop into the atmosphere from
any direction. In addition, the atmospheric interaction of hadronic showers tends
to degrade into much wilder cascades. A basic assumption is, that the structural
differences in these showers are reflected in the image that the Cherenkov light
emitted by these showers induces in the telescope camera. These properties are
described by the so-called Hillas parameters, which form a set of geometric fea-
tures that are widely used in gamma ray astronomy [13,19]. The features intro-
duced by Hillas describe the orientation and size of an ellipse fitted to the area of
a shower image. The ellipse is fitted to the pixels that have survived the previous
image cleaning step, in which pixels not part of the shower are removed. The
geometric orientation of the ellipse is correlated with the angular field of the
telescope. Figure 3 shows a shower image after removal of non-shower pixel and
the Hillas features derived. It is obvious, that the image cleaning step, in which
the shower pixels are identified, has a direct impact on the ellipse, that will be
fitted. Apart from the size (width, length) the orientation of the ellipse (alpha)
and its offset from the origin is extracted.

In addition to these basic geometric features, other properties of shower
images have been derived, such as the fluctual distribution from shower center
[11] (for the Milagrito experiment) or the surface brightness [5]. In [14] Faleiro
et al proposed the investigation of spectral statistics as discriminating features,
whereas [23] evaluated an encoding of shower images using multi-fractal wavelets.

Fig. 3. Geometric Hillas features to support signal-noise separation. Figure shows an
event in the FACT camera after image cleaning.
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2.3 Signal Separation and Energy Estimation: Machine Learning

The detection of gamma induced events has been investigated as a binary clas-
sification task, widely referred to as the gamma-hadron separation. The features
described in the previous section have all been proposed and tested in combina-
tion with a classification algorithm to achieve the best filtering of signal events
from hadronic background. As the showers are distinct events, this boils down
to finding some model

M : S → {−1,+1}
that maps a recorded shower S ∈ S represented by a set of features to one of
the two possible classes. The challenge in this classification task is the highly
imbalanced class distributions as a very small fraction of gamma rays needs to
be separated from the large amount if showers induced by hadronic particles.
The expected ratio is at the level of 1:1000 or worse, requiring a huge amount
of recorded data in order to find a meaningful collection for training a classifier.

The classifiers tested with the aforementioned features range from manual
threshold cuts using discriminative features [8], neural networks (combined with
fractal features [23]) to support vector machines or decision trees. [8] provides a
study comparing various classifiers on a fixed set of features (Hillas parameters).
Random forests [10] generally provide a robust performance and have become a
widely accepted method for the gamma-hadron separation in that domain.

Energy Estimation

Another field where machine learning contributes is the estimation of energy.
The recorded data only reflects the image of light emitted by the air shower that
was produced by the cosmic ray. Of interest to the physicists is the energy of
the particles that induced the shower. The reconstruction of the energy of the
primary particle can be seen as a regression task, finding a model

E : S → R

which predicts the energy based on features obtained from the shower image.
For the MAGIC telescope, Berger et al. investigated the energy reconstruction
with random forests, claiming that a small set of features is suitable for a robust
energy estimation, with the size parameter being the most important one [6].

Labeled Data by Probabilistic Simulation

A big problem when applying machine learning in astrophysics is, that particles
arriving from outer space are inherently unlabeled. Using that data for super-
vised learning requires an additional step to obtain data for training a classifier:
The solution to the labeling problem is found in data simulations using the
Monte Carlo method. There exists a profound knowledge of the particle interac-
tion in the atmosphere: Given the energy and direction of some parent particle
(gamma, proton, etc.) its interaction can be described by a probabilistic model
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which gives a probability for particle collisions, possibly resulting in secondary
particles. Each of these secondary elements may further interact with other par-
ticles of the atmosphere. This results in a cascade of levels of interactions that
form the air shower. Figure 4 shows the transition of a particle and its interaction
in the atmosphere. The showers previously shown in Figure 1 are examples of
such simulated cascades. Unfortunately, the simulation of non-gamma showers
is far more computationally extensive. Charged particles do interact with the
atmosphere much more intense, resulting in more complex cascades. The simu-
lation of atmospheric showers is performed in ray-tracing like software systems,
most popular being the CORSIKA simulator [17]. The output is a simulated air
shower, which needs to be run through a simulation of the telescope and camera
device to produce the same raw input data as if the shower has been recorded
using the real telescope.

Fig. 4. Synthetic data by simulation in a stochastic process. Collision probabilities and
generation of secondary particles are based on domain knowledge.

2.4 The Interdisciplinary Gap in Process Development

Looking at the big picture of the data analysis in a telescope like FACT, there is
a steady development of each of the steps in progress: new features are tested for
improved separation, different classifiers are investigated. The complete process
from data recording to final energy estimation is continuously improved under
the aspect of physics, typically resulting in diverse proprietary software solutions.
The machine learning and computer science community, on the other hand, has
produced a valuable collection of open-source software libraries for learning (e.g.
MOA [7], WEKA [16] or RapidMiner [20]) and stream-lined process execution
(e.g. Apache Storm, Samza). Unfortunately, the integration of these tools often
requires specifically trained developers to adapt them to an application domain,
which hinders the rapid prototyping evolution of the analytical domain software.

We generally refer to this problem as the interdisciplinary gap – the difficulty
to apply sophisticated tools in a specific cross-disciplinary application domain.
Over the collaborative research center project C3, we focused on bridging this
gap by building a process design framework that provides the high-level means to
define analysis chains from an end-user point of view, while keeping the power to
integrate state-of-the-art software platforms such as the ones mentioned above.
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3 Online Data Analysis for the FACT Telescope

After we provided a big picture of the analysis chain for the FACT telescope,
we now present the FACT-Tools, our high-level approach to implementing an
analysis chain from data acquisition to deriving the final results. The implemen-
tation focuses on an online processing of the recorded events, geared towards
matching the data rate of the telescope. We build upon the streams framework,
developed at the TU Dortmund University, which features a declarative XML
specification of generic data flows. By providing a small set of application spe-
cific components that match the streams programming API, the domain experts
gain full control of the overall process layout while retaining the possibility to
integrate state-of-the-art machine learnign libraries and a possible mapping of
the resulting data flows to large scale execution engines, like Apache Storm.

3.1 The streams Data Flow Framework

Modern data processing chains – like the one required for the FACT telescope
– can generally be presented by their data flow. In such data flow graphs, a
source emitting a sequence of records is linked to a graph of nodes, each of
which provides the processing of input and the delivery of some output. Such
data flow graphs are inherent to all modern data processing engines, especially
in the field of data stream processing.

With the streams framework we aim at finding an appropriate level of abstrac-
tion that allows for the design of data flows independent of a specific execution
engine. The focus of streams is a light-weight middle-layer API in combination
with a descriptive XML-based specification language, that can directly be exe-
cuted with the streams runtime or be mapped to topologies of the Apache Storm
engine. The predominant focus in the development of streams was a simplis-
tic light-weight API and process definition that is easily applicable by domain
experts and adaptable to a variety of different use cases.

Each of the connected processes in streams consists of a pipeline of user-
functions, which are applied to the processed items in order. Figure 6 shows a
brick-like visualization of a process as pipeline of functions. The source nodes
provides a sequence of data items that is individually processed by the process
pipeline of user-functions. These user-functions are typically implemented in

<application>

</application>

<stream/> <process/>

<queue/>

<process/>

<process/>

Fig. 5. The outline of an application in streams – a graph of connected processes.
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single Java classes and are directly referenced by their implementation name
from inside the XML element of the corresponding process. The figure shows
functions for the calibration, image cleaning and extraction of Hillas parameters.
With these features available, a classifier model can be applied.

trainsource

Telescope Data

Dat
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Image
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Fig. 6. A data stream source connected to a process that consists of four different user
functions for calibration and feature extraction.

To achive the maximum level of flexibility, the data items (or tuples) that are
passed from one user-function to the next, are wrapped in a simple hashmap (or
dictionary), that can be accessed and enriched by each user-function. The data
that can be stored in each of these can be of arbitrary serializable types, allowing
for the implementation of user-functions that work on simple data types as well
as frames/images (video processing) or telescope event data as we will discuss in
the next section. To further ease the modelling of data flows with a set of imple-
mented user-functions, the streams approach facilitates an automatic mapping
of XML attributes to classes following the JavaBean conventions. This removes
any intermediate layer between process modelling and function implementation.

<process input="telescope:data">

<fact.data.DrsCalibration calibrationFile="file:/data/calib.fits" />

<fact.image.ImageCleaning energyThreshold="2.45" />

<fact.image.features.HillasParameters />

<streams.weka.Apply modelUrl="http://sfb876.de/rforest.weka" />

</process>

Fig. 7. The XML corresponding to the pipeline of the previous figure.

3.2 FACT-Tools: Processing Telescope Data

The FACT-Tools is a collection of input implementations and user-functions that
is built around the processing of telescope data. By implementing the required
functionality in the context of the user-functions API of streams, this allows
physicists to easily create data flows by XML specifications and test their pro-
cesses in a reproducible manner. This rapid prototyping and library-style coding
led to a quickly evolving setting that covers the complete data analysis chain
from data acquisition to evaluation.



Online Analysis of High-Volume Data Streams in Astroparticle Physics 109

Table 1. The representation of a shower event as hashmap in the streams model.

Name (key) Type Description

EventNum Integer The event number in the stream

TriggerNum Integer The trigger number in the stream

TriggerType Integer The trigger type that caused recording of the event

Errors Integer Indicates communication errors

UnixTimeUTC Integer Timestamp of the recorded event in millisecond accuracy

Data Double[432000] The raw data array (1440 · 300 = 432000 float values)

The primal data gathered by the telescope is encoded in the FITS file for-
mat. The Flexible Image Transport System (FITS) is a file format proposed by
NASA to store satelite images and other information in a compact, yet flexible
way as it supports a variety of basic data types that can be stored. The bulk
of data, recorded by the telescope for each event, is provided as a large array
of values, sampled from the camera pixels. Along with those samples, addi-
tional information on the event, such as the number of the recording run, the
time and high-resolution arrival times for each pixel. The FACT-Tools provides
a fact.io.FitsStream implementation that reads this data from any input
stream and emits a sequence of items (one per shower event). Table 1 shows an
excerpt of the elements provided for each item.

User-Functions for Telescope Events

The core element of each event is found as key Data in Table 1. It holds the
values sampled from each pixel upon a trigger. As a region of interest of 300
slices is written to disk for each event, this amounts to 432000 values. Based
on calibration data, the sampled values need to be adjusted to match the spe-
cific voltage offsets and gains for each pixel, which may vary depending on the
temperature and other environmental factors. Based on the calibrated per-pixel
time series, a couple of additional user-functions can be applied, each of which
reflects the computation of features such as the identification of shower- and
non-shower pixels, the fitting of an ellipse to the supposed shower image and the
derivation of geometric Hillas parameters or other properties of the event.

Geared towards the rapid prototyping of this data-preprocessing flow, a wide
range of additional user-functions has been implemented by the domain experts,
which range from additional time-calibrations to data corrections such as the
removal of broken pixel data. Each of these preprocessing step is focused on
improving the data quality and finding of features that may further improve the
overall gamma-hadron separation task.

3.3 Integration of Machine Learning Libraries

As part of the abstract data flow design, we integrated the MOA and WEKA
machine learning libraries as modules into the streams framework. Though espe-
cially MOA is geared towards online learning, the setting of the telescope data
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demands more for an online application of models: The data that is used for
training the models, is synthetically generated and available as a batch data set.
Typically, the size of that data is also comparably small, once the features for
training have been extracted (the majority of the data volume is embodied in
the raw data). A crucial aspect for the application of machine learning models,
is the fact that only features, which are extracted online are suitable for use in
such models. Any features that relate to an overall property of a data set, e.g.
a normalization with respect to the sum computed over a set of instances, will
not match the stream-lined setting that we aim for in the FACT data analysis.

The two user-functions streams.weka.Train and streams.weka.Apply have
been implemented, which can be used to incorporate the training and application
of WEKA models directly within a streams data flow. This ensures, that the same
preprocessing setup can be used to feed the training of the model as well as its
later application. The Train function collects a batch of user-specified instances
to build its training data set. This is crucial as some features such as nomi-
nal type features require additional meta-data to be equal during training and
model application. Upon building the classifier, the Train function outputs the
serialized model in addition to the meta-data information about the attributes.
In addition, its features parameter allows for an easy wild-card selection of
features that shall be used for building the classifier. Any keys prefixed with an
@ character (e.g. @id or @source) are not regarded regular features for training
the classifier. Figure 8 shows the XML setting of a process for training a random
forest classifier using WEKA within streams. Classifier options are automatically
mapped to XML attributes using Java’s reflection API. The approach directly
supports any of the provided WEKA classifiers. The corresponding Apply func-
tion has previously been shown in Figure 7. It requires a modelUrl parameter
that holds the location of the serialized model. The streams framework automat-
ically handles different URL types, such as file, http or classpath resources. This
eases the sharing of processes and their models as well as a distributed execution
of multiple instances of the analysis with a shared separation model.

<process input="simulator:data">

<!-- preprocessing left out due to out space limitations -->

<streams.weka.Train

features="*,!hillas:size"

classifier="weka.classifiers.tree.RandomForest"

numTrees="100"

output="/data/random-forest.weka" />

</process>

Fig. 8. Training a WEKA classifier specified in XML.
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4 Experiments

We tested the use of WEKA within the overall processing chain of the FACT
telescope as modelled with the FACT-Tools. The data we used in the experiments
was generated by Monte Carlo simulations using the CORSIKA software. The
dataset contains 139333 shower events, of which 100000 events stem from gamma
and 39333 events from proton (hadronic) particles. The events are simulated in
raw data format and passed through the standard cleaning and feature extraction
chain using the FACT-Tools, resulting in 83 features suitable for separation. For
the experiments, we focused on the following aspects:

1. Predictive performance of the classifier for gamma-hadron separation,
2. Improvements of separation by re-organisation of the data flow,
3. Throughput performance of the overall processing chain.

An interesting note for the performance comparisons is the optimization crite-
rion used to assess the classification. Whereas the traditional machine learning
community often uses precision, recall or accuracy for grading classifier perfor-
mances, the physics field is more interested in a pure sample of gamma ray
induced events. A well-accepted measure in this area is the Q-factor defined as

Q =
εγ√
εp

with εγ =
Ndet

γ

Nγ
and εp =

Ndet
p

Np

where εγ and εp represent the gamma efficiency (number of gammas detected
divided by total number of gammas in dataset) and the proton or hadron effi-
ciency respectively. The Q-factor aims at assessing the purity of the resulting
gamma events. In addition we also provide the significance index [15].

4.1 Gamma-Hadron Separation with WEKA Classifiers

Using the basic Hillas parameters and an additional set of features build up on
these, we tested different classifiers: Random Forests, an SVM implementation
and a Bayesian filter. Table 2 shows the classification performance for these
approaches. Each classifier was evaluated with a 10-fold cross validation and
optimized parameters: The Random Forest was trained with 300 trees with 12
features and a maximum depth of 25. The SVM used an RBF kernel with kγ =
0.014 and C = 10. The training set in each fold was balanced.

Table 2. Performances for gamma/hadron separation with different classifiers.

Classifier Q Factor Significance Accuracy Precision

Random Forest 4.796 ± 0.178 65.55 ± 0.358 0.969 ± 0.0021 0.959 ± 0.0029

SVM 4.013 ± 0.916 60.227 ± 1.859 0.953 ± 0.010 0.936 ± 0.025

Naive Bayes 2.267 ± 0.0609 51.65 ± 0.503 0.841 ± 0.0048 0.864 ± 0.0062
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For an improved purity, the classification is weighted with the confidence pro-
vided by the classifier. Those confidence cuts are applied by physicists to obtain
an even cleaner sample as is crucial for all subsequent analysis steps. All gamma
predicted elements with a confidence less than some threshold are regarded as
proton predictions. Though this increases the number of missed gamma events,
it eliminates false positives, which may tamper with subsequent steps such as
energy estimation. Figure 9 shows the impact of these confidence cuts.
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Fig. 9. Refined selection by confidence cuts, which improves the purity at the cost of
missed signals, reflected in a decreased recall, which diminishes the accuracy.

4.2 Signal Separation with Local Models

A parameter describing the “intensity” of the shower is size, which incorporates
the area of the ellipse and the voltage levels of the covered pixels. The size
parameter is known to highly correlate with the energy of the original particle [6]
and allows for a grouping of events based on their energies. We investigated the
separation performance of Random Forests, trained on disjoint datasets defined
on a partitioning using the log10(size) feature (Figure 10).

We limited this experiment to bins of log10(size), which had at least 10.000
events for testing. The right plot shows the Q-Factor for models trained and

# gammas

bin(log10(size))

bin(log10(size))

# protons

log10(size)

3.0

4.0

5.0

6.0

7.0

2.0 2.1 2.2 2.3 2.4 2.5

Q
F
ac
to
r

Fig. 10. Distribution of gamma and hadronic events over size range (left) and perfor-
mance of local models per bin vs. global model (right).
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evaluated on separate bins (green) and the global model trained over data from
all bins (blue) without any confidence cuts applied. The figure provides the Q-
Factor averaged over a 10-fold cross validation, the light green area shows the
standard deviation. We only looked at the Q-Factor here, as it is the accepted
criterion in that community.

4.3 Throughput Performance of the FACT-Tools

The FACT telescope records at a rate of 60 events per second, where each event
amounts up to 3 MB of raw data, resulting in a rate of about 180 MB/s. Figure
11 shows the average processing time (milliseconds) of the user-functions for the
complete analysis in a log-scale. The first two blocks of functions reflect the bulk
of raw data processing. Ellipse fitting and other feature extractions which are
input to the classification step are shown in bright green. The process is able to
handle the full data rate of the telescope on a small scale Mac Mini.

The improved separation by the use of local models suggests a split of the
data stream. Though the size feature is only available at a later stage in the
process, it highly correlates with properties available directly after the data
calibration (2nd user function) has been applied. In combination with the local
models this allows for a massive parallelization by data stream grouping, when
deploying the process in distributed environments such as Apache Storm. The
generic abstraction provided by streams already allows for a direct mapping of
the XML process specification to a Storm topology.
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5 Summary and Conclusion

In this work we reviewed the analysis chain of an Air-Cherenkov telescope and
provided an online implementation of that process by the high-level abstraction
framework streams. The resulting data flow covers the complete data processing
and feature extraction. It integrates previously trained WEKA models and is
able to handle the data rate of the FACT telescope in real-time. By focusing



114 C. Bockermann et al.

on a declarative, easy-to-use abstraction, we lowered the barrier of end-users
designing their own analytical data flows, enabling direct use of state-of-the-
art machine learning libraries. The generic nature of the streams abstraction
and its embeddability allows for a direct integration into large scale distributed
streaming engines and sets the scene to cope with the load of upcoming, more
high-resolution telescopes.

Future work will further focus on improving the separation power and inves-
tigating models for energy estimation for FACT. As the scalability aspect
obviously touches the data preprocessing we are looking into a direct mapping
of user-functions defined using the streams API in Apache Storm and Apache
Hadoop, aiming at a full code re-use without modifications.

We are also confident that this use-case can be mapped to other scenarios as
we successfully tested it in steel-mill factories [24] and smart cities [3,25].
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Abstract. The goal of domain adaptation is to solve the problem of
different joint distribution of observation and labels in the training and
testing data sets. This problem happens in many practical situations such
as when a malware detector is trained from labeled datasets at certain
time point but later evolves to evade detection. We solve the problem by
introducing a new representation which ensures that a conditional dis-
tribution of the observation given labels is the same. The representation
is computed for bags of samples (network traffic logs) and is designed
to be invariant under shifting and scaling of the feature values extracted
from the logs and under permutation and size changes of the bags. The
invariance of the representation is achieved by relying on a self-similarity
matrix computed for each bag. In our experiments, we will show that the
representation is effective for training detector of malicious traffic in large
corporate networks. Compared to the case without domain adaptation,
the recall of the detector improves from 0.81 to 0.88 and precision from
0.998 to 0.999.

Keywords: Traffic classification · Machine learning · Malware detec-
tion · HTTP traffic

1 Introduction

In supervised learning, the domain adaptation solves the problem when a joint
distribution of the labels and observations differs for training (source) and testing
(target) data. This can happen as a result of target evolving after the initial
classifier was trained. For example, in network security, the classifier is trained
from network traffic samples of malware communication which can change as
a result of evolving malware. Under the assumption that the source and target
distribution do not change arbitrarily, the goal of the domain adaptation is
to leverage the knowledge in the source domain and transfer it to the target
domain. In this work, we focus on the case where the conditional distribution of
the observation given labels is different, also called a conditional shift.

The knowledge transfer can be achieved by adapting the detector using
importance weighting such that training instances from the source distribution
c© Springer International Publishing Switzerland 2015
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match the target distribution [16]. Another approach is to transform the training
instances to the domain of the testing data or to create a new data representation
with the same joint distribution of observations and labels [1]. The challenging
part is to design a meaningful transformation that transfers the knowledge from
the source domain and improves the robustness of the classifier on the target
domain.

In this paper, we present a new invariant representation of network traffic
data suitable for domain adaptation under conditional shift. The representation
is computed for bags of samples, each of which consists of features computed
from network traffic logs. A bag is constructed for every user and all network
communication with each domain. The representation is designed to be invariant
under shifting and scaling of the feature values and under permutation and size
changes of the bags. This is achieved by constructing an invariant self similarity
matrix for each bag. Pairwise relevance measure is trained to reliably assign
previously-unseen bags to existing categories or to create a new category.

The proposed similarity measure and the new invariant representation is
applied to detect malicious HTTP traffic in network security. We will show that
the classifier trained on malware communication samples from one category can
successfully detect new samples from a different category. This way, the knowl-
edge of the malware behavior is correctly transferred to the new domain which
improves the classifier. Compared to the case without adaptation with 0.81 recall
and 0.998 precision, the new approach has recall 0.88 and precision 0.999.

2 Problem Statement

The paper deals with the problem of supervised classification of bags of samples
into categories with a lack of labeled data. The labels for positive and negative
samples are often very expensive to obtain. Moreover, sample distribution typi-
cally evolves in time, so the probability distribution of training data differs from
the probability distribution of test data. In contrast to the case when enough
samples is available in each category and their distributions are stationary, the
knowledge needs to be transferred in time within categories but also across cat-
egories using labeled samples. In the following, the problem is described in more
detail.

Each sample is represented as an n-dimensional vector x ∈ R
n. Samples are

grouped into bags, where i-th bag is a set of mi samples Xi = {x1, . . . ,xmi
} ∈ X .

A single category yi can be assigned to each bag from the set of categories Y =
{y1, . . . , yN}. Note that not all categories are included in the training set. The
probability distribution on training (labeled) and test bags for category yj will
be denoted as PL(X|yj) and PT (X|yj), respectively. Moreover, the probability
distribution of training data differs from the probability distribution of testing
data, a problem dealt with in the domain adaptation [2] (also called a conditional
shift [18]):

PL(X|yj) �= PT (X|yj), ∀yj ∈ Y. (1)
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The purpose of the domain adaptation is to acquire knowledge from the
training (source) domain and apply it to the testing (target) domain. The rela-
tion between PL(X|yi) and PT (X|yi) is not arbitrary, otherwise it would not
be possible to transfer any knowledge. Therefore there is a transformation τ ,
which transforms the feature values of the bags onto a representation, in which
PL(τ(X)|yi) = PT (τ(X)|yi). We assume that τ(X) is any representation that
is invariant against shift, scale, permutation, and size changes of the bag. The
goal is to find this representation, allowing to classify individual bags Xi into
categories Y = {y1, . . . , yN} under the conditional shift.

A number of other methods for transfer learning have been proposed, includ-
ing kernel mean matching [10], kernel learning approaches [8], maximum mean
discrepancy [11], or boosting [7]. These methods try to solve a general data
transfer with relaxed conditions on the similarity of the distributions during the
transfer. The downside of these methods is the necessity to specify the target
loss function and the availability of large amount of labeled data.

Our solution to the conditional shift problem is to transform the features to
a new representation. The advantage of this approach is that it is independent
of the classification loss function and similarity between the probability distri-
butions does not need to be given. The method achieves the knowledge transfer
by changing the original feature values. The feature values are transformed into
a new representation that is invariant against shift, scale, permutation, and size
changes of the bags (number of samples within each bag). Once the data are
transformed according to the proposed representation, the new feature values
do not follow the original distribution and therefore they are not influenced by
the shift.

To compensate for the lack of labeled data, a simple online linear transforma-
tion is applied. The transformation learns a set of weights on the new features to
match the training and test distributions of the bags from the same category. At
the same time, the weights are optimized to separate bags belonging to different
categories. This way, bags belonging to the same category are assigned the same
label during classification.

3 Invariant Representation of Bags

In this Section, an invariant representation of bags is proposed to overcome
the problem of domain shift introduced in Section 2. The new representation is
calculated with a transformation τ that consists of three steps to ensure that
the new representation will be independent on the mean, and invariant against
scaling, shifting, permutation and size of the bags. In the following, the individual
steps are discussed in more detail.

3.1 Shift Invariance with Self-Similarity Matrix

As stated in Section 2, the probability distribution of bags from the training set
and the testing set can be different. Therefore, in the first step, the represen-
tation of bags is transformed to be invariant against this shift. The traditional
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representation of i-th bag Xi that consists of a set of m samples {x1, . . . ,xm} is
typically in a form of a matrix:

Xi =

⎛

⎜⎝
x1

...
xm

⎞

⎟⎠ =

⎛

⎜⎜⎝

x1
1 x2

1 . . . xn
1

...

x1
m x2

m

... xn
m

⎞

⎟⎟⎠ ,

where xk
l denotes k-th feature value of l-th sample from bag Xi. This form

of representation of samples and bags is widely used, as it is straightforward to
compute. It is a reasonable choice in many applications with negligible difference
in probability distributions. However, when the difference becomes more serious,
the traditional representation often leads to unsatisfactory results. Therefore, the
following transformation is proposed to overcome the difference typically caused
by the dynamics of the domain, making the solution for the classification problem
more effective. As a first step, the representation is transformed to be invariant
against shift of the feature values.

Shift invariance guaranties that even if some original feature values of all
samples in a bag are increased/decreased by a given amount, the values in the
new representation remain unchanged.

Let us define a translation invariant distance function, which is a distance
function d : R × R → R such that:

d(x1, x2) = d(x1 + a, x2 + a). (2)

Let xk
p, xk

q be k-th feature values of p-th and q-th sample from bag Xi,
respectively. It is possible to express the relation between the values as follows:

xk
p = xk

q − skpq, (3)

where skpq is the difference between values xk
p, xk

q . Then it holds for each trans-
lation invariant distance function d : R × R → R:

d(xk
p, x

k
q ) = d(xk

p, x
k
p + skpq) = d(0, skpq) = skpq.

Therefore, the new feature value d(xk
p, x

k
q ) expresses the distance between

the two values of k-th feature regardless of their absolute values. This value
is more robust, however it could be less informative, as the information about
the absolute values was removed. To compensate for the possible loss of infor-
mation, the bags are represented with a matrix of these distances d(xk

p, x
k
q ),

which is called a self-similarity matrix Sk. Self-similarity matrix is a symmet-
ric positive semidefinite matrix, where rows and columns represent individual
samples and (i, j)-th element corresponds to the distance between i-th and j-
th sample. Self-similarity matrix has been already used thanks to its properties
in several applications (e.g. in object recognition [12] or music recording [14]).
However, only a single self-similarity matrix for each bag has been used in these
approaches.
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This paper proposes to compute a set of similarity matrices, one for every
feature. More specifically, a per-feature self-similarity set of matrices Si =
{S1

i , S2
i , . . . , Sn

i } is computed for i-th bag Xi, where

Sk
i =

⎛

⎜⎜⎜⎝

sk11 sk12 . . . sk1m
sk21 sk22 . . . sk2m

...
skm1 skm2 . . . skmm

⎞

⎟⎟⎟⎠ =

⎛

⎜⎜⎜⎝

d(xk
1 , x

k
1) d(xk

1 , x
k
2) . . . d(xk

1 , x
k
m)

d(xk
2 , x

k
1) d(xk

2 , x
k
2) . . . d(xk

2 , x
k
m)

...
d(xk

m, xk
1) d(xk

m, xk
2) . . . d(xk

m, xk
m)

⎞

⎟⎟⎟⎠ , (4)

and skpq = d(xk
p, x

k
q ) is a distance between feature values xk

p and xk
q of k-th

feature. This means that the bag Xi with m samples and n features will be
represented with n self-similarity matrices of size m × m.

3.2 Scale Invariance with Local Feature Normalization

As explained in the previous section, self-similarity matrix Si of the bag Xi

captures mutual distances among the samples included in Xi. Therefore, the
matrix describes inner temporal dynamics of bags [12], [13]. In other words, it
describes how the bag is evolving in time. In case of a bag, where all samples are
the same, the matrix Si will be composed of zeros. On the other hand, in case of
a bag with many different samples, the self-similarity matrix will be composed
of a wide range of values.

The next step is to transform the matrix Sk
i to be invariant against scaling.

Scale invariance guarantees that even if some original feature values of all
samples in a bag are multiplied by a common factor, the values in the new
representation remain unchanged. To guarantee the scale invariance, the matrix
Sk
i needs to be locally normalized onto the interval [0, 1] as follows:

S̃k
i =

⎛

⎜⎜⎜⎝

s̃k11 s̃k12 . . . s̃k1m
s̃k21 s̃k22 . . . s̃k2m

...
s̃km1 s̃km2 . . . s̃kmm

⎞

⎟⎟⎟⎠ , s̃kpq =
skpq − mini,j(skij)

maxi,j(skij) − mini,j(skij)
. (5)

Note that the maximum and minimum value is computed only from the
samples within the bag, therefore the normalization is referred to as local. After
the local scaling, the matrices S̃i = {S̃1

i , S̃2
i , . . . , S̃n

i } are invariant against shifting
and scaling, focusing purely on the dynamics among the samples (matrix of
differences) and not on the absolute values of the differences. An example of
an input feature vector and the corresponding locally-normalized self-similarity
matrix is illustrated in Figure 1 (a) and Figure 1 (b).

3.3 Permutation and Size Invariance with Histograms

Representing bags with locally-scaled self-similarity matrices S̃ achieves the scale
and shift invariance. However, as there are no restrictions on the size of the
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Fig. 1. Graphical illustration of the individual steps that are needed to transform
the bag (set of samples) into the proposed invariant representation. First, the bag
is represented with a standard feature vector (a). Then the locally normalized self-
similarity matrix (b) is computed for each feature. Finally, values from the matrix will
create a new histogram (c), which is invariant on the number or the ordering of the
samples within the bag.

bags (i.e. how many samples are included in a bag), the corresponding self-
similarity matrices can be of various sizes. The various sizes of the matrices
make their comparison difficult. This is solved by introducing size invariance
which ensures that the representation does not depend on the size of the bags.
Moreover, in highly dynamic environments, the samples may occur in a variable
ordering. Since the sample order does not matter for the representation of the
bags, the robustness to reordering of rows and columns is guaranteed by the
permutation invariance.

The final step of the proposed transformation is the transition from the scaled
self-similarity matrices S̃i = {S̃1

i , S̃2
i , . . . , S̃n

i } into histograms. Every matrix S̃k
i

is transformed into a single histogram hk
i with a predefined number of bins.

Each bin of a histogram hk
i represents one feature value in the proposed new

representation.
Overall, i-th bag is represented as a vector hi of size n × l as follows:

hi = (h1
i ,h

2
i , . . . ,h

n
i ), (6)

where n is the number of features (and histograms) and l is the number of bins.
The whole transformation is depicted in Figure 1. Figure 2 illustrates the invari-
ant properties of the representation. Even though the bags from Figure 1 (a)
and Figure 2 (a) have different number of samples, ordering, and range of the
original feature values, the output histograms are similar.
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Fig. 2. Graphical illustration showing the invariant properties of the proposed repre-
sentation for one feature. Even tough the bag (and thus the input feature vector (a))
has more samples than the bag from Figure 1, the histogram (c) computed from the
self-similarity of the samples (b) is similar.

4 Online Similarity Learning

Representing input bags, as proposed in Section 3, ensures invariance against
the conditional shift described in Section 2. Therefore, the transformed feature
values can be used for learning a classifier that classifies the bags into categories.

As mentioned in Section 2, some categories may be missing in the training
set. The classification method should be able to identify them in the test data
and separate them from the rest of the categories. Several existing approaches
have been proposed to address the classification problem with missing labels
in the training set, e.g. zero-shot learning with semantic output codes [15]
or through cross-modal transfer [17]. However, these approaches are typically
designed for many labeled samples. When the number of labeled samples is lim-
ited, a similarity-based approach [5] can be used.

Similarity-based classifiers estimate the category label from a pairwise simi-
larity of a testing bag and a set of labeled training bags. The comparison between
two bags is performed by computing a similarity of feature vectors hi and hj

using a similarity matrix W. The similarity matrix is trained by using a pairwise
relevance measure r : Rn·l×R

n·l → R, designed to evaluate how relevant the two
feature vectors are. Note that n and l denotes the number of features and the
number of bins, respectively (both are defined in Section 3). The benefit of this
approach lies in the fact that the algorithm requires only a limited number of
labeled samples. The samples are labeled in a way to expresses relation, whether
one pair of feature vectors is more relevant than the other. The relevance measure
should satisfy the following conditions:
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1. Let hi,hj be two feature vectors from category ym and hk be from a different
category yn (or is unlabeled). Then r(hi,hj) > r(hi,hk).

2. Let hi,hj be two feature vectors from category ym and hk,hl be from differ-
ent categories yn1 and yn2 (or are not labeled). Then r(hi,hj) > r(hk,hl).

The first condition defines the basic requirement to consider two bags from
the same category more relevant than two bags from different categories. The
second condition ensures that two bags from the same category are more relevant
to each other than two unlabeled bags. The training is done by using the passive-
aggressive algorithm [6] OASIS [4] originally designed for recognizing similar
images. The algorithm iteratively adjusts the weights of the similarity matrix
to best fit the previous as well as the new training samples (see Algorithm 1).
In [4] it has been shown that the algorithm converges fast with relatively small
number of training pairs.

The algorithm finds a bilinear form W for which:

hi Whj > hi Whk + 1,

where hi,hj , and hk are three feature vectors from the first condition mentioned
earlier in this Section. In case of a hinge loss function defined as:

lW(hi hj ,hk) = max{0, 1 − hi Whj + hi Whk},

the goal is to minimize a global loss LW over all possible triples:

LW =
∑

i,j,k

lW(hi,hj ,hk).

To minimize the global loss LW, a passive-aggressive algorithm is applied to
optimize W over all feature vectors. The algorithm starts with the initial sim-
ilarity matrix W = I (identity matrix). In this case, the similarity is a simple
dot product of the two feature vectors hT

i Ihj = hT
i · hj . The algorithm then

iterates over the training samples to adjust the similarity matrix W to satisfy
the conditions (1) and (2) defined above. In each step, the algorithm randomly
selects a pair of feature vectors from the same category and one feature vector
from a different category (or an unlabeled bag). The purpose of each iteration
is to optimize a trade-off between W computed so far and the current loss lW.
More specifically, the algorithm solves the following convex problem with soft
margin:

Wi = arg min
W

1
2
‖W − Wi−1‖2Fro + Cξ (7)

s.t. lW(hi,hj ,hk) ≤ ξ and ξ ≥ 0,

where ‖.‖Fro is the Frobenius norm and the parameter C controls the trade-off.
The solution of the optimization problem [4] from Equation 7 is described in
Algorithm 1. The training ends after a predefined number of iterations or when
the similarity between the training pairs is below a given threshold.
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Algorithm 1. Training similarity matrix
function TrainSimilarityMatrix

W0 = I
repeat

sample three feature vectors:
F = hi, F+ = hj , F− = hk

such that r(F, F+) > r(F, F−)
Vi = [F (1)(F+ − F−), . . . , F (N)(F+ − F−)]T ,

where F (i) denotes i-th component of F
lW i−1(F, F+, F−)

= max{0, 1 − FW i−1F+ + FW i−1F−}
τi = min{C,

l
Wi−1 (F,F+,F−)

‖Vi‖2 },
where C is aggressiveness parameter

Wi = Wi−1 + τiV
i

until (stopping criterion)
return W

end function

In the testing phase, the similarity is used to create clusters of similar feature
vectors, where all vectors from one cluster belong to the same category. As the
last stage of the training procedure, the algorithm computes centroids ci of the
clusters Ci and threshold t. The threshold t is computed as an average similarity
of a centroid with the rest of the vectors within a cluster. This is calculated
across all clusters as follows:

t =

∑
i,j c

T
i Wh(i)

j

number of all feature vectors h(i)
j

, (8)

where h(i)
j denotes that j-th feature vector from i-th cluster. In case of a vector

not similar to any of the existing centroids (the similarity is below the thresh-
old t), this vector will create a new centroid and thus a new category.

5 Application in Network Security

We applied the combination of the proposed representation with the similarity
learning to classify unseen malware bags in network security domain. The next
section provides specification of the datasets, followed by the results from the
experimental evaluation.

5.1 Specification of the Datasets

This section provides detailed description of the datasets and features used in
the experimental evaluation. The datasets are divided into two disjoint parts:
training, and testing. Both datasets were obtained from 1 month of real network
traffic of 80 international companies (more than 500,000 users) in form of proxy
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Fig. 3. URL decomposition into seven parts.

Table 1. List of features extracted from proxy logs. Features from the right column
are applied on all URL parts.

Features Features applied on all URL parts + referer

duration length
HTTP status digit ratio
is URL encrypted lower case ratio
is protocol HTTPS upper case ratio
number of bytes up vowel changes ratio
number of bytes down has repetition of ’&’ and ’=’
is URL in ASCII starts with number
client port number number of non-base64 characters
server port number has a special character
user agent length max length of consonant stream
MIME-Type length max length of vowel stream
number of ’/’ in path max length of lower case stream
number of ’/’ in query max length of upper case stream
number of ’/’ in referer max length of digit stream
is second-level domain rawIP ratio of a character with max occurrence

logs. These logs contain HTTP/HTTPS flows, where one flow represents one
communication between a user and a server. More specifically, one flow is a
group of packets with the same source and destination IP address, source and
destination port, and protocol. As flows from the proxy logs are bidirectional,
both directions of a communication are included in each flow.

A flow consists of the following fields: user name, source IP address, destina-
tion IP address, source port, destination port, protocol, number of bytes trans-
ferred from client to server and from server to client, flow duration, timestamp,
user agent, URL, referer, MIME-Type, and HTTP status. The most informative
field is URL, which can be decomposed further into 7 parts as illustrated in
Figure 3. We extracted 317 features from the flow fields (see the list in Table 1).
Features from the right column are applied on all URL parts, including the URL
itself and the referer.

Flows are grouped into bags, where each bag contains flows with the same
user (or source IP) and the same second-level domain. Thus, each bag represents
communication of a user with a particular domain. The size of a bag is at least
5 flows to be able to compute a representative histogram from feature values.
As the datasets were originally unlabeled, we used available blacklists and other
malware feeds from Collective Intelligence Framework (CIF) [9] to add positive
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Table 2. Number of flows and bags of malware categories and background traffic.

Malware Category
Samples

Flows Bags

C&C malware 30,105 532
DGA malware 3,772 105
DGA exfiltration 1,233 70
Click fraud 9,434 304
Trojans 1,230 12

Background 867,438 15,000

Table 3. Summary of the SVM results from the baseline and the proposed representa-
tion. Both classifiers have the same results on the training set, however SVM classifier
where the bags were represented with the proposed self-similarity approach achieved
better performance on the test data.

Representation
Training Data Test Data

TP FP TN precision recall TP FP TN precision recall

baseline 304 0 6976 1.0 1.0 584 13 7987 0.998 0.81
self-similarity 304 0 6976 1.0 1.0 633 6 7994 0.999 0.88

labels to the training dataset. All bags with domains marked as malicious by
CIF (or by other external tools) were labeled as positive.

There are 5 malware categories: malware with command & control channels
(marked as C&C), malware with domain generation algorithm (marked as DGA),
DGA exfiltration, click fraud, and trojans. The summary of malicious categories
is shown in Table 2. The rest of the background traffic is considered as legitimate.

5.2 Experimental Evaluation

This section shows the benefits of the proposed representation for a two-class
and a multi-class classification problem in network security. The feature vec-
tors described in Section 5.1 correspond to input feature vectors {x1, . . . ,xm}
defined in Section 2. These vectors were transformed to the proposed histogram
representation {h1, . . . ,hn}, as described in Section 3. Each histogram hi had
32 bins (l = 32). The proposed approach was compared with a baseline represen-
tation, where each bag is represented as a joint histogram of the input feature
values {x1, . . . ,xm}. This means that one histogram was computed from values
of every feature and bag, and the histograms were then concatenated to one final
feature vector for each bag. Note that the baseline representation differs from
the proposed representation in the fact that the baseline does not compute his-
tograms from self-similarity matrices, but directly from the input feature values.
Comparing these two approaches will show the importance of the self-similarity
matrix, when dealing with domain adaptation problems.
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Fig. 4. Analysis of false negatives for both approaches. Thanks to the proposed self-
similarity representation, SVM classifier was able to correctly classify all DGA exfiltra-
tion, trojan, and most of DGA malware bags, with a slight increase of false negatives
for C&C.
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Fig. 5. Graphical illustration of a similarity submatrix W trained according to Algo-
rithm 1 (a) and the corresponding sum of weights for each row (b). The matrix can
also serve for feature selection, as some features have a negligible weight.

First, a two-class SVM classifier was evaluated on both representations. To
demonstrate the conditional shift of positive bags, only click fraud bags were used
in the training set as positive bags. A total of 6976 negative bags were included
in the training set. The SVM classifier was evaluated on bags from C&C and
DGA malware, DGA exfiltration, trojans, and 8000 negative background bags.
The results are shown in Table 3. Both classifiers have the same results on the
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Fig. 6. Distribution of malware categories in clusters with more than 5 bags. Input
bags are represented with the baseline approach. C&C bags are scatted across more
clusters, and trojan malware bags were not clustered at all.
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Fig. 7. Distribution of malware categories in clusters with more than 5 bags. Input
bags are represented with the proposed approach. Most C&C bags were placed into a
single cluster. Trojan bags were successfully found in cluster 5.

training set, however the SVM classifier using the data represented with the
proposed self-similarity approach achieved better performance on the test data.

More detailed analysis of false negatives for both approaches in provided
in Figure 4. Thanks to the proposed self-similarity representation, the SVM
classifier was able to correctly classify all DGA exfiltration, trojan, and most
of DGA malware bags. There is only a slight increase in the number of false
negatives for C&C. Overall, the proposed self-similarity representation shows
better robustness than the baseline approach.

Next, the performance on a multi-class problem with missing labels is evalu-
ated with the similarity learning algorithm described in Section 4. Two malware
categories were included in the training set (click fraud and C&C) together with
5000 negative bags. Similarity matrix W , trained according to the Algorithm 1,
is depicted in Figure 5.

In the next experiment, similarity matrix W was used to create an adjacency
matrix of all bags in the test set, where i, j-th component of this matrix is
computed as hT

i Whj . This means that i, j-th component expresses the distance
between i-th and j-th bag in a metric space defined by the learned similarity
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Fig. 8. Graphical illustration of the clustering results, where the input bags were rep-
resented with the proposed representation. Legitimate bags are concentrated in three
large clusters on the top and in a group of non-clustered bags located in the center.
Malicious bags were clustered into six clusters.



130 K. Bartos and M. Sofka

matrix W . Modularity clustering [3] was used to cluster the bags according to
the adjacency matrix. The distribution of categories in malicious clusters with
more than 5 bags is depicted in Figure 6 (for the baseline representation) and in
Figure 7 (for the proposed representation). In contrast to the baseline results,
most C&C bags are concentrated in a single cluster. Moreover, trojan bags were
successfully found (in cluster 5) as opposed to the baseline. The overall clustering
results are illustrated in Figure 8. The legitimate bags are concentrated in three
large clusters on the top and in a group of non-clustered bags located in the
center, while the malicious bags were clustered to six clusters.

6 Conclusion

This paper proposed a robust representation of bags of samples suitable for the
domain adaptation problems with conditional shift. Under conditional shift, the
probability distributions of the observations given labels is different in the train-
ing (source) and testing (target) data which complicates standard supervised
learning algorithms. The new representation is designed to be invariant under
common changes between the source and target data, namely shifting and scal-
ing of the feature values and permutation and size changes of the bags. This is
achieved by computing a self-similarity measure of the bags using sample fea-
tures. The representation is used in online similarity learning which results in a
robust algorithm for multi-class classification with missing labels.

The proposed representation was evaluated and compared with the baseline
representation without adaptation in two network security use cases. First, in a
binary classification of malicious network traffic, the new invariant representation
improved the recall of an SVM classifier from 0.81 to 0.88 and the precision
from 0.998 to 0.999. Second, in a modularity clustering of network traffic, the
proposed approach correctly grouped malware according to their categories and
even identified a new category, previously unseen in the training data. These
results demonstrate the invariant properties of the representation which make it
useful in network security.

There are several remaining challenges in the domain adaptation for network
security. With constantly evolving malware, conditional shift might still occur
even when the new malware families are represented as outlined in this paper.
There are other types of malware, some of which have not been identified or
fully understood, that have different behavioral patterns making it impossible
to transfer knowledge from the source to the target domain. Some of these chal-
lenges might be solved by introducing nonlinearity to the malware similarity
measure. As in the presented online similarity learning, the measure could use
the known samples to learn the differences between malicious and legitimate
traffic. This is the direction of our future research.
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Abstract. In this paper, the problem of safe exploration in the active
learning context is considered. Safe exploration is especially important
for data sampling from technical and industrial systems, e.g. combus-
tion engines and gas turbines, where critical and unsafe measurements
need to be avoided. The objective is to learn data-based regression mod-
els from such technical systems using a limited budget of measured, i.e.
labelled, points while ensuring that critical regions of the considered
systems are avoided during measurements. We propose an approach for
learning such models and exploring new data regions based on Gaussian
processes (GP’s). In particular, we employ a problem specific GP classi-
fier to identify safe and unsafe regions, while using a differential entropy
criterion for exploring relevant data regions. A theoretical analysis is
shown for the proposed algorithm, where we provide an upper bound for
the probability of failure. To demonstrate the efficiency and robustness
of our safe exploration scheme in the active learning setting, we test the
approach on a policy exploration task for the inverse pendulum hold up
problem.

1 Introduction

Active learning (AL) deals with the problem of selective and guided generation
of labeled data. In the AL setting, an agent guides the data generation pro-
cess by choosing new informative samples to be labeled based on the knowledge
obtained so far. Providing labels for new data points, e.g. image labels as by
Lang and Baum [1992] or measurements of the system output in case of phys-
ical systems, like by Hans et al. [2008], can be very costly and tedious. The
overall goal of AL is to create a data-based model, without having to supply
more data than necessary and, thus, reducing the agent annotation effort or the
measurements on machines. For regression tasks, the AL concept is sometimes
also referred to optimal experimental design, see Fedorov [1972].

In this paper, we consider the problem of safe data selection while jointly
learning a data-based regression model on the explored input space. Given fail-
ure conditions, the goal is to actively select a budget of measurement points for
approximating the model, and keeping the probability of measurement failures
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 133–149, 2015.
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to a minimum at the same time. In practice, safe data selection is highly rel-
evant, especially, when measurements are performed on technical systems, e.g.
combustion engines and test benches. For such technical systems, it is important
to avoid critical points, where the measurements can damage the system. Thus,
the main objective is (i) to approximate the system model from sampled data,
(ii) using a limited budget of measured points, and (iii) ensuring that critical
regions of the considered system are avoided during measurements.

We consider active data selection problems from systems with compact input
spaces X ⊂ R

d. Within this constrained area X we have regions, where sampling
and measuring is undesirable and can damage the system. For technical systems,
for example, operation of the system in specific regions can result in exceeding the
allowed physical limits such as temperatures and pressures. If the agent chooses
a sample in such a region, it is considered as failure. To anticipate a failure, we
assume that the agent observes some feedback from the system for each data point.
This feedback indicates the health status of the system. In case of the combustion
engine, this feedback is given by the engine temperature, for example.

The safety of an actively exploring algorithm is defined over the probability
of failure, i.e. we call an exploration scheme safe at the level of 1 − δ, if the
failure probability when querying an instance is lower than a certain threshold δ.
The user can define δ sufficiently small to achieve an acceptable risk of failure.
However, reducing this probability of failure comes at the cost of decreased
sample efficiency, i.e. more samples will be required, as the agent will take smaller
steps and explore more carefully. Throughout the paper, we use the notations X+

for safe and X− for unsafe regions of the confined input space X to distinguish
between safe and hazardous input areas of the system.

In this work, we employ Gaussian processes (GP’s) to learn the regression
model from a limited budget of incrementally sampled data points. Our explo-
ration strategy for determining the next query points is based on the differen-
tial entropy criterion, cf. Krause and Guestrin [2007]. Furthermore, we employ
a problem specific GP classifier to identify safe and unsafe regions in X. The
basic idea of this discriminative GP is learning a decision boundary between two
classes, preferably without sampling a point in the unsafe region X−. To the best
of our knowledge, such a safe exploring scheme has never been considered before
in the AL context. We further show a theoretical analysis of our proposed safe
exploration scheme with respect to the AL framework.

The remainder of the paper is organized as follows. In Section 2, a brief
overview on some existing work on safe exploration approaches is given. In
Section 3, we introduce our setting first and, subsequently, describe the pro-
posed algorithm while providing details about our exploration strategy and the
employed safety constraint. Section 4 provides some theoretical results on our
proposed safe exploration technique. Experiments on a toy example and on learn-
ing a control policy for the inverse pendulum are shown in Section 5. A discussion
in Section 6 concludes the paper.
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2 Related Work

Most existing work for safe exploration in unknown environments arose in the rein-
forcement learning setting. The strategy of Moldovan and Abbeel [2012] for safe
exploration in finite Markov decision processes (MDP’s) relies on the restriction
of suitable policies which ensure ergodicity at a user-defined safety level, i.e. there
exists a policy with high probability to get back to the initial state. In the risk-
sensitive reinforcement learning approach by Geibel [2001], the ergodic assump-
tion for MDP’s is dropped by introducing fatal absorbing states. The risk of a pol-
icy is thereby defined over the probability for ending in a fatal state. Therefore,
the authors present a model-free reinforcement learning algorithm which is able
to find near-optimal policies under bounded risk. The work by Gillula and Tomlin
[2011] provides safety guarantees via a reachability analysis, when an autonomous
robot explores its environment online. Here, the robot is observed by an aerial
vehicle which avoid it from taking unsafe actions in the state space. This hybrid
control system assumes bounded actions and disturbances to ensure a safe behav-
ior for all current observable situations. Instead of bounding the action space,
Polo and Rebollo [2011] introduce learning from demonstrations for dynamic con-
trol tasks. To safely explore the continuous state space in their reinforcement
learning setting, a previously defined safe policy is iteratively adapted from the
demonstration with small additive Gaussian noise. This approach ensures a base-
line policy behavior which is used for safe exploration of high-risk tasks, e.g. hover-
ing control of a helicopter. Galichet et al. [2013] consider a multi-armed risk-aware
bandit setting to prevent hazards when exploring different tasks, e.g. energy man-
agement problems. They introduce a reward-based framework to limit the explo-
ration of dangerous arms, i.e. with a negative exploration bonus for risky actions.
However, their approach is highly dependent on the designed reward function
which has significant impact on the probability for damaging the considered sys-
tem. Similarly, Hans et al. [2008] define a reward-based safety function to assess
each state of the MDP and assume that there exists a safe return policy to leave
critical states with non-fatal actions. Although this assumption may not hold gen-
erally, it allows the usage of dynamic programming to solve an adapted Bellman
optimality equation to get a return policy.

Strategies for exploring unknown environments without considering safety
issues has also been reflected in the framework of global optimization with GP’s.
For example, Guestrin et al. [2005] propose an efficient submodular exploration
criterion for near-optimal sensor placements, i.e. for discrete input spaces. In
Auer [2002], a framework is presented which yields a compromise between explo-
ration and exploitation through confidence bounds. Srinivas et al. [2012] show,
that under reasonable assumptions strong exploration guaranties can be given
for Bayesian optimization with GP’s. Due to the fact that the exploration tasks
may lead to NP-hard problems, cf. Guestrin et al. [2005], the additional intro-
duction of safety will increase the complexity which must be handled by the AL
scheme on a higher level.



136 J. Schreiter et al.

3 Safe Exploration for Active Learning

In this section, we introduce our safe exploration approach for active learning in
detail. The basic idea is to jointly learn a discriminative function during explo-
ration of the input space. Using the sampled data, we incrementally learn a
model of the system. We employ Gaussian processes to learn the model, as well
as to build the discriminative function. The overall goal is to learn an accurate
model of the system, while avoiding data sampling from unsafe regions indicated
by the discriminative function as much as possible. We assume that additional
information is available, when our exploration scheme is getting close to the
decision boundary, cf. Hans et al. [2008]. For real-world applications in combus-
tion engine measurement, for example, the engine temperature is an indicator
for the proximity to the decision boundary. Thus, it is possible to design a dis-
criminative function for recognizing whether our active learner is getting close to
unsafe input locations. For the safe region of the input space, we assume that it
is compact and connected. In Figure 1, we illustrate the described setting for the
input space X ⊂ R

2. Next, we give an introduction to Gaussian processes and
proceed by describing our exploration scheme and defining the safety constraint.
The derived algorithm will be summarized in Section 3.4.

3.1 Gaussian Processes

In this paper, we use GP’s in the regression and classification context to design
a safe active learning scheme. A GP is a collection of random variables, where
any finite subset of them has a joint multivariate normal distribution. In the
following, we adopt the notations by Rasmussen and Williams [2006]. For both,
the regression and the classification case, we use a centered Gaussian prior given
by p ( · | X )=N ( · | 0,K ), where the matrix X contains row-wise all associated
input points xi ∈ R

d which induce the covariance matrix K . The dot · acts as

X0

X−

X+

Fig. 1. Partition of the input space X into a safe explorable area X+ and an unsafe
region X− separated by the unknown decision boundary X0. Over the dotted area,
a discriminative function is learned for recognizing whether the exploration becomes
risky.
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placeholder to distinguish between the latent target values f and the discrim-
inative function g for the safety constraint. Throughout the paper, we use the
stationary squared exponential covariance function

k(x,z,θ.) = σ2· exp
(− 1

2 (x − z)T Λ−2· (x − z)
)
, (1)

where the signal magnitude σ2· and the diagonal matrix Λ· ∈ R
d×d of

length-scales are summarized in the set θ. of hyperparameters. We assume for
both GP’s that the hyperparameters are previously given. Here, recall from
Krause and Guestrin [2007] that determining the hyperparameters in advance is
similar to defining a grid over the whole input space X ⊂ R

d.
In the following, the cases for regression and classification are considered

separately. For regression, the m data points are row-wise composed in X ∈
R

m×d. The likelihood p (y |f ,X ) is given through the model yi =f(xi)+εi with
centered Gaussian noise εi ∼ N (0, σ2). The m inputs X and their associated
targets y ∈ R

m are summarized in Dm = (y,X ). Due to the fact that the
likelihood in the regression case is Gaussian, exact inference is possible which
yields a Gaussian posterior. The marginal likelihood of the regression model
given the data then satisfies

p
(
y

∣∣ X
)

= N (
y

∣∣0,K + σ2I
)

, (2)

cf. Rasmussen and Williams [2006]. For the predictive distribution of test
points x∗, we obtain

p
(
y∗

∣∣ x∗,Dm

)
= N

(
y∗

∣∣∣ kT
∗ α, k∗∗ − kT

∗
(
K + σ2I

)−1
k∗ + σ2

)
, (3)

where k∗∗ = k(x∗,x∗,θf ) = σ2
f is the covariance value, k∗ ∈ R

m is the corre-
sponding covariance vector induced by the test point and the training points,
and with the prediction vector α =

(
K + σ2I

)−1
y ∈ R

m.
To distinguish between safe and unsafe regions in our active learning frame-

work, we use GP classification. Here, the latent discriminative function g : X → R

is learned and, subsequently, mapped to the unit interval to describe the class
likelihood for each point. This mapping is realized by means of a point symmet-
ric sigmoid function, where we use the cumulative Gaussian Φ( · ) throughout
the paper. For the class affiliation probability, we thus obtain Pr[c = +1 | x] =
Φ

(
g (x)

)
. Given the discriminative function g, the class labels ci ∈ {−1,+1},

i ∈ {1, . . . , k}, of the data points x1, . . . ,xk are independent random variables,
so that the likelihood factorizes over the data points. This results in the non-
Gaussian likelihood

p (c |g,X ) =
k∏

i=1

Φ
(
ci g(xi)

)
, (4)

where the matrix X ∈ R
k×d is row-wise composed of the input points. Due to the

non-Gaussian likelihood (4), the posterior is not analytically tractable for this
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probit model. To solve this problem, we use the efficient and accurate Laplace
approximation to calculate an approximate Gaussian posterior q (g | c,X ) sim-
ilar to Nickisch and Rasmussen [2008]. The approximate posterior distribution
forms the basis for the subsequent prediction of class affiliations for test points.
Note that our classification model is an extended variant of the general classifi-
cation task and will be explained in more detail in Section 3.3. For more details
regarding GP classification, we refer to Rasmussen and Williams [2006].

3.2 Exploration Strategy

The exploration strategy applied in this paper is a selective sampling approach
based on the posterior entropy of the GP model for the functional relationship
f(x). This entropy criterion has been frequently used in the active learning liter-
ature, e.g. in Seo et al. [2000] or Guestrin et al. [2005]. To the best of our knowl-
edge, safe exploration in combination with this criterion has not been considered
before. The main goal for this uncertainty sampling task, cf. Settles [2010], is to
find an optimal set of feasible data points Xopt of given size m and determined
hyperparameters θf such that the differential entropy of the model evidence (2)
is maximal, i.e.

Xopt = arg max
X ⊂ X, |X |=m

H
[
y

∣∣ X
]
. (5)

Here, the differential entropy of the evidence (2) depends on the determinant of
the associated covariance matrix, i.e.

H
[
y

∣∣ X
]

=
1
2

log
∣∣2πe

(
K + σ2I

)∣∣ , (6)

see e.g. Cover and Thomas [2006]. Note that Ko et al. [1995] showed that the
problem of finding a finite set Xopt is NP-hard. Nevertheless, the following lemma
summarizes some nice results about the differential entropy in our GP setting.

Lemma 1. Let Dm be a non-empty data set and σ2 ≥ (2πe)−1. Then, for some
stationary covariance function with magnitude σ2

f , the differential entropy (6) of
the GP evidence (2) is a non-negative, monotonically increasing, and submodular
function.

The detailed proof of the latter lemma uses known results from Nemhauser et al.
[1978] and Cover and Thomas [2006] and is given in the supplemental material.
In Lemma 1 the lower bound for the noise σ2 can be easily achieved by addi-
tionally scaling the target values y and the magnitude σ2

f with some suitable
constant, cf. the proof of Lemma 1. The properties of the entropy induced by
Lemma 1 guarantee that the greedy selection scheme

xi+1 = arg max
x∗∈X

H
[
y∗

∣∣ x∗,Di

]
(7)

for our agent yields a nearly optimal subset of input points, where the distribu-
tion of y∗ results from (3). More precisely, as shown by Nemhauser et al. [1978],
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it holds true that the greedy selection scheme (7) yields a model entropy which is
greater than 63% of the optimal entropy value induced by Xopt. This guarantee
induces an efficient greedy algorithm and, with some foresight to the introduc-
tion of safety in Section 3.3, that it will generally not be possible to design an
optimal and fast safe active learning algorithm, cf. Moldovan and Abbeel [2012].

As empirically shown in Ramakrishnan et al. [2005], the described entropy
based sampling strategy tends to select input locations close to the border and
induces a point set X which is nearly uniformly distributed in the confined input
space X. This is a favorable behavior for modeling with GP’s, which additionally
enables us to slightly extrapolate the borders of the technical system with our
GP model.

For the visualization of the exploration process, we use theoretical results by
Cover and Thomas [2006] and the bounds

m
2 log

(
2πeσ2

) ≤ H
[
y

∣∣ X
] ≤ m

2 log
(
2πe(σ2

f + σ2)
)
,

derived in the proof of Lemma 1, to normalize the gain in the differential
entropy (6). After sampling the m-th query point, we thus define the normalized
entropy ratio NER by

NER(X ) =
2
m H

[
y

∣∣ X
] − log

(
2πeσ2

)

log
(
1 +

σ2
f

σ2

) . (8)

If this ratio is close to one when X enlarges during the exploration process, we
gain nearly maximal entropy for the selected queries. Otherwise, if NER ≈ 0,
the current query xm does not explore the input space very much.

3.3 Safety Constraint

Our approach to introduce safety is based on additional information to describe
the discriminative function g, when getting close to the decision boundary. In
practice, without any feedback from the physical system or some user-defined
knowledge, it is not possible to explore the environment safely, cf. Valiant [1984].
We encode this additional feedback in a possibly noisy function h : X → (−1, 1)
to train the discriminative function g around the decision boundary. To define
a likelihood for this heterogeneous model, we assume that sampling from the
system to get values hj = h(xj) or labels ci = c(xi) leads to consistent data.
That is, depending on the location of the data point (cf. Figure 1), we obtain
either labels or discriminative function values. For c ∈ R

k, h ∈ R
l, g ∈ R

n, and
k + l = n, the model likelihood results in

p (c,h | g,X ) =
l∏

j=1

N (
hj

∣∣ gj , τ
2
) k∏

i=1

Φ (ci gi) , (9)

where we used (4) and a Gaussian regression model for h with noise variance τ2.
Employing the Gaussian prior for all gi = g(xi) and the Laplace approximation,
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we get the Gaussian posterior approximation q ( g | c,h,X ) with respect to the
exact posterior

p ( g | c,h,X ) ≈ q ( g | c,h,X ) = N ( g | μ,Σ) , (10)

where μ = arg max
g

(
p ( g | c,h,X )

)
and Σ =

(
W + K−1

)−1
. Here, the diagonal

Matrix W is given by

W = − ∂2

∂g∂gT
log

(
p (c,h | g,X )

)∣∣∣
g=μ

.

For the predictive distribution of test cases, we then obtain

q ( g∗ | x∗, c,h,X ) = N (
g∗

∣∣ μg∗ , σ2
g∗

)
(11)

through the efficient Laplace approximation by Nickisch and Rasmussen [2008],
where μg∗ = kT

∗ K−1μ, σ2
g∗ = k∗∗ −kT

∗ W
1
2 B−1W

1
2 k∗ and B = I +W

1
2 KW

1
2 .

The safety constraint in our AL approach should ensure that the probability of
making a failure is small, e.g. less than 1 − p for some p ∈ (0, 1). Formally, our
safety constraint is thus given by

Pr[ g∗ ≥ 0 | x∗, c,h,X ] ≥ p . (12)

For a successful safe exploration, the function h must fulfill some conditions,
which will be presented in Section 4.

3.4 Safe Active Learning: The Algorithm

In this subsection, we present our entropy based active learning framework
extended by a constraint inducing safety, cf. Algorithm 1. Since the entropy
from the greedy selection rule (7) is a monotonic function in the posterior vari-
ance, we can reduce the query strategy and search for points where our regression
model is maximally uncertain. We can also simplify the safety constraint (12)
by defining the confidence parameter ν = Φ−1(p) ∈ R. Thus, we obtain for our
agent the optimization problem

xi+1 = arg max
x∗∈X

Var
[
y∗

∣∣ x∗,Di

]

(13)
s.t.: μg∗ − ν σg∗ ≥ 0 ,

where the moments μg∗ and σ2
g∗ are defined as in (11). This optimization task

is solved via second order optimization techniques. For notational simplicity, let
Di contain all data for both GP’s. In addition to the hyperparameters given
previously, we assume that at least m0 ≥ 1 safe starting points, i.e. points with
positive label ci, are given at the beginning of the exploration. As stopping
criterion for the above problem, we used the maximal number of queries n. It is
also possible to replace the latter by a bound for the current model accuracy or
the number of feasible points m.
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Algorithm 1 Safe Active Learning with GP’s
Require: Dm0 , ν, θf , σ2, θg, τ2

1: i = m0

2: train model and discriminative GP function on Dm0

3: while i < n do
4: i = i + 1
5: get xi from solving (13)
6: sample yi, ci or hi and add them to Di with query xi

7: train model and discriminative GP function on Di

8: end while

4 Theoretical Analysis

The goal of this section is to investigate our proposed safe AL algorithm. It
should be noted that the main objective of our exploration strategy is to avoid
samples from unsafe regions X− as much as possible. However, a desirable prop-
erty of an exploration scheme is that it induces a nearly space-filling, i.e. uniform,
distribution of the queries in the whole input space X. More precisely, an explo-
ration strategy is called space-filling, if it yields a low-discrepancy input design
X of size n such that the discrepancy

D(X ) = sup
B∈B(X)

∣∣∣∣
1
n

∣∣{xi | xi ∈B}∣∣− μd(B)
∣∣∣∣ ≤ γ

logd(n)
n

for some positive constant γ independent of n and the normalized Lebesgue mea-
sure μd(B) for any B which is contained in the Borel algebra B(X). An example
strategy which yields a low-discrepancy design is the Sobol sequence, see Sobol
[1976]. Intuitively, it is clear that a space-filling exploration scheme will cover
the input space X and, thus, query in dangerous regions X−. This supposition
is confirmed by the following theorem, where the proof by contradiction is given
in the appendix.

Theorem 1. For every space-filling exploration strategy on X with a Lebesgue
measurable subset B⊂ X− ⊂ X such that μd(B) > ε for some ε > 0, there exists
a query xn ∈ B for an adequate n possibly depending on ε.

For the initialization of our scheme, we assumed that we have at least one safe
starting point with positive label. However, depending on the hyperparameter θg

and especially the confidence parameter ν, the optimization problem (13) may
be empty, i.e. there may not exist any x∗ ∈ X fulfilling the safety constraint. This
behavior is due to the classification part for learning the discriminative function
g. Namely, this problem occurs if the user wants a very safe exploration which
yields a high confidence parameter ν, but the small GP classification model,
i.e. consisting only of a few data points, is too uncertain to enable exploration
under such a strong safety constraint. To solve this problem and to obtain a more
confident discrimination model, the user has to define an initialization point set
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Fig. 2. Lower bound for the number of necessary initialization points m0 given by
Theorem 2 to ensure a non-empty optimization problem (13). The red stars indicate
some true necessary set sizes, calculated according to the explanations in the proof.

where potentially all points lie close to each other. The next theorem provides
a lower bound for the size m0 of the initial point set. This result is especially
relevant, when employing the proposed safe AL in practice. The proof is moved
to the supplemental material.

Theorem 2. To ensure a non-empty safety constraint in the optimization prob-
lem (13) for our GP setting, we need at least an initial point set of size

m0≥
(
2N (

1
2 (

√
1 + 4νσg − 1)

))−1

min
(

ν√
3σg

,
√

ν√
3σ3

g

)
.

In Figure 2, the bound from Theorem 2 is illustrated and compared to some
true necessary set sizes m0. As it is hard to restrict the explicit expressions for
μg∗ and σ2

g∗ depending on m0, the bound of the theorem is adequately tight.
Nevertheless, the magnitude and the asymptotic behavior are captured by the
lower bound of the theorem. Note that the safety constraint of the optimization
problem (13) is always satisfied, if ν is non-positive, i.e. p ≤ 0.5, which follows
from the centered GP prior.

Finally, we will bound the probability of failure for our active exploration
scheme to ensure a high level of safety. Having already queried i−1 points and if
our prior GP assumptions are correct, the probability of failure when sampling
x∗ ∈ X without considering the safety constraint (12) is given by

Pr
[
g∗ ≤ 0 | x∗,Di−1

]
= 1 − Φ

(
μg∗
σg∗

)
, (14)

where the moments of g∗ are explained by the exact posterior distribution fol-
lowed from (9). In other words, the discriminative function is not positive in
the case of failure. We are interested in an upper bound for the probability of
making at least one failure, when querying n data points with our safe active
learning scheme summarized in Algorithm 1. Our result is stated in the following
theorem, where the sketch of the proof is subsequently given.
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Theorem 3. Let X ⊂ R
d be compact and non-empty, pick δ ∈ (0, 1) and define

ν = Φ−1
(
1 − δ

n−m0

)
. Ensure that the discriminative prior and posterior GP is

correct. Suppose also that at least an initialization point set of size m0 < n with
respect to Theorem 2 is given. Selecting n possible queries satisfying the safety
constraint, our active learning scheme presented in Algorithm 1 is unsafe with
probability δ, i.e.

Pr

[
n∨

i=m0+1

(
gi ≤ 0

∣∣ xi : μgi
− νσgi

≥ 0,Di−1

)
]

≤ δ .

Proof (Theorem 3). Firstly, we need to bound the probability of failure (14)
for every possible query x∗ fulfilling the safety constraint. For an arbitrary but
firmly selected input point xi ∈ X

Pr
[
gi ≤ 0 | xi : μgi

− νσgi
≥ 0,Di−1

]

≤ Pr
[
gi ≤ μgi

− νσgi
| xi : μgi

− νσgi
≥ 0,Di−1

]

= 1 − Φ(ν) ,

holds true under our condition. That is, the safety constraint (12) induces a
probability of failure which is less than 1 − p in each iteration, remembering the
relationship p = Φ(ν). Furthermore, we use the union bound to obtain

Pr

[
n∨

i=m0+1

(
gi ≤ 0

∣∣ xi : μgi
− νσgi

≥ 0,Di−1

)
]

≤
n∑

i=m0+1

Pr
[(

gi ≤ 0
∣∣ xi : μgi

− νσgi
≥ 0,Di−1

)]

= (n − m0)
(
1 − Φ(ν)

)
= δ .

Note that the m0 initialization points are feasible with probability 1 under the
assumptions of the theorem. �

The lower bound of Theorem 3 provides a safety level of Algorithm 1 greater
than or equal to 1 − δ. The user is then able to choose a sufficiently small δ,
when carrying out our algorithm. After determining δ, we calculate ν and, if
necessary, p as explained in the theorem. It is clear that, for fixed safety level, ν
has to increase, if n increases. In this case, the number of necessary initialization
points also increases, see Theorem 2.

To get a more detailed illustration of the bound in Theorem 3, we assume that
each query is selected independently of all others. In contrast to the proof of the
safety bound, where we did not assume independence, we then have 1−pn−m0 ≤ δ.
Intuitively, we anticipate an upper bound for the expected number of failures when
sampling n points. Examples for this bound are shown in the next section.

Moreover, it is necessary for our AL scheme that the function h is a lower
bound of the true discriminative function of the system. In this case, we may
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loose information when exploring the system. However, the validity of the safety
level compared to Theorem 3 is the main requirement for us. The function h
must also satisfy the conditions for the specified discriminative GP prior, e.g.
continuity and mean square differentiability.

5 Evaluations

In this section, we verify the presented Algorithm 1 on a 1-dimensional toy
example and, subsequently, evaluate our safe exploration scheme on an inverse
pendulum policy search problem.

Firstly, we learn to approximate the cardinal sine function f(x) =
10 sinc(x − 10) with additive Gaussian noise ε ∼ N (0, 0.0625) on the interval
X = [−10, 15]. We define a safe region X+ = [−5, 11], and, consequently, unsafe
regions X \ X+ for which we always sample negative labels. To recognize when
exploring gets dangerous we define h(x) = 1

2 (x + 5)2 for −5 ≤ x < −4 and
h(x) = 1

2 (x − 11)2 for 10 < x ≤ 11. The observation noise for the function
h is set to N (0, 0.01). Otherwise, i.e. within [−4, 10], we sample positive class
labels. Hyperparameters of the target and discriminative GP are set to σ2

f = 4,
λf = 3, and σ2

g = 1, λg = 10, respectively. The m0 starting points with respect
to Theorem 2 are uniformly sampled in the range [−0.5, 0.5]. Finally, we wish
to select n = 40 input points for different probability levels δ. Table 1 shows the
selected safety levels with corresponding confidence parameter ν and the neces-
sary number of starting points m0 derived in the proposed theorems. The results
in the presented table, i.e. the final differential entropy (6) and the number (#)
of failures are averaged over ten runs. The maximum possible differential entropy
value with 40 points is 19.50, which is almost reached in all cases. The expected
number of failures provides only an upper bound for the true bound, since inde-
pendence is assumed in its calculation over (n − m0) p. They are additionally
compared in Figure 3. Due to this strong assumption, the upper bound for the
expected number of failures will not be very tight. The normalized entropy ratios
(8) for all cases and averaged over ten runs are illustrated in Figure 4. Note that
for the calculation of the differential entropy H only the safe queries are taken
into account, analogously to Table 1. Therefore, the curves for the normalized

Table 1. Averaged results over ten runs of the 1-dimensional toy example. The entropy
and the number of failures is slightly decreasing for smaller δ. Otherwise, the parameter
ν and m0 are growing with decreasing δ as explained in the text.

δ ν m0 H # failures # expected failures

0.05 2.99 4 17.39 0.0 1.8
0.10 2.77 4 18.54 0.2 3.4
0.20 2.54 4 18.73 0.6 6.5
0.30 2.40 3 18.69 1.1 9.6
0.40 2.30 3 18.88 1.6 12.3
0.50 2.21 3 18.87 2.3 14.6
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Fig. 3. Expected number of failures calculated under the independence assumption
(upper bound) for the toy example compared with the failures obtained by averaging
over ten runs of the safe learning algorithm.
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Fig. 4. Normalized entropy ratios for different safety levels and averaged over ten runs.
In the beginning phase the ratios fall until the safety constraint is satisfied, since we
sample only around zero. After that the gain in entropy increases until the safe region
is explored. This behavior and the value of the gain depends on δ and the confidence
parameter ν, respectively.

entropy ratios end before the final number of queries is reached. The plot also
shows the effects of the decreasing failure level δ for the number of initializa-
tion points and the gain in entropy, cf. the theorems in Section 4, where we
explore faster and a greater input region with higher δ. In Figure 5 we present
the final result for one run of the safe active learning Algorithm 1 after selecting
40 queries. The cardinal sine function is learned accurately over the safe input
region. Furthermore, the plot shows that the small definition regions for the
function h around the decision boundary are sufficient for safe exploration.

As a second test scenario, we consider exploration of control parameters for
the inverse pendulum hold up problem. Here, we wish to learn the mapping
between parameters of a linear controller and performance on keeping the pole



146 J. Schreiter et al.

−10 −5 0 5 10 15
−5

0

5

10

15

x

f, 
g

True Target Function
Estimated Target Function
Learned Discriminative Function
Decision Boundary
Safe Queries
Unsafe Queries

Fig. 5. Final result for safe active learning of a generalized cardinal sine function in
the secure interval [−5, 11] with 40 queries and δ = 0.30. Only one selected query fails,
i.e. falls below the lower decision boundary. All other chosen data points cover the safe
input space X+ well. The final discriminative GP separates the safe and unsafe regions
of the whole input space adequately, even if we selected no query above the upper
border.

upwards. The parameters should be explored while avoiding that the pendulum
falls over. The simulated system is an inverse pendulum mounted on a cart, see
Deisenroth et al. [2015]. The system state st ∈ S is 4-dimensional (cart position
zt and velocity, pendulum angle ϑt and angular velocity), which results in 5 open
parameters x, x0 of the linear controller π(st) = xTst+x0. The desired goal state
is defined by cart position 0 cm and the pendulum pointing upwards with 0◦.
The controller is applied for 10 seconds with a control frequency of 10 Hz starting
from a state sampled around this goal state. We evaluate the performance of a
given controller by first measuring the distance of the current state st to the goal
state, i.e. ‖st − 0‖, for each time step t. These distances are used to compute
a saturating cost rt = 1 − exp

(−‖st‖2
)
. Additionally, we average over all time

steps and ten different starting states to yield a meaningful interpretation of the
cost. To that we add Gaussian noise ε∼N (0, 0.001). The hyperparameters of the
target and discriminative GP are previously learned over a uniformly distributed
point set of size 100 over the entire input space, i.e. policy parameter space

Table 2. Median with respect to the number of failures over ten runs for the policy
exploration task from the cart pole. Here the entropy decreases as δ increases, except
for the lower values of δ, since the number of unsafe queries increases strongly.

δ ν m0 H # failures # expected failures

0.01 4.26 8 393.3 0 9.9
0.05 3.89 7 397.7 6 48.4
0.10 3.72 6 412.8 29 94.6
0.20 3.54 6 402.7 57 180.2
0.30 3.43 5 395.6 80 257.9
0.40 3.35 5 389.3 101 328.1
0.50 3.29 5 380.7 127 391.6
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Fig. 6. Expected number of failures calculated under the independence assumption
(upper bound) for the policy search task with the failures obtained by the median of
ten runs of the safe learning algorithm.
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Fig. 7. Median of normalized entropy ratios for different safety levels over ten runs of
the policy search task. In the beginning phase the ratios are nearly maximal, i.e. close
to one, since we obtain many very safe queries with positive class labels which yield
to a strong exploration behavior. After the beginning phase, the safe region is roughly
explored until a slight valley is reached. Then the most queries are sampled from the
inner region.

X ⊂ R
5. The function h is defined over the deviation from the unstable goal

state for each time step, i.e. 2 − |zt|
[ |zt| > 1 cm

] − |ϑt|
[ |ϑt| > 1◦], where [ · ] is

the indicator function. These local errors are averaged over all time steps of the
roll-out and all starting states to get the value of h. If h ≥ 0.95 we get a positive
class label and a negative one if h ≤ −1 or the pendulum falls down. In this case
we set n = 1000 for various values of δ. Table 2 summarizes the resulting values
for ν and m0 given by the theorems in Section 4. The value of the differential
entropy H increases until δ = 0.10, where we yield a good tradeoff between a low
number of failures and a fast exploration. In Figure 6 we show that the median
of the number of failures after ten runs of our safe exploration scheme is much
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lower than the upper bound of the expected number. This behavior clarifies the
effectiveness of the Theorem 3 for our safe active learning scheme, analogously
to the results of the toy example. Also the nearly heuristic definition of the
function h works very well on this exploring task for five different input dimensions.
A reason for that is the almost always favorable modeling accuracy when using
GP’s. The medians of the normalized entropy ratios after ten runs of the inverse
pendulum control task are presented in Figure 7. The trends show the effect of
the different δ after the beginning phase, where more exploration yields a higher
curve. The order of the curves results from the chooses safety level 1 − δ too.

6 Conclusion and Outlook

In this paper, we propose a novel and provable safe exploration strategy in the
active learning (AL) context. This approach is especially relevant for real-world
AL applications, where critical and unsafe measurements need to be avoided.
Empirical evaluations on a toy example and on a policy search task for the
inverse pendulum control confirm the safety bounds provided by the approach.
Moreover, the experiments show the effectiveness of the presented algorithm,
when selecting a near optimal input design, even under the induced safety con-
straint. The next steps will include evaluations on physical systems and – on the
theoretical side – the error bounding of the resulting regression model, which is
generally a hard problem.
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Abstract. Pervasive technology is changing the paradigm of healthcare,
by empowering users and families with the means for self-care and gen-
eral health management. However, this requires accurate algorithms for
information processing and pathology detection. Accordingly, this paper
presents a system for electrocardiography (ECG) pathology classifica-
tion, relying on a novel semi-supervised consensus clustering algorithm,
which finds a consensus partition among a set of baseline clusterings
that have been collected for the data under consideration. In contrast
to typical unsupervised scenarios, our solution allows exploiting partial
prior knowledge of a subset of data points. Our method is built upon
the evidence accumulation framework to efficaciously sidestep the clus-
ter correspondence problem. Computationally, the consensus partition
is sought by exploiting a result known as Baum-Eagon inequality in the
probability domain, which allows for a step-size-free optimization. Exper-
iments on standard benchmark datasets show the validity of our method
over the state-of-the-art. In the real world problem of ECG pathology
classification, the proposed method achieves comparable performance to
supervised learning methods using as few as 20% labeled data points.

Keywords: Electrocardiography · ECG · Semi-supervised learning ·
Consensus clustering · Evidence accumulation clustering

1 Introduction

Heart disease, or more formally cardiovascular disease (CVD), is the first cause
of death worldwide. An estimated 17.3 million people died from CVD in 2008,
representing 30% of all global deaths. Among these deaths, an estimated 7.3
million were due to coronary heart disease and 6.2 million were due to stroke. In
the US, about 0.6 million people die from heart disease every year (25% of the
deaths).
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These statistics trigger our work, which provides a semi-supervised Electro-
cardiography (ECG) pathology classification system that tries to mitigate the
aforementioned serious threats. The system builds upon the pervasive healthcare
framework, where devices are becoming more handy, user-friendly and com-
fortable for the user, focusing on usability and allowing continuous (or quasi-
continuous) monitoring of biosignals. The aim is to automatically classify ECG
data streams acquired by monitoring devices, giving alerts of abnormal situa-
tions. The use of the semi-supervised learning paradigm is motivated by the
existence of prior knowledge about classes in this domain, namely pathologies,
which can be gathered from annotated records of some patients, but a larger
number of records has no annotation, being this an expensive and time consum-
ing process. This large amount of unsupervised data carries important informa-
tion that a supervised learning approach would neglect, while being exploited
by a semi-supervised learning approach.

Several clustering algorithms have been proposed exploiting side-information
(e.g., [2,3,8,14,16]), using typically must-link and cannot-link constraints. Basu
et al. [2] proposed a method for actively picking must-link and cannot-link con-
straints by selecting the most informative examples from the training set. On the
other hand, Li et al. [16] presents a framework integrating consensus clustering
and semi-supervised learning from a nonnegative matrix factorization perspec-
tive, allowing the must-link and cannot-link constraints to be enforced within
the clustering algorithm. Gao et al. [14] proposed a framework that incorporates
the predictive power of multiple supervised and unsupervised models, deriving
a consensus label partition for a set of objects.

In this paper we propose a semi-supervised learning algorithm based on con-
sensus clustering, i.e. the problem of finding a consensus partition among a set
(or ensemble) of baseline clusterings that have been collected for some data under
consideration. Our method follows the Evidence Accumulation Clustering (EAC)
paradigm [12], which summarizes the information of the clustering ensemble into
a pairwise co-association matrix, where each entry corresponds to the number
of times a given pair of objects is placed in the same cluster. The advantage of
the pairwise voting mechanism is that it subsumes the problem of cluster cor-
respondence among partitions. Several algorithms for consensus clustering have
been proposed based on EAC [1,13,17,19,23]. In [23] the problem of extract-
ing a consensus partition is formulated as a matrix factorization problem, in a
similar fashion as [16]. In [18,19] the consensus partition is estimated through
a probabilistic model for the co-association matrix, while in [17] a generaliza-
tion of [23] is introduced to cope with partial observations of the co-association
matrix. In contrast to the typical unsupervised scenario, which is addressed by
the aforementioned works, our method allows to exploit partial knowledge of
the cluster assignment of a subset of data points to constrain the solution space
of the consensus partition. Computationally, the consensus partition is sought
by exploiting a result known as Baum-Eagon inequality [5] in the probability
domain, which allows for a step-size-free optimization.
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The rest of the paper is organized as follows: in Section 2, we describe the
application context of our algorithm, positioning it on the future workflow of
pervasive healthcare. In Section 3, the proposed algorithm is described. Section 4
is devoted to the experimental validation on standard benchmark datasets and
presents results for the real world problem of classifying pathologies in ECG.
Finally, in Section 5, we draw conclusions and outline future works.

2 ECG Pathology Classification

The use of Electrocardiography (ECG) as a diagnostic technique is a well estab-
lished medical practice rooted in the pioneering work by Einthonven in the end of
the 19th century. Clinical practice relies mainly on the widespread short-term (<
1 minute) 12-lead ECG for diagnosis and, in selected cases, on Holter monitors
(∼ 24 hour assessment), providing information for the diagnosis and preven-
tion of a wide array of cardiovascular disorders [7,9]. Nevertheless, the outreach
of ECG data acquisition and processing can still be significantly improved in
the context of a pervasive healthcare framework with the off-the-person ECG
paradigm [25]. The goal of off-the-person approaches is not to replace existing
data acquisition procedures, but to enhance and complement current practices
with a simplified sensor setup that can be transparently brought to the sub-
ject, in multiple aspects of his everyday life. This enables a more comprehensive
assessment of cardiovascular function, contributing to the development of pre-
ventive behaviors and methodologies. Also, it opens the door to many potential
applications, such as continuous monitoring, cardiac dysrhythmia detection, and
ECG biometrics [20,22], among others.

The commercial exploration of such concepts has already began, and one of
the most successful products is AliveCor1, a Heart monitor for mobile devices.
It consists on a 1-lead ECG acquisition system that can be installed on a mobile
device, which records the ECG using the hands of the user. The system enables
the detection of Atrial Fibrillation (AF), and upload of the recorded information
for expert revision.

(a) AliveCor Heart Monitor. (b) CardioID Keyboard.

Fig. 1. Examples of pervasive healthcare devices.

1 http://www.alivecor.com/

http://www.alivecor.com/
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This type of devices fits in the category of pervasive healthcare, where sen-
sors do not need to be with the person, but instead are embedded into every-
day use objects. A major advantage of this approach is the fact that the sensor
placement does not require a voluntary action from the user, unlike, for example,
wearable on-the-person devices, aligned with future medical trends [26]. Figure 1
illustrates two examples, the AliveCor Heart Monitor, and a keyboard with inte-
grated electrodes developed by CardioID2 that enables continuous ECG moni-
toring. These approaches produce enormous amounts of data. As an example, in
a typical acquisition setup, where the signal is sampled at a frequency of 1 KHz,
and with a resolution of 12 bits/sample, a total amount 5 MB of information is
acquired per hour, corresponding to 123 MB/day/person or 44 GB/year/person,
leading to a scenario where cloud computing is the most desirable approach.

Fig. 2. Global Architecture.

The global architecture of such a system is illustrated in Figure 2, where per-
vasive healthcare devices stream data to the cloud, and automatic classification
algorithms process the data. In this paper we focus on the classification algorithm
and propose a novel semi-supervised consensus clustering (SSCC) algorithm to
categorize the data.

3 Semi-Supervised Consensus Clustering (SSCC)

Consensus clustering is the problem of organizing a set of n data points
X = {x1, . . . ,xn} into groups, starting from the output of different cluster-
ing algorithms3 that have been run on X , or on sub-sampled versions thereof.
This set (a.k.a. ensemble) of clusterings is denoted by E = {φ1, . . . , φm}, where
each φu ∈ Ju → {1, . . . , ku} is a function encoding a partition of a subset of
data points indexed by Ju ⊆ I = {1, . . . , n} into ku clusters. Partitions not
comprising all data points, i.e. such that Ju � I, indicate clusterings of sub-
sampled versions of X . The use of sub-sampling is motivated, e.g. in the presence
of large-scale datasets, or to promote diversity in the ensemble [10].
2 http://www.cardio-id.pt/
3 Or different parametrizations of the same algorithm.

http://www.cardio-id.pt/
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As the name suggests, consensus clustering tries to find a good representative
for all clusterings in the ensemble E . Formally, we call consensus partition a
partition having minimum divergence from the other partitions in the ensemble:

φ� ∈ arg min
φ̂∈I→{1,...,k}

m∑

u=1

d(φ̂, φu) , (1)

where d(·, ·) is a divergence measure between partitions.
In this paper, we depart from a purely unsupervised approach in favor of a

semi-supervised perspective, by assuming partial knowledge of the cluster assign-
ments (a.k.a. labels) of a subset of data points. Accordingly, we denote by L ⊂ I
the indices of data points that are labeled, and by �i ∈ {1, . . . , k} the label given
to the ith data point, i ∈ L. We can then use this a prior knowledge to con-
strain the solution space of (1) to obtain a semi-supervised consensus clustering
formulation, i.e.

φ� ∈ arg min
φ̂∈I→{1,...,k}

m∑

u=1

d(φ̂, φu)

s.t. φ̂(i) = �i for all i ∈ L .

(2)

The same knowledge could in principle be exploited at the ensemble construction
phase. However, constraining the clusterings will lead to a drop of the ensemble’s
diversity, thus loosing one of the most desirable properties of an ensemble [15].
Moreover, there is a vast number of unsupervised clustering algorithms available
for the ensemble construction, and only a limited number of algorithms that
have been extended to include constraints.

In order to compare two clusterings, we face the so-called cluster correspon-
dence problem, i.e. two partitions are the same if we can turn one into the other
by a proper re-labeling of the clusters, and if two partitions are different, we
would like to measure their divergence under the best possible re-labeling. There
is however a way to sidestep the cluster correspondence problem, by adopting a
pairwise divergence measure like the following one:

d(φ̂, φu) =
∑

i,j∈Ju

[
1φ̂(i)=φ̂(j) − 1φu(i)=φu(j)

]2
, (3)

which counts the number of times two data points are clustered together in φ̂,
but not in φu, and vice versa. In (3), 1P denotes the indicator function for the
truth value of proposition P .

The objective function in (2) is related to the evidence accumulation frame-
work [12]. Indeed, it can be re-written in terms of the so-called co-association
matrix, which is defined as

Cij =

{
1
Nij

∑
u∈Uij

1φu(i)=φu(j) Nij > 0 ,

0 otherwise ,
(4)

where Uij ⊆ {1, . . . ,m} denotes the indices of those clusterings, where both data
points xi and xj have been clustered, i.e. Uij = {u ∈ {1, . . . ,m} : i, j ∈ Ju},
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and N is a matrix with entries Nij = |Uij | if i �= j, and 0 otherwise. The relation
with the co-association matrix is established as follows:

m∑

u=1

d(φ̂, φu) =
m∑

u=1

∑

i,j∈Ju

[
1φ̂(i)=φ̂(j) − 1φu(i)=φu(j)

]2

=
∑

i,j∈I

∑

u∈Uij

[
1φ̂(i)=φ̂(j) + 1φu(i)=φu(j) − 21φ̂(i)=φ̂(j)1φu(i)=φu(j)

]

=
∑

i,j∈I

⎡

⎣Nij1φ̂(i)=φ̂(j) +
∑

u∈Uij

1φu(i)=φu(j) − 21φ̂(i)=φ̂(j)

∑

u∈Uij

1φu(i)=φu(j)

⎤

⎦

=
∑

i,j∈I
Nij

[
1φ̂(i)=φ̂(j) + Cij − 21φ̂(i)=φ̂(j)Cij

]

=
∑

i,j∈I
Nij

[
1φ̂(i)=φ̂(j) − Cij

]2
+

∑

i,j∈I
NijCij(1 − Cij) . (5)

Note that the right-most term in (5) is regarded as a constant for the optimiza-
tion in (2), thus not affecting the minimizers.

With the objective of re-writing (2) in matrix form, we introduce a different,
but equivalent, representation of the consensus partition in terms of a matrix
Z = [z1, . . . ,zn] ∈ Sk×n

01 , where Sk×n
01 denotes the set of binary, left-stochastic

matrices. The equivalence follows from the fact that any φ ∈ I → {1, . . . ,m}
has a one-to-one corresponding matrix Z ∈ Sk×n

01 with (Zki = 1) ⇐⇒ (φ(i) = k).
Under this variable change, the term 1φ(i)=φ(j) becomes z�

i zj .
By exploiting the matrix representation and the relation in (5), the semi-

supervised consensus clustering formulation in (2) can be cast into the following
equivalent one (with omitted constant terms):

Z� ∈ arg min
Z∈Sk×n

01

‖C − Z�Z‖2N

s.t. Z�ii = 1 for all i ∈ L ,

(6)

where ‖ · ‖N is the Frobenious matrix norm weighted by N, i.e. ‖A‖N =√∑
ij NijA2ij . The optimization problem in (6) is non-convex and finding a global

solution is hard. For this reason we opt for a relaxed version of it with the binary-
valued matrix variable Z ∈ Sk×n

01 being replaced with real-valued one Y ∈ Sk×n,
where Sk×n denotes the set of real, left-stochastic, matrices, i.e. nonnegative
matrices with columns summing up to 1. The relaxed optimization problem
becomes

Y� ∈ arg min
Y∈Sk×n

‖C − Y�Y‖2N
s.t. Yki = 1k=�i for all (k, i) ∈ {1, . . . , k} × L .

(7)

Given a solution Y∗ we recover a putative solution φ� to (2) by taking φ�(i) ∈
arg maxk∈{1,...,k} Y

�
ki.
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In order to optimize (7) we follow an approach similar to [23,24] by making
use of a result known as Baum-Eagon inequality :

Theorem 1 (Baum-Eagon [5]). Let Y ∈ Sk×n and let f(Y) be a homogeneous 4

polynomial in the variables Yki with nonnegative coefficients. Define the mapping
Ŷ = M(Y) as follows:

Ŷki = Yki
∂

∂Yki
f(Y)

/ k∑

h=1

Yhi
∂

∂Yhi
f(Y) (8)

for all i ∈ {1, . . . , n} and k ∈ {1, . . . , k}. Then f(M(Y)) > f(Y) unless M(Y) = Y.
In other words, M is a growth transformation for the polynomial f .

The Baum-Eagon inequality is an effective tool for the maximization of polyno-
mial functions in probability domain. The idea is to rewrite (7) into a maximiza-
tion of a polynomial with nonnegative coefficients in a way to preserve Y� as the
optimal solution. By doing so, we can use the Baum-Eagon inequality to obtain
a step-size-free optimizer by re-iterating the update rule Yt+1 = M(Yt) starting
from a matrix Y0 ∈ Sk×n with positive entries. The theorem indeed guarantees
a strict increase of the objective at each step until a fixed-point is reached.

We can turn (7) into a maximization problem by changing the sign of the
objective function. However, the resulting function in Y will not be a polynomial
with nonnegative coefficients. Nevertheless, there is a trick that can be exploited
to transform the problem in the desired form. We will use the fact that En =
Y�EkY for any Y ∈ Sk×n, where En denotes a n × n matrix of ones:

−‖C − Y�Y‖2N = −‖Y�Y‖2N + 2〈C, Y�Y〉N + const

= ‖Y�EkY‖2N − ‖En‖2N︸ ︷︷ ︸
=0

−‖Y�Y‖2N + 2〈C, Y�Y〉N + const

= ‖Y�(Ek − I)Y‖2N + 2〈C, Y�Y〉N + const , (9)

where 〈A, B〉N =
∑

ij NijAijBij is a weighted matrix dot product, and I is a
properly-sized identity matrix. Note that in the derivation “const” represents
additive terms not depending on the variable Y, thus not affecting the optimiza-
tion results. We can now take the quantity in (9) (with constant terms omitted)
as the polynomial f with nonnegative coefficients to be maximized, i.e.

f(Y) = ‖Y�(Ek − I)Y‖2N + 2〈C, Y�Y〉N .

and maximizers of f(Y) on the feasible set of (7) will correspond to minimizers
of (7) as required.

The last thing to care about is that Theorem 1 assumes Y ∈ Sk×n, but
our feasible domain is a convex subset thereof, due to the integration of the
supervisions. Hence, it is not clear whether the theorem applies also to the
constrained setting we have. To show that the theorem actually does apply,
4 The same resultwasproven toholdalso in the case of non-homogeneouspolynomials [6].
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assume without loss of generality that the labeled data points are the last ones,
such that we can write Y = [Yu, Yl], where Yl is entirely specified with the label
information as Yl

ki = 1k=�i for all i ∈ L, while Yu ∈ Sk×(n−|L|) are variables
to be optimized. Since g(Yu) = f(Y) is a polynomial in Yu with nonnegative
coefficients, we can apply Theorem 1 to obtain a growth transformation for g,
and thus find a solution also to the constrained optimization problem in (7). In
practice, it is not necessary to compute g explicitly for the optimization, because
it is sufficient to avoid updating the labeled entries of Y during the computation
of the update rule based on f .

4 Experiments

In this section we validate the proposed algorithm (SSCC) both on standard
benchmark datasets and on a real world problem, namely the pathology classi-
fication of ECG data. In the architecture described in Figure 2, the raw ECG is
acquired and preprocessed to extract relevant features, which are then fed to the
algorithms to classify the pathologies. We adopt the feature extraction process
proposed in [4], which is described in Section 4.2.

4.1 Data Description

We evaluated the proposed algorithm in two different scenarios: using some
benchmark datasets from the UCI Machine Learning repository5, and using
the MIT-BIH (Massachusetts Institute of Technology - Beth Israel Hospital)
arrhythmia database [21].

In the first scenario, we used four benchmark datasets to validate our algo-
rithm, namely breast cancer, iris, wine and std yeast cell. The Breast cancer
dataset consists of 683 patterns having nine features belonging to two classes.
The Iris dataset consists of three species of Iris plants, characterized by four
features and 50 samples in each class. The Wine dataset consists of the results
of a chemical analysis of wines grown from the same region in Italy divided into
three classes with 178 patterns, and described by 13 features. The Std yeast cell is
composed by 384 genes over two cell cycles of yeast cell data, and is characterized
by 17 features and it has five classes.

The second scenario consists in classifying pathologies in ECGs from the
MIT-BIH arrhythmia database. Each record is approximately 30 minutes long
and has in total 48 two-channel Holter records. The upper signal is usually a
modified limb lead II and the lower signal is most often a modified lead V1. All
signals were digitized at a sample rate of 360 Hz. The database includes different
sets of annotations verified by more than one cardiologist: beats are identified
and labeled, and the beginning of all rhythms is indicated.

5 http://archive.ics.uci.edu/ml/

http://archive.ics.uci.edu/ml/
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4.2 Feature Extraction

For the classification of pathologies in ECGs, we will focus on the discrimination
between normal sinus and the most common arrhythmia, atrial fibrillation (AF).
Only modified limb II records are used and each record is split according to
rhythm annotations (note that lead II and lead I, introduced in section 2, contain
information about the frontal plane, and can be used to detect atrial fibrillation).
Each record is segmented in windows of 60 seconds, leading to 98 AF segments
and 911 normal sinus rhythm segments. These segments are the objects that will
be classified. Two types of features are obtained: spectral features extracted using
the wavelet transform, and time domain features used to provide information
about heart rate characteristics.

The spectral features were obtained by the power spectral density (PSD) of
the wavelet decomposition of the signals. The decomposition of the signals are
performed up to the sixth level using the redundant discrete wavelet transform
[11], obtaining six detailed and one approximated set of coefficients. Afterwards,
the PSD of each set of wavelets coefficients was estimated using Welch’s method
[27], and the integral over the range [0, 55] Hz was computed, leading in total to
seven features per pattern.

Besides the spectral features we considered two additional time-domain fea-
tures: average of RR interval [7] and standard deviation of RR intervals.

4.3 Setup

We constructed the ensemble for the proposed methodology by performing 200
runs of k-means, with k uniformly chosen between

√
N/2 and

√
N (N is the

number of samples of the dataset), for the benchmark datasets, and between 2
and 20, for the MIT-BIH database. Since the labels of the points are only used
to extract the consensus partition, we present also the results of an unsupervised
consensus clustering method (PPC) [23].

We compared SSCC also against a semi-supervised consensus clustering
approach called Bipartite Graph-based Consensus Maximization (BGCM) [14],
which can be seen as a consensus method, where the ensemble is constructed
with supervised and unsupervised methods. In this paper we constructed in total
six partitions in the ensemble: three from supervised methods, namely k-nearest
neighbor, with k ∈ {1, 3, 5}, and three from an unsupervised method, the k-
means, with k equal to the true number of classes. Moreover, this algorithm
has two parameters, α and β, corresponding to the price paid from deviating
from the estimated labels of groups and observed labels of objects. We set those
parameters to 2 and 8, respectively.

In the MIT-BIH database, the classes are unbalanced, so we randomly
selected 98 out of the 911 normal sinus rhythm segments. Also, in order to
test the influence of the percentage of labeled points in each algorithm, we ran-
domly selected 5% of labeled points in each class and the remaining are unlabeled
points to be classified by the algorithms. This procedure was repeated 50 times,
and was also run with minimum 10% and maximum 60% labeled data points.
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Thus, we assessed the performance of each algorithm as an average error rate of
50 runs. The same scheme was applied to the benchmark datasets from the UCI
Machine Learning repository, creating datasets with balanced classes.

4.4 Validation of the Algorithm: Benchmark Datasets

Figure 3 presents the average error rates for the four benchmark datasets con-
sidered. For SSCC and BGCM, we only present the results for 10% and 20%
of labeled points, since as we increase the percentage of labeled points, there
is a decrease in error rates. PPC is an unsupervised approach, which means it
does not require any labeled points, thus the error remains constant when we
increased the percentage of labeled points.

PPCSSCC BGCM

20% LABELED POINTS10% LABELED POINTS

STD YEAST

WINE

IRIS

BREAST2,3%
2,0%

4,0%

23,7%
7,9%

33,1%

28,2%
26,7%

27,7%

42,3%
31,3%

62,6%

2,3%
1,8%

3,3%

23,7%
4,8%

28,3%

28,2%
22,5%

26,0%

42,3%
23,5%

54,3%

Fig. 3. Average error rates of 50 runs.

Notice that, for 10% of labeled points, SSCC achieves approximately 8% of
error rate for the Iris dataset, performing three or four times better than the
unsupervised version (which does not use any labeled points) and BGCM. That
difference is even more accentuated when we have 20% of labeled points, where
SSCC achieves less than 5% of error rate. The higher difference in error rates
between SSCC and the other two algorithms is also visible in the Std yeast
dataset, although a little less accentuated. In the remaining datasets, SSCC
is still the best algorithm, however it is only better 1% or 2% than PPC and
BGCM. Overall, the proposed methodology performs better than the other two
algorithms considered in these experiments.
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4.5 Application on Real Datasets: ECG MIT-BIH Database

Figure 4 presents the results of applying each algorithm to the MIT-BIH arrhyth-
mia dataset, when the percentage of labeled points are varying. As can be
observed by analyzing the figure, when the percentage of labeled points is of
only 5%, SSCC and PPC have similar performances (SSCC shows slightly bet-
ter results). On the other hand, BGCM has an error rate of approximately
17%, which is almost twice the error rate of SSCC. Moreover, as it could be
expected, when the percentage of labeled points increases, both semi-supervised
approaches show a significant improvement in the error rates, achieving around
3% of misclassified points when 60% of the dataset is labeled. In particular, when
30% or more points are labeled, the two semi-supervised approaches are quite
similar, on average. However, by carefully analyzing the standard deviation, it is
possible to conclude that BGCM has a more unstable behavior, since it presents
much higher standard deviation values in comparison with SSCC.
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10%

15%

20%

25%

30%

5% 10% 15% 20% 30% 40% 50% 60%

SSCC
PPC
BGCM

Percentage of labeled points

Er
ro

r R
at

e

Fig. 4. Average error rates and standard deviation of 50 runs on the MIT-BIH arrhyth-
mia database.

In [4], a supervised study was conducted using this database, and using 75%
of data to train the classifier and 25% to test, the 1-nearest neighbor has an error
rate of 2.6% ± 1.1%, and an artificial neural network with 14 hidden neurons
has 3.0% ± 1.2%. The results presented in this study are quite comparable with
the supervised study, since with only 20% of labeled patterns, SSCC has an
error rate of 6.3%± 1.5%, and with 60% of labeled patterns, SSCC has achieved
3.0% ± 1.1%.

Unlike normal sinus rhythm, atrial fibrillation has an inherent irregular RR
interval, allowing for an easy visualization of the dataset. Accordingly, figure 5
presents the two time domain features considered in this study. The labeling
produced by each algorithm corresponds to one run out of the 50 runs, and for the
BGCM and SSCC, we are fixing the amount of labeled patterns at 10%. Notice
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that PPC incorrectly labeled the patterns in the frontier of both classes and the
normal patterns that are mixed in the atrial fibrillation class. In fact, that couple
of patterns that are mixed with the atrial fibrillation are incorrectly classified
by SSCC and, some of them, by BGCM. On the other hand, SSCC correctly
classified almost all the patterns in the frontier of both classes. The BGCM
algorithm incorrectly classified a large amount of normal sinus rhythm in the
lower left corner, due to k-means initialization. Notice that, for this algorithm,
the number of components k in k-means must be set to the true number of
classes, so that cloud of green points was assigned to atrial fibrillation. The blue
dot in the middle corresponds to a pattern with the true labeled known.
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(a) Ground truth labeling.
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(b) PPC labeling.
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(c) BGCM labeling.
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(d) SSCC labeling.

Fig. 5. Scatterplot of two features (average and standard deviation of RR intervals)
from the ECG MIT-BIH dataset, when we have 10% of labeled patterns. The blue dots
correspond to the normal sinus, the red ones to the atrial fibrillation, and the green
dots are the points incorrectly classified by each algorithm.

Moreover, the SSCC algorithm incorrectly classified a few patterns that are
closer to the atrial fibrillation class, the same patterns were identified by PPC.
Since those patterns are so close to the atrial fibrillation, it may be worth to
re-analyze those segments to ensure that they are in fact normal rhythms, and
do not correspond to abnormal patterns closely resembling normal ones.
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5 Conclusions

In real world problems it is unfeasible to ask experts to annotate all the available
data. This is particularly true for the real-world scenario addressed in this paper,
namely the automatic pathology classification of electrocardiographic (ECG)
signals, where the amount of annotated data is very small compared to the
amount of available data.

In this paper we proposed a semi-supervised consensus clustering algorithm,
which automatically allows to label the unknown objects using only a small
subset of known information. Our approach is based on the evidence accumula-
tion clustering, a consensus clustering paradigm that summarizes the ensemble
information into a co-association matrix. In contrast to the typical algorithms in
this context, which are unsupervised, we allowed the partial inclusion of labeled
information. Algorithmically, we have provided a simple iterative scheme based
on the Baum-Eagon inequality for the computation of the consensus partition.

We validated our approach on benchmark datasets from UCI Machine Learn-
ing repository, showing superior performance against another state-of-the-art
semi-supervised consensus clustering approach (BGCM), in every dataset that
we considered under different shares of supervision (10 and 20 %). We also con-
sidered the real-world application of automatic pathology classification of ECG
signals. Specifically, we considered the detection of atrial fibrillation. We have
used the MIT-BIH arrhytmia dataset, varying the percentage of labeled data.
The performance of the proposed algorithm was always better than BGCM and
achieved comparable performance with respect to supervised learning methods
using as few as 20% of labeled objects.

The proposed approach will be deployed by our industrial partner in a cloud-
based implementation, allowing ECG data acquired using pervasive healthcare
devices, such as the keyboard, to be automatically processed.

As future work, we are developing a scalable version of the algorithm, allowing
to tackle the large amount of data that is being produced in this context.
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Abstract. We analyze a social graph of online auction users and pro-
pose an online auction fraud detection approach. In this paper, fraudsters
are those who participate in their own auction in order to drive up the
final price. They tend to frequently bid in auctions hosted by fraud-
ulent sellers, who work in the same collusion group. Our graph-based
semi-supervised learning approach for online auction fraud detection is
based on this social interaction of fraudsters. Auction users and their
transactions are represented as a social interaction graph. Given a small
set of known fraudsters, our aim was to detect more fraudsters based
on the hypothesis that strong edges between fraudsters frequently exist
in online auction social graphs. Detecting fraudsters who work in collu-
sion with known fraudsters was our primary goal. We also found that
weighted degree centrality is a distinct feature that separates fraudsters
and legitimate users. We actively used this fact to detect fraud. To this
end, we extended the modified adsorption model by incorporating the
weighted degree centrality of nodes. The results, from real world data,
show that by integrating the weighted degree centrality to the model can
significantly improve accuracy.

Keywords: Online auction fraud detection · Graph-based semi-
supervised learning · Weighted degree centrality

1 Introduction

Over the last decade, online auctions have quickly become popular e-commerce
services. The extensive profits attract many users to commit fraud in online
auction websites. Online auction fraud is increasingly recognized as one of serious
global concerns.

Generally, online auction fraud can be categorized into three types, according
to the time when the fraudulent activity is committed: pre-auction, in-auction,
and post-auction [6]. Pre-auction fraud occurs prior to an auction, for example
selling of low quality product. Post-auction frauds are committed afterwards,
such as non-delivery of products. Both pre-auction and post-auction frauds can
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 165–179, 2015.
DOI: 10.1007/978-3-319-23461-8 11
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be directly verified with physical evidence. The remaining type of fraud is in-
auction, which is the main target of this research. There are many kinds of
in-auction fraud, as shown in Figure 1. The main focus of this research was com-
petitive shilling in which fraudsters participate in their own auction as bidders
with another user ID in order to drive up the final price. When such a fraud
takes place, a legitimate winner has to pay more than a reasonable final price.
Hereafter, the term fraud refers to this definition.

In-auction Fraud

Bidder’s Fraud

Bidding
Rings

Multiple
Bidding

Bid
Shading

Seller’s Fraud

False
Bidding

Buy-back
Shilling

Reserve Price
Shilling

Competitive
Shilling

Fig. 1. Categorization of in-auction fraud [6]

Fraudulent bidders tend to frequently bid in auctions hosted by a particular
seller(s) working in the same collusion group. Therefore, there is a very high
tendency that a connections between fraudsters exist. In network science, we
call this phenomenon Homophily. If we represent auction users and their activ-
ities as a social graph, groups of fraudulent users working in collusion should
have strong links. It is analogous to one of the key assumptions of graph-based
semi-supervised learning models (graph-based SSL). In general, graph-based SSL
models try to assign a similar label to adjacent nodes. In other words, the models
try to maintain the smoothness between adjacent nodes. This analogy, between
homophily and smoothness, motivates us to investigate the potential of graph-
based SSL models in online auction fraud detection.

There are two main contributions of this study. First, to the best of our
knowledge, no study has been conducted to apply a graph-based SSL model for
solving this serious Internet crime. We discuss the application of the state-of-
the-art graph-based SSL model called modified adsorption (MAD) [14] to detect
auction fraud. Furthermore, we found that the sum of the interactions between
nodes with their neighbors can be used to distinguish between legitimate users
and fraudsters. This sum is called weighted degree centrality. We argue that
the weighted centrality of fraudsters is considerably higher than that of typical
users. This fact alone sheds lights on the behaviors and social interactions of
auction users, contributing to our understanding of the Web and its users. Even
though MAD involves edge weights as one type of information for propagating
labels, a higher total weight of edges does not imply a higher likelihood of there
being a fraud in the context of MAD. Therefore, we extended the model by



Two Step Graph-Based Semi-supervised Learning 167

incorporating the weighted degree centrality in the sense that it can be used to
detect fraud. Our extended model, called the 2-STEP model emphasizes that
a higher weighted degree centrality implies a higher chance of being fraudsters.
This is our second contribution which involves the social behavior to detect
auction frauds. According to experiments on real world data, our 2-STEP model
significantly increases result accuracy.

The remainder of this paper is divided into six sections. We begin by giving
details about the data we obtained from an online auction site in Section 2.
In Section 3, we describe our proposed approach. We explain the performance
evaluation of our approach in Section 4. Next, we discuss the results from the
evaluation and discuss a possible extension for future work in Section 5. We
describe related work in Section 6. Finally, we conclude our paper in Section 7.

2 Data Description

We first discuss the details of the data used in this research. The data are
auction transactions, a set of known fraudsters, and a set of trustworthy users.
The transactions were transformed into a social interaction graph. Section 2.2
gives the formal definition of the graph.

2.1 Resources

The following three sub-sections give more detail about the data used in this
research.

Online Auction Transaction. We obtained online auction transactions from
YAHUOKU!1, which is one of the largest online auction sites in Japan and oper-
ated by Yahoo Japan Corporation. The dataset contains comprehensive bid-
ding and selling activities on the website. Each record is a five-element tuple —
(selling time, product ID, seller ID, bidding time, bidder ID). All user IDs are
anonymized for preserving privacy. It is possible that the seller ID or bidder ID
of two different transactions are identical. One user ID can be either of a seller or
bidder. There are around 16 million transactions with around 3 million products
and 2 million users.

Set of Known Fraudsters. This set consists of IDs of users suspected to be
fraudsters according to the definition of competitive shilling in Section 1. It is
important to note that this set includes only a partial set of possible fraudsters
because it is almost impossible to extract all fraudsters in this dataset due to its
size. The detection of fraudsters incurs high costs because it is performed manu-
ally. Approximately, 550 users are listed as fraudsters. The detailed description
about ground-truth labeling cannot be disclosed since it is confidential business
information. The set is used for training models and measuring performance.
The Set of Known Fraudsters is referred to as F .
1 http://auctions.yahoo.co.jp/

http://auctions.yahoo.co.jp/
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Set of StoreUsers. Some online auction user IDs are registered as official stores.
These users can be placed on a whitelist, which contains trustworthy users who
are unlikely to commit fraud. In our auction transactions, around 10,000 accounts
are registered as stores. The Set of Store Users is referred to as S.

2.2 Graph Construction

In this research, we represent online auction transactions as a weighted undi-
rected graph G(V,E,W), where V is the set of n nodes, E is the set of edges,
and W ∈ R

n×n is the edge weight matrix (R is the set of real numbers). A node
v ∈ V represents an auction user ID. The set E ⊂ V × V represents interaction
between nodes. An edge e = (u, v) ∈ E indicates that u has a bid on an auction
hosted by v, or vice versa. Each edge weight Wuv ∈ R+ reflects the total num-
ber of u’s products that are bidded by v. To remove noise, users participating
in less than five transactions were removed. Finally, the graph contains around
0.8 million nodes and 3 million edges.

The largest group of nodes contains users who have never hosted any auction,
but have only bid. This group of nodes occupies around 70% of the entire graph.
Let us define this group of users as bidder. Another group contains users who have
never bid on any auction, but only hosted. Approximately 15% of nodes fit into
this category. We call this category seller. There is no link between nodes within
the bidder and within seller groups. The last group contains users who both host
and bid — mixed. Nodes in mixed can link with the previous two groups and
within mixed themselves. Suppose we represent the graph as a directed graph
whose edges originating from a bidder to a seller. It is obvious that the seller
should not have any outgoing edges. Our model is based on an information
propagation model. The propagation process cannot flow information to the
entire graph when the graph contains many sink nodes. Therefore, we represent
the transactions as an undirected graph. Figure 2 shows the degree distribution
of our graph.

3 Proposed Approach

In this section, we now formally define the problem we want to solve and propose
solutions.

3.1 Problem Definition

The definition of the problem that we try to solve in this paper is summarized as
below. We construct a weighted undirected graph G(V,E,W) from a real world
online auction dataset as described in Section 2.2. We assign a score, indicat-
ing likelihood of committing fraud activity, to all nodes. The score assignment
is based on label propagation approach as described in Section 3.3. Nodes are
ranked according to the score in descending order.
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Fig. 2. Degree (k) distribution of the YAHUOKU! network

Input: A weighted undirected graph G(V,E,W), a set of known fraudsters
F , and a set of store users S.
Output: An ordered list of {v|v ∈ V ∧ v /∈ F ∪ S}.
Goal: Actual fraudulent nodes are expected to be ranked at the top of the out-
put ordered list.
Approach: Propagating label information from seed known fraudsters and legit-
imate users to unknown users.

3.2 Modified Adsorption (MAD)

MAD is a graph-based semi-supervised learning model proposed by Talukdar
and Crammer [14]. This research adopted the modified adsorption (MAD) to
propagate information from known fraudsters to the whole graph. We used the
Junto Label Propagation Toolkit2 as an implementation of MAD.

The MAD takes as the input a weighted undirected graph. The weight of
edges represents the degree of similarity or correlation between nodes. A few
nodes, or instances, are labeled — called seed nodes. MAD propagates labels
from the few seed nodes to all nodes. Finally, all nodes are assigned a score
indicating the likelihood of being each label. To deal with noisy initial labels,
MAD allows the initial labels to change.

The model trade offs between three requirements: accuracy — the initial
labels of seed nodes should be retained, smoothness — similar labels should
be assigned to neighbor nodes, and regularity — output labels should be as
uninformative as possible. We denote L as the set of m possible labels, and
Ml as the lth column of any matrix M. Given a weighted undirected graph
2 https://github.com/parthatalukdar/junto/

https://github.com/parthatalukdar/junto/
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G(V,E,W), where |V | = n, these three requirements can be expressed as a
convex optimization problem as

min
Ŷ

∑

l∈L

[
μ1(Yl − Ŷl)TS(Yl − Ŷl)) + μ2ŶT

l LŶl + μ3

∥∥∥Ŷl − Rl

∥∥∥
2]

, (1)

where μ1, μ2, and μ3 are hyperparameters, Y ∈ R
n×(m+1)
+ stores initial label

information, Ŷ ∈ R
n×(m+1)
+ stores the output soft label assignment, S ∈ R

n×n

indicates the position of seed nodes, L ∈ R
n×n is the Laplacian derived from

the given G, and R ∈ R
n×(m+1) is the per-node label prior matrix, which is

strongly related to an abandon action in random-walk. Each row of the matrices
is associated with each v ∈ V . MAD introduces a dummy label in addition to
the labels in L, then each column of Y , Ŷ, and R is associated with l ∈ L and
the dummy label. The intuition of dummy is that it is the exceptional case of all
possible labels L. The score of dummy is high when weights of edges originating
from the node tends to be uniformly distributed, in other words the entropy
of the weights is high. In terms of scalability, it has been proven that MAD is
parallelizable in MapReduce [15].

3.3 MAD for Online Auction Fraud Detection

In this section, we discuss how to apply MAD to auction fraud detection. The
key idea is to use the information from the set of known fraudsters and set of
store sellers to assign initial labels. We denote the set of possible labels L as
{fraud, legitimate}. We denote the 1st, 2nd, and 3rd column of Y, Ŷ, and R as
associated with labels fraud, legitimate, and dummy, respectively.

MAD allows embedding world knowledge to a model by putting weights over
initial labels. Precisely, it assigns a non-negative number to an element Yvl in
matrix Y, where Yvl is the vth row and lth column of Y. In other words, Yvl is
the weight of node v over the label l. We create Y with conditions as

Yvl =

⎧
⎪⎨

⎪⎩

α if l = 1, v ∈ F ;
β if l = 2, v ∈ S;
0 otherwise,

(2)

where α and β are parameters, F is the set of known fraudsters, and S is the set
of store users. The parameters α and β reflect the degree of association between
v and the labels fraud and legitimate, respectively. Thus, seed nodes are Vl =
{v|v ∈ V ∧ v ∈ F ∪ S}. Let Vu denotes unlabeled nodes such that Vu = V − Vl,
typically |Vl| � |Vu|. As previously mentioned, MAD outputs a soft label matrix
Ŷ as a result of the label propagation process. Now, we assign each v a score
reflecting the likelihood of being fraudsters, called fraud score, as

ϕ(v, Ŷ) =
Ŷv1

m+1∑
l=1

Ŷvl

. (3)
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Finally, we sort all v ∈ V according to the fraud score in descending order. Then,
users working in collusion with the known fraudsters are expected to be ranked at
the top of the output ordered list. In Eq. 3, the score associated with the dummy
label is a part of the denominator. Another alternative of the fraud score can be
derived without the contribution of the dummy label. It is defined as

ϕ̄(v, Ŷ) =
Ŷv1

m∑
l=1

Ŷvl

. (4)

In Section 4.3, we compare the performance of ϕ(.) and ϕ̄(.). We discuss the
results of this comparison in Section 5.

3.4 2-STEP Model

We now present an extension of the approach described in the previous section.
We give another alternative definition of fraud score. We found that fraudsters
tend to have many heavy links to their neighbors. Let us define the weighted
degree centrality of v as the sum of edge weights originating from v, as

kw(v) =
∑

u∈N(v)

Wuv, (5)

where Wuv is weight of the edge (u, v), and N(v) is the set of neighbors of v. The
kw(v) is high if v has a heavy link(s). Figure 3 shows the fraction of nodes having
weighted degree centrality kw. It can be observed that fraudsters have a higher
probability p(kw) than legitimate users when weighted degree centrality is high
(kw > 20). In contrast, fraudsters have lower probability when the centrality
is low. Fraudulent users in the same group always interact together in order to
inflate the auction or reputation. Many heavy links appear between them. In
general, few popular legitimate users gain a great deal of attraction. Therefore,
there is a higher tendency for fraudsters to have high weighted degree centrality,
as shown in Figure 3.

MAD uses information from edge weight Wuv in the second term of Eq. 1.
However, it does not use the weighted degree centrality. Suppose there is a fraud-
ulent bidder, b, who has one heavy link to a fraudulent seller, s. Some legitimate
users connect with the fraudulent seller s. In this case, the confidence of the
fraud label of s, Ŷs1, decreases because the legitimate information propagates
to s. Because s, who is the only neighbor of b, is interfered by legitimate users,
then b’s score of the fraud label, Ŷb1, is low as well. Therefore, this fraudulent
bidder will not be ranked at the top of the ranking results. If we incorporate the
observed behavior that users who have heavy edge(s) tends to be fraudsters, the
tendency of being fraudsters of b increases.

Therefore, we provide another definition of fraud score. This definition com-
bines the result from MAD and the weighted degree centrality. We modify the
aforementioned definition of the weighted degree centrality by penalizing each
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Fig. 3. Weighted degree centrality (kw) distribution of legitimate users and known
fraudsters

edge weighted with the ϕ(.) of the neighbor. This definition of fraud score can
be mathematically defined as

ρ(v, Ŷ) = ϕ(v, Ŷ) +
γ

|N(v)|
∑

u∈N(v)

Wuv ϕ(u, Ŷ), (6)

where γ is a parameter, ϕ(.) is defined in Eq. 3, Wuv is the weight of the edge
(u, v), and N(v) is the set of neighbors of v. The ϕ(.) can be replaced with ϕ̄(.).
We call this extension 2-STEP model.

4 Experiments

We evaluated the performance of the models described in the previous sections.
This section describes the evaluation methodology and reports the results.

4.1 Evaluation Metric

The output of the proposed approach is an ordered list of nodes. Therefore, the
normalized discounted cumulative gain (NDCG) [7] — a well-known evaluation
metric for the information retrieval task — is used. It is defined as

NDCG =
DCG
IDCG

, (7)

DCG =
p∑

i=1

2r(i) − 1
log2(i + 1)

,

IDCG =
min(p,|Q|)∑

i=1

1
log2(i + 1)

,
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where p is the maximum number of nodes that are considered, |Q| is the number
of actual fraudsters in testing data, and r(i) is the relevance value of the ith

node. In this work, the relevance value is binary, r(i) ∈ {0, 1}. r(i) is 1 if and
only if the ith node of the output list is fraudulent. NDCG ranges from 0.0 to
1.0. NDCG assumes that it is less useful for users when a relevant instance is
ranked at a lower position of the result. Thus, NDCG penalizes relevant instances
logarithmically proportional to the position of the instance. A higher NDCG
indicates much better performance.

4.2 Methodology

Our experiments were conducted on real world data acquired from YAHUOKU!,
as mentioned in Section 2. We performed 5-fold cross validation in all experi-
ments. Known fraudsters, sellers, bidders, mixed are distributed among 5 par-
titions, so that the distribution of user types in each fold resembles the whole
dataset. The total number of fraudsters is far less than the total number of
legitimate users. In each iteration, one chunk of the known fraudsters list was
treated as the testing set, Q, and the remaining were used as training set. All
stores were treated as a training set in every iteration.

The straightforward manner to evaluate performance is calculating NDCG
on all test nodes. As previously mentioned in Section 2.2, auction users can be
categorized into three groups — bidder, seller, and mixed. The degree distribution
in Figure 2 shows that they tend to have different behaviors. We would like to
gain more insight into the performance of detecting different types of fraudsters.
After a model has assigned a fraud score to nodes, we rank the nodes in a specific
category only. The remaining categories are ignored. It should be noted that
the training set, or seed nodes, still contains every type of nodes. We annotate
the caption all to the results obtained from evaluating all types of nodes. We
annotate the caption bidder, seller, or mixed, if the results were measured on a
specific user type.

4.3 Results

We set α = β for MAD and the 2-STEP model. We investigated the effect
of different α. We tried α ∈ {0.2, 0.4, 0.6, 0.8, 1.0} and found that there was no
statistically significant difference in NDCG. We then used α = 0.4 which gave the
lowest variance in the parameter tuning experiment. We set μ1 = 1, μ2 = 0.01,
and μ3 = 0.01. For the 2-STEP model, we set γ = 1.

In Section 3.3, we gave two alternative definitions of fraud score. One defi-
nition is based on information from the dummy label and the other is not. We
conducted a two-tailed paired t-test to compare the average NDCG obtained
from ϕ(.) and ϕ̄(.). Table 1 summarizes the comparison of ϕ(.) and ϕ̄(.) on all
and individual types of fraudulent users. The result indicates that the dummy
label has a significant advantage. From now on, we used ϕ(.) as the main fraud
score for MAD and 2-STEP.
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Table 1. Comparison of ϕ(.) and ϕ̄(.) on all and separate node types (〈NDCG〉 =
mean of NDCG and SD = standard deviation)

Node Type
ϕ(.) ϕ̄(.)

p-value〈NDCG〉 SD 〈NDCG〉 SD

All 0.431 0.015 0.406 0.019 0.002

Bidder 0.423 0.026 0.397 0.035 0.008

Seller 0.336 0.049 0.284 0.029 0.007

Mixed 0.374 0.044 0.319 0.024 0.006

We now compare our 2-STEP model (Section 3.4) with MAD (Section 3.3),
weighted degree centrality (Eq. 5), and eigenvector centrality. In this experiment,
we measured NDCG on the whole output ordered list, p = |Vu|. The eigenvector
centrality is a well-known centrality measure defined as the principal eigenvector
of a graph’s adjacency matrix. PageRank is one of its variants [5]. The two
centrality-based model are unsupervised. The results are summarized in Figure
4(a). The centrality-based methods, weighted degree centrality and eigenvector
centrality, could not precisely spot fraudsters. Our 2-STEP model outperformed
MAD obviously, with 0.490 over 0.437 NDCG on average. Furthermore, Figure
4(b), 4(c), and 4(d) show the NDCG in ranking fraudulent bidder, sellers, and
mixed separately. The results follow the same pattern as the previous result.
These results imply that our extension of MAD outperformed the other models
for every kind of user.

Figure 5 compares the NDCG of our 2-STEP model, MAD, and a semi-
supervised model (CD). The results from the two centrality-based methods are
not included in the figure because it is obvious that they cannot perform well in
this online auction fraud detection. We used Viswanath et al. [17] as the base-
line in this experiment. The baseline system uses a local community detection
schema, Mislove’s algorithm [10], to detect Sybil as mentioned in Section 6. In
this experiment, we set p ∈ {100, 500}. We did not calculate the NDCG on the
whole output since the software implementation of the baseline system we used
did not provide sorted results of the whole dataset. The result conforms the pre-
vious experiments that the 2-STEP model clearly outperformed MAD and the
baseline.

5 Discussion

It is apparent from Table 1 that the dummy label has a significant advantage. As
mentioned in Section 3.2, the score of dummy label is directly proportional to the
entropy of weights of edges originating from the node. This implies that a user
who uniformly interacts with others tends to be legitimate. The experimental
results confirm that incorporating the entropy of edge weights can significantly
improve the system. This result is consistent with the previous computational
linguistics study [15]. Our result verifies that the effect determined in computa-
tional linguistics even appears in online auction fraud detection.



Two Step Graph-Based Semi-supervised Learning 175

2-STEP MAD WDC Eigenvector C.
0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

0.60
N
D
C
G

(a) NDCG calculated from all types

2-STEP MAD WDC Eigenvector C.
0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

0.60

N
D
C
G

(b) NDCG calculated from bidder
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(d) NDCG calculated from seller

Fig. 4. NDCG of 2-STEP, MAD, weighted degree centrality (WDC), and eigenvector
centrality where we set p equals the whole length of output list (box = 25th and 75th

percentiles; central red line = median; and bar = min and max values)

According to Figure 4, the 2-STEP and MAD models exhibit low NDCG in
ranking seller. The propagation method is used to satisfy the three requirements
discussed in Section 3.2. One of them is smoothness — two adjacent nodes
should be assigned similar labels. Suppose there is a fraudulent seller v who
can successfully fool many legitimate users, the information from the legitimate
users propagate to the fraudulent seller. In this case, the seller’s fraud score,
Ŷv1, decreases relative to the legitimate score, Ŷv2. We hypothesize that this is
the primary reason fraudulent sellers are more difficult to detect. An effective
method to solve this problem should be designed for future work.

We are also sure that the method is easily combined with the approach
using user’s information because it only use basic information of transaction. In
future work, we will implement this hybrid approach in real service. The hybrid
approach is expected to improve the effectiveness of the detection system in terms
of not only on precision and resistance against the wrong user information.



176 P. Bangcharoensap et al.

2-STEP MAD CD
0.00

0.05

0.10

0.15

0.20

0.25

0.30

N
D
C
G

(a) NDCG where p = 100

2-STEP MAD CD
0.00

0.05

0.10

0.15

0.20

0.25

0.30

N
D
C
G

(b) NDCG where p = 500

Fig. 5. NDCG of 2-STEP, MAD, and community detection-based model [10]

6 Related Work

This section surveys related work focused on detecting online auction fraud. Over
the last decade, online auction fraud has become one of the most serious Internet
crimes; therefore, it has attracted much attention from many researchers. One
of the first attempts was presented by Shah et al. [13]. They analyzed bidding
strategies on eBay and revealed normal characteristics of online auction fraud-
sters. An association analysis was adopted to find cases of likely shilling behavior.
However, they did not propose any systematic schema that can be used in large
scale system. Rubin et al. [12] proposed statistical models based on observed
fraudulent behaviors. Their statistical bidder profiles are based on suspicious
patterns in which shilling bidders are strongly associated with sellers, and shills
rarely win auctions. Recently, supervised machine learning techniques have been
used. Tsang et al. [16] used the C4.5 algorithm in WEKA to detect fraudulent
bidders based on their bidding history. In general, these two research tried to
propose a set of rules to detect fraudsters. However, sophisticated fraudsters
usually have very flexible, adaptive, and various strategies. Therefore, it would
be difficult to detect fraudsters via generalized rules — as the Vapnik’s principle
that when trying to solve some problem, one should not solve a more difficult
problem as an intermediate step [3]. Yoshida and Ohwada [19] used a one-class
support vector machine (SVM) and a decision tree to learn bidding attributes
based on bidding history and user’s evaluation results. In real world-wide-web
situations, fraudsters can easily control and lie in their profile and rating. If
a fraud detection system deeply rely on the user’s inputs, these miss-leading
information would easily defeat the precision of the system.

Many recent attention has focused on graph-based approach since objects in
graph have long-range correlations [2]. Markov random field modeling was used
to solve this problem [4,11] in which belief propagation was used to detect near
bipartite cores in an undirected graph, which was expected to be an abnormal
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pattern. However, fraudsters in our dataset rarely form the near bipartite core
structure, then this schema could not be effectively used in our context. In
2012, Shi-Jen et al. [8] adapted PageRank and k-core clustering algorithm to
detect collusive groups in online auction. As shown in Section 4.3, the eigenvector
centrality, which PageRank is derived from, exhibited unpleasant results in our
dataset.

Online auction fraud detection can be recognized as a member of anomaly
detection problem. A large body of literature has investigated the potential of
graph-based anomaly detection algorithm. Akoglu et al. discovered several rules
in graph-based features from 1-step neighborhood around a node [1]. Therefore,
fraud or anomaly score of a node depends on only 1-step neighbors. In contrast,
our information propagation-based models can better use long-range correlations
of objects in a graph. In 2010, Viswanath et al. demonstrated that community
detection algorithm can be utilized to avoid multiple identity, or Sybil, attacks
[17]. Sybil are malicious attackers who create multiple identities and influence
the working of systems that rely upon open membership such as collaborative
content rating and recommendation system. It is noticeable that Sybil and our
focused fraudsters share a common behavior that they are groups of identities
aiming for committing unacceptable activities. The scheme works by detecting
local communities around trusted nodes because Sybil nodes tend to poorly con-
nected to the rest of network. In another word, they assume that the homophily
behavior tends to happen. In addition, the homophily behavior was employed in
the area of social security [18] and accounting fraud detection [9]. Please refer to
Akoglu et al.’s survey [2] for more extensive review about graph-based anomaly
detection.

As described in Section 1, homophily behavior tends to occur in online auction
fraud networks. There is a very high tendency that online auction fraudsters have
connections together. Even if, the behavior has been widely used to solve many
fraud detection problems, to the best of our knowledge, there is no publication
that focused on such behavior for online auction fraud detection. The homophily
behavior is analogous with one of the main principle concepts of graph-based
SSL models. Therefore, this work proposed a graph-based SSL model for online
auction fraud detection.

7 Conclusion

We proposed an online auction fraud detection approach involving the extension
of a graph-based semi-supervised learning model. The development of our app-
roach was motivated by the homophily behavior of fraudsters. We extended the
modified adsorption model to propagate information from a small set of known
fraudsters to the entire graph. We found that fraudsters tend to have many
heavy interactions with neighbors. We integrated this suspicious social behavior
into this extended model, which we call the 2-STEP model. The experiments,
on real-world data, suggest that our approach significantly improves accuracy.
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Abstract. As consumers of television are presented with a plethora of
available programming, improving recommender systems in this domain
is becoming increasingly important. Television sets, though, are often
shared by multiple users whose tastes may greatly vary. Recommenda-
tion systems are challenged by this setting, since viewing data is typically
collected and modeled per device, aggregating over its users and obscur-
ing their individual tastes.

This paper tackles the challenge of TV recommendation, specifically
aiming to provide recommendations for the next program to watch
following the currently watched program the device. We present an
empirical evaluation of several recommendation methods over large-scale,
real-life TV viewership data. Our extentions of common state-of-the-
art recommendation methods, exploiting the current watching context,
demonstrate a significant improvement in recommendation quality.

1 Introduction

In recent years, online experiences have made increasing use of recommendation
technology and user modeling techniques. Media sites recommend what to read,
music streaming sites recommend what to listen to, VOD subscription services
recommend what to watch, and more. In many of these instances, recommen-
dation effectively transforms an online service to be personalized - tailored to
its single or primary user. This occurs when recommendations are exposed in
an experience consumed through a personal device such as a smartphone or a
laptop, or when they are exposed on personal accounts such as a social net-
work account. However, in other cases recommendation technology is applied in
settings where multiple users share an application or device. Examples include
game consoles or high end smart TVs in household living rooms, family accounts
in VOD subscription services or eCommerce sites, and shared desktops or tablets
in homes. These multi-user cases represent a challenge to recommender systems,
as recommendations given to one user may actually be more suitable for another
c© Springer International Publishing Switzerland 2015
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user. In general, the utility of recommendations in multi-user settings is lower,
sometimes to the point of frustrating users when the recommendations they
receive are dominated by items suitable for others.

This paper tackles the TV recommendation problem by applying context to
implicitly disambiguate the user, or users, that are watching it. Specifically, we
address the household smart TV situation, where a television set runs software
that identifies what is watched on it, and taps that knowledge to recommend
to its owners what they should watch at any given time. Obviously, individual
household members may have very different viewing habits and tastes. Further-
more, when certain combinations of household members watch TV together, they
may watch programs that differ from what any of them would have watched
alone. Thus, every combination of viewers at any time may require different
recommendations.

A key observation we tap is that often viewers watch multiple programs
in succession, in what we call a TV viewing session. Thus, a given watched
show influences our prior belief over the show that might be watched next. The
data at our disposal does not identify which household members were watching
television at any point in time, hence we measure the accuracy of predicting
the next watched show – as is common in offline evaluation of recommendation
algorithms, we associate improved prediction with better recommendation.

Our methods decouple the recommendation from the learning algorithm that
produces the model. Essentially, we exploit models produced by context-less learn-
ing in order to produce contextual recommendations. This allows our recom-
mender to easily work with any learning component that maps users and items
to low-dimensional vectors, and to benefit from any optimization improving this
component. Specifically, trained models leverage the currently watched show as
context for recommending the next show to watch, without changing how mod-
eling is performed. To determine the affinity of the individual(s) watching the
device and a show, we perform a simple 3-way product of the vectors representing
the device, the currently watched show (context), and the shows to potentially
watch next (items). The context enables the algorithm to recommend signif-
icantly more relevant watching options than those output by state-of-the-art
context-less recommenders.

We implemented a recommender system, WatchItNext, that demonstrates
the usefulness of our methods on top of two learning models: Latent Factor
Modeling and Latent Dirichlet Allocation. We provide an empirical analysis of
WatchItNext on two recommendation scenarios: (1) exploratory setting focusing
on recommending items which have yet to be consumed by a user (e.g., for a rec-
ommended TV series, no episode has been previously watched1), and (2) habitual
setting where recommendations also include items that were previously watched
on the device (such as previous episodes of a series). Using large-scale real-life
offline viewing data, which processed 4-months long viewing histories of 340,000
devices, we demonstrate improvements over these two TV recommendation sce-
narios. Our personalized and contextual recommendation methods significantly

1 We model viewing patterns at the series level, not at the episode level.
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outperform personalized non-contextual as well as contextual non-personalized
baselines.

The rest of this paper is organized as follows. Section 2 surveys background
and related work. Section 3 presents the algorithms used to tackle the problem.
Section 4 details the experimental setup and Section 5 reports our experimental
results. We conclude in Section 6.

2 Background

This section describes two methods that serve as building blocks in our algo-
rithms section, followed by a review of previous work related to the TV and in
general, the multi-user device recommendation problem.

2.1 Building Blocks

Latent Factor Model (LFM). Collaborative Filtering methods analyze rela-
tionships and interactions between users and items according to consumption
patterns or user ratings. Latent Factor Modeling is a common approach in this
field [19]. Following the assumption that the underlying behavioral pattern is
low-rank, LFM approximates a user-item relationship matrix as a multiplication
of two low rank matrices, one representing the users and the other representing
the items. Therefore, a (latent) vector ū ∈ R

n is assigned for each user, and
another vector ī ∈ R

n for each item. The recommendation score for user u and
item i is computed by the inner product of the corresponding vectors, 〈ū, ī〉.
Often, the latent vectors are modeled using an iterative optimization process,
such as gradient descent.

Latent Dirichlet Allocation (LDA). Latent Dirichlet Allocation is a gener-
ative probabilistic model of a corpus, originally proposed for modeling text doc-
uments [9]. The intuition behind this model is that documents exhibit multiple
topics, which are distributions over a fixed vocabulary W . The LDA algorithm
performs data analysis to compute an approximation of the conditional distri-
butions of the hidden variables (topics), given the observed variables (words of
the documents). In its standard application, LDA gets as input a set of doc-
uments, along with their bag-of-words representation, often represented as a
sparse matrix in which the (i, d) entry is the number of times the word i appeared
in the document d. It produces a set of n topics, where each topic is a multi-
nomial distribution vector in R|W | representing the probability of each word to
appear in a document discussing that topic. The documents’ latent topics can
later be inferred according to the words they contain.

2.2 Related Work

Standard recommender systems log viewing history per device. A possible app-
roach to enhance personalization in multi-user devices is using context-aware
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and in particular time-aware recommender systems. In the smart TV use case,
this is backed by the assumption that each member of the household has regular
time slots in which she watches TV. For example, children are more likely to
watch TV in the afternoon than late at night.

We review the general context-aware approach, existing video and TV content
recommendation systems, and some papers that handle the multi-user problem
in other domains, and compare these solutions with ours.

Context-Aware Recommendations. Context-Aware Recommender Systems
(CARS) exploit information on the situation in which the user is interacting with
the system to improve rating predictions and provide more relevant personal-
ized recommendations. Adomavicius et al. [1,2] distinguish three main types of
CARS: (1) those based on pre-filtering, which select the data that will be mod-
eled according to the target recommendation context, (2) those based on post-
filtering, which adjust the recommendation, e.g., by filtering or weighting the
recommendations according to the target context, and (3) those based on con-
textual modeling, which incorporate contextual information into the model itself.
Both pre- and post-filtering have the advantage of using any non-contextual algo-
rithm while providing context-aware recommendations.

Pre-filtering techniques such as item splitting [5] and micro-profiling [3,21]
generate contextual models based only on the relevant items or users data, which
may be sparse. These techniques also require knowing the explicit context, while
in some cases the context can only be derived implicitly.

Many works devise new contextual modeling algorithms. Some are for gen-
eral purpose, such as tensor factorization [17,22], factorization machines [20],
and context-aware factorization [4,14,16]. Others specifically aim at improv-
ing music recommendations [13] by extending the LDA model, improving Web
search ranking via incorporating context into factorized models [23,25] or learn-
ing a variable length Hidden Markov Model [10]. These algorithms are often
complex, introduce a large number of model parameters to be learned, and are
mostly not available as off-the-shelf solutions.

Our work adopts a two-phase post-filtering approach. We compute an initial
score while considering the current item context, and then weigh this score using
the time of day as an additional context. The advantage of our approach is that
it allows us to leverage available contextual information while using a standard
non-contextual model.

Time-aware recommender system utilize the time as the main context of the
recommendation. The main disadvantage of this approach is that it delineates a
static mapping between users or groups of users, which we refer to as entities, and
time slots. This is often not a valid assumption, as people may switch preferred
times for watching TV. Our proposed framework supports a dynamic approach,
which – in addition to the time of day – also relies on the currently watched
show as context for recommending the subsequent show to watch. Our main
assumption is that the currently watched show can implicitly serve as a dynamic
entity-proxy. For example, consider a morning in a household where either a child
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or an adult is watching the TV. Whether the current show is “Good Morning
America” or “Dora the Explorer” should affect the recommendation of what to
watch next.

Xu et al. [26] uses LDA topic modeling in order to extract the browsing
context of users. Their recommendation algorithm differs from ours as it only
considers the similarity between the active browsing session (item context) and
browsing access patterns (items topics) without considering the model of the
active user.

Video and TV Recommendations. Video and TV content recommender
systems tackle the multi-user problem in different ways. Some systems, like [6]
ignore this problem, others [15,27] recognize that multi-user devices present
a challenge for personalized recommendations, but do not try to address this
issue. Netflix [11] and Android [18] suggest actively switching between users of
a single device, other TV content recommnders [7,30] also ask users to log-in
and collect their explicit feedback. Although it is technically possible for users
to identify themselves by signing into the device, very few users currently log-in
while watching TV.

Some recommendation systems for interactive TV platforms [29] utilize time
as context by performing tensor factorization on user-item-context tensor. In
contrast, our algorithm only trains simpler, non-contextual models, and applies
both temporal and sequential context when serving the recommendation.

YouTube also recomends users which video to watch next [8,12]. The problem
of video recommendation, however, is different as the inventory is not limited,
and more importanly the input is less noisy, since users must be active in choosing
the video, and the system can leverage explicit feedback by the users.

Recommending to a Multi-User Device. Television sets are a prime exam-
ple of multi-user devices, however this setting is tackled also in other domains.

The work of Zhang et al. [28] focuses on the identification of users sharing
an account. They developed a model of composite accounts as a union of linear
subspaces, and then applied linear subspace clustering algorithms to identify the
users. They also defined a statistical measure of the compositeness of an account,
which is similar to our concept of device entropy (see Section 5.1). While their
model is built on top of explicit ratings provided by users, our work is based on
implicit signals.

A recent work by White et al. [24] explores personalized web-search on shared
devices. They present methods for identifying shared devices, estimating the
number of searchers on each device, and attributing new queries to individual
searchers. The estimated number is used to guide a k-means clustering in segre-
gating the device search log into logs of k searchers. A new query is assigned to
a cluster by applying a similarity score that is based on features such as topic,
time, and query length.
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Table 1. Recommenders’ Descriptions

Recommender Description

GeneralPop General popularity of item i
TemporalPop Popularity of i at time-of-day t
SequentialPop Popularity of i watched after c
DevicePop Popularity of i within device d
DevicePop + X DevicePop combined with a recommender X
LFM Latent Factor Model with stochastic gradient descent
LDA Latent Dirichlet Allocation applied as an LFM recommender
SequentialLFM/LDA LFM/LDA with sequential context
TemporalLFM/LDA LFM/LDA with temporal context
TempSeqLFM/LDA LFM/LDA with both sequential & temporal contexts

3 Algorithms

This section describes the recommendation methods that were employed and
compared in this work. We start by presenting in Section 3.1 several sim-
ple memory-based approaches that are popularity-oriented. Each of these
approaches focuses on a different aspect of the data, such as the time-of-day,
the current item being watched, and the history of a given device. The objec-
tive of these memory-based recommenders is to examine the potential power of
various signals by putting them to use with basic and simple approaches. These
methods serve as baselines in our evaluation section. We continue by describing
in Section 3.2 how two collaborative-filtering methods are employed in order to
produce personalized recommendations: one is a Latent Factor Model (LFM) and
the other harnesses the Latent Dirichlet Allocation (LDA) algorithm. Finally, we
describe in Section 3.3 how the contexts of the currently watched item and the
time of day context are incorporate into these personalized methods. The way
we utilize the context of the currently watched item is a main contribution of
this work. It explains how we extend the standard factorization inner product
into a 3-way score calculation that exploits the available knowledge of what is
being watched on top of a conventionally trained non-contextual model. Table 1
summarizes the recommenders we experimented with including their high level
description.

3.1 Memory-Based Popularity Baselines

General Popularity. The General Popularity Recommender (GeneralPop) is
a simple memory based method. This recommender takes the portion of devices
that watched an item i to be i’s score for all devices, which makes it a non-
personalized recommender. The general popularity score for an item i is:

GeneralPop(i) = (#devices that watched i)/#devices
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Temporal Popularity. A natural refinement to GeneralPop is considering
the time when the recommendations are to be consumed. As different items
are popular at different times of day, refining the popularity measurement to
consider the time of recommendation is expected to improve the relevance of the
recommended items. The Temporal Popularity Recommender (TemporalPop)
measures the item’s popularity in a specific time-of-day t, relative to its general
popularity. It is a non-personalized recommender that for all devices calculates
the score of item i at time t as:

TemporalPop(i, t) = Popularity(i|t)/GeneralPop(i),

where Popularity(i|t) = #devices that watched i @time(t)
#active devices @time(t) , and the time(t) is an

aggregation of a one-hour-granularity time slot (e.g. 8:00-9:00) over all days
in the training data.

Sequential Popularity. The main contextual aspect of this work is what to
watch next after the current show. The Sequential Popularity Recommender
(SequentialPop) scores items according to their conditional popularity of being
watched sequentially after a specific item. Given the currently watched item c,
the score of an item i to be watched next, for any device is:

SequentialPop(i|c) =
#times i was watched after c

#times item c was watched

This method is non-personalized as the score reflects the popularity of watching
these two items in an ordered sequence independently of a specific device. We
also experimented with a personalized version of SequentialPop, that only counts
the number of times a given device d watched the two items consecutively, but
found the training data to be too sparse.

An additional natural baseline is a recommender that simply recommends
the next show on the same channel. However, since our data lacks the channel
information, we cannot determine whether the user actively changed the channel
or stayed on the same channel. The SequentialPop recommender is the closest
approximation of this baseline, as a high probability of two shows being watched
consecutively is a good indication of them airing on the same channel.

Device Popularity. The Device Popularity Recommender (DevicePop) relies
on the assumption that users re-watch items they already watched in the past.
As such, it fits well to the habitual setting that include recommendations of items
previously watched by a given device. DevicePop is a personalized memory based
method in which the score for device d and item i is:

DevicePop(d, i) = #times device d watched item i

The weak spot of DevicePop is on items that were seldom or never watched before
on a given device d, as DevicePop will induce score ties between large sets of
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such items. In order to overcome DevicePop’s inability to differentiate between
such items, we often combined it with an additional recommender by adding
their scores together. We denote such combinations as DevicePop + X, where X
is the combined recommender. Note that DevicePop is clearly not suitable for
the exploratory setting and was not tested in it.

3.2 Collaborative Filtering Methods

As basic personalized recommenders, we use two methods that rely on latent
factors or topics: the first is a Latent Factor Model and the second is an applica-
tion of Latent Dirichlet Allocation. Both methods output two matrices as their
resulting models: a |D|×n matrix MD and an n×|I| matrix MI , where D and
I are the sets of all devices and items respectively. Each row of MD and each
column of MI are vectors corresponding to a device and an item respectively.
We denote the matrix vectors corresponding to device d and item i as MD

d (row)
and MI

i (column) respectively. n is the selected latent dimension that represents
n latent factors or topics. In our experiments we found the value n=80 produces
the best results. The standard LFM inner product of MD

d and MI
i reflects the

affinity between d and i. Formally, if d̄ = MD
d and ī = MI

i , the recommendation
score is calculated as:

R(d, i) = 〈d̄, ī〉 =
∑n

k=1
d̄k · īk (1)

LFM with Stochastic Gradient Descent. As a state-of-the-art recommen-
dation method we used LFM optimized using Stochastic Gradient Descent. The
cost function we used for optimization is a log-sigmoid function that penalizes
watched items with a low score and non-watched items with a high score:

cost(d, i) =

{
−log(Sig(R(d, i))), if d watched i,

−log(1 − Sig(R(d, i))), otherwise,

where Sig(x) = 1
1+e−x and R(d, i) is the score depicted in Equation 1. To avoid

overfitting, we used early-stop validation to determine the number of training
iterations. This approach is denoted as LFM in the rest of the paper.

LDA as a Collaborative Filtering Recommender. To apply LDA on TV
data, every device in the data is considered to be an input document for LDA and
every item watched by that device is considered to be a word in that document.
Multiple watches of the same item by a device correspond to a word appearing
multiple times in the document. LDA’s assumption that documents belong to
multiple topics fits our case well – often multiple users, possibly with varying
tastes, share the same TV set. Different combinations of the viewing users may
have different “topics” of interest, or “tastes”, that describe a given device.
LDA models each device as a mixture of topics that relate to the combinations
of entities that share the device.
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We used an existing LDA implementation2 to produce the MI matrix from
which we inferred the MD matrix. Each row in MD corresponds to the proba-
bilities of a given device to watch each of the n latent topics and each column in
MI corresponds to the probabilities of a given topic to generate a view of each
of the items in the data. In other words, MD

d,k = P (k|d) and MI
i,k = P (i|k).

Thus, applying Equation 1 on d̄ = MD
d and ī = MI

i provides an estimation of
the probability that item i will be watched on device d:

R(d, i) =
∑n

k=1
d̄k · īk =

∑n

k=1
P (i|k) · P (k|d) = P (i|d)

3.3 Contextual Personalization

Personalization Using Sequential Context. Equation 1 considers only the
device d and the item i. Given that we also know the context of a currently
watched item c, we can combine it into the recommendation score. Our assump-
tion is that MI

c , the latent representation of c, can provide information regarding
the “taste” of the entity currently watching it. Intuitively, promoting agreement
with c may refine the reliance on the latent representation of the device, which
encapsulates together the “tastes” of multiple viewers. We thus extend the stan-
dard inner product calculation into a 3-way calculation that takes c into account.
This contextual recommendation score is the sum of the triple element-wise prod-
uct of the vectors d̄ = MD

d , c̄ = MI
c , and ī = MI

i :

R(d, i, c) =
∑n

k=1
d̄k · c̄k · īk (2)

As LFM model values are often negative, we normalized LFM ’s model MI

by adding the absolute value of MI ’s minimal entry to all entries, resulting
with all non-negative item factors. The MD model is unaffected and may con-
tain negative values. This normalization makes sure that for a negative user
factor d̄k, the final score will decrease as the item factors c̄k and īk increase
and vise versa. Without this normalization, the final score would have decreased
when all three factors agree with negative values (multiplication of 3 negative
values). Note that for using Equation 2 there is no need to change the training
procedure or the existing models MD and MI . The modification is only in how
the recommendation score is computed. We denote applying the sequential con-
text of the currently watched item on LFM and LDA as SequentialLFM and
SequentialLDA.

Personalization Using Temporal Context. To apply temporal context into
our personalized recommenders we take a post-filtering contextual approach.
Basically, we combine a given recommender with the temporal context by mul-
tiplying the recommendation score R(d, i) with the TemporalPop score of item

2 LDA package by Daichi Mochihashi, NTT Communication Science Laboratories,
http:// chasen.org/%7Edaiti-m/dist/ lda/

http://chasen.org/%7Edaiti-m/dist/lda/
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i at time t. Thus, we promote items in times of the day when they are more
popular while maintaining the personalized aspect. In case R(d, i) < 0 we divide
R(d, i) by TemporalPop so that a high TemporalPop score will improve the rec-
ommendation score by making it “less negative”. For example, for LFM :

TemporalLFM(d, i, t) = Temporal(R(d, i), i, t) = . . . (3)

=

{
R(d, i) × TemporalPop(i, t), if R(d, i) ≥ 0,
R(d, i) ÷ TemporalPop(i, t), otherwise.

where R(d, i) is the non-contextual LFM score. We denote the LFM and
LDA recommenders, combined with a temporal context as TemporalLFM and
TemporalLDA.

Temporal and Sequential Context Composition. It is simple to combine
the temporal context on top of a sequential context recommender. For exam-
ple, applying both on the LFM recommender is a composition of the temporal
context function over the SequentialLFM score:

R(d, i, c, t) = Temporal(SequentialLFM(d, i, c), i, t)

in accordance with Equations 2 and 3. The composition of temporal context over
SequentialLFM and SequentialLDA is denoted as TempSeqLFM and TempSe-
qLDA, respectively.

4 Experimental Settings

4.1 The Data

Our analysis is based on broadcast viewership data that is collected from smart TV
devices in households within the United States. The raw data is comprised of a set
of device id, item id, timestamp triples. The item id uniquely identifies a series, not
a specific episode. Neither the identity of the individual watching the show nor the
channel on which the show is being broadcast are available to us.

Data was collected for 340,000 devices, which watched 19,500 unique items
over a period of 4 months in early 2013 (exact numbers are reported in Table 2).
We consider the first 3 months as training data – composed of more than 19 mil-
lions device-item pairs, while the last month is used as a test set. In the habitual
setting, the test set includes all instances of consecutively watched items – a total
of 3.8 million item pairs. The exploratory setting considers only consecutive items
whose latter item was not watched by the device in the training data. There were
1.7 million consecutive item pairs in the test set of this setting.
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Table 2. Data set numbers

Total Train Test

Months 4 3 1
Devices 339,647 339,647 311,964
Items 19,546 17,232 11,640

4.2 Emulating Inventories

A TV recommender system ranks items from an inventory of shows available
in a given context. However, the actual inventory available at each household
depends on its location (for local channels), provider (cable, satellite), premium
channel selections, subscriptions, and more. Our data lacks this information. We
therefore need to emulate the unknown inventories.

In the evaluation stage, we go over pairs of items watched on a device in
succession in the test set. Given a device d, a pair of consecutive items 〈c, i〉
watched by d in the test set, and the time t, (when the device finished watching
c and started watching i), we emulate Ic,t, the inventory of items available for
watching after c at time t, as the set of all shows j that were watched by some
device while d watched i. In addition, we require that for every show j ∈ Ic,t,
the pair 〈c, j〉 has been watched consecutively by some device in the entire data
set (train and test portions). This procedure approximates the real TV lineup
at time t on devices where show c is available. In the habitual setting, this
procedure results in inventories comprising of 390 items on average. In addition,
in the exploratory setting, items watched by the device in the training data are
removed from the inventory for this specific device. This reduced the average
size of inventories to 345 items.

4.3 Evaluation Metric

The metric used in our empirical evaluation is the Average Rank Percentile
(ARP) metric. ARP measures how high (on average) the show actually watched
next by the device was ranked by the recommender. Formally, given consecutive
items 〈c, i〉 watched at time t by device d, we generate the inventory Ic,t and
then rank all items j ∈ Ic,t using the model scoring function R(d, j, c, t). The
rank percentile is computed as (|Ic,t| − r(i) + 1)/|Ic,t|, where r(i) is i’s rank in
the output of the model. ARP is the average rank percentile over all pairs of
consecutive items.

Since each recommendation instance ranks an inventory containing exactly
one “correct” answer (the show actually watched next), the per instance rank
percentile is identical to the well-known Area Under the ROC Curve (AUC) met-
ric on the ranked inventory. ARP is also somewhat similar to the well-known
Mean Reciprocal Rank (MRR) metric; however, MRR values across multiple
instances are comparable only when the lengths of the ranked lists are fixed.
Since inventory sizes vary across different sequential and temporal contexts, the
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(a) Sequential context effect (b) Profile diversity effect

Fig. 1. Attributing context to users (exploratory setting)

percentile in which the correct item is ranked is a better reflection of recommen-
dation accuracy than its reciprocal rank.

From the ranked inventory list only k items are presented to the users. While
in general these are the top-k items, the recommender system might apply a
diversification policy or some filtering (like in the case the user asks only for a
specific genre) that results in presenting items that are not at the top of the
list. Therefore, we prefer the ARP metric for measuring the quality of the entire
ranking over other popular metrics such as recall and precision @k that focus
on the quality of its top.

5 Experimental Results

5.1 Attributing Context to Users

We begin by establishing the usefulness of the currently watched show as
a context for recommending what to watch next. To this end, we com-
pared several variations of LFM and LDA in sequential context (according to
Equation 2): (a) using the currently watched item, (b) using a random item pre-
viously watched on the device, and (c) using no context. Figure 1a depicts the
performance of these recommenders. The improvement in recommendation qual-
ity is clear when using the sequential context item, raising the ARP by almost
10% over LDA, and by almost 6% over LFM. Interestingly, using as a context
an item randomly chosen from shows previously watched on the device performs
worse than using no context at all. This demonstrates the importance of using
the context item from the current viewing session and not an arbitrary item.

To further establish how accurately we attribute the context to a specific user
we examine the performance of our recommenders as a function of the number of
topics in the device, namely the device topical entropy. Intuitively, entropy gives
an approximate measure of how diverse are the tastes of the users watching the
device. Lacking the information on the number of users per device, we assume
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Fig. 2. ARP in the exploratory setting

a correlation between the taste diversity (number of topics) and the number of
users sharing the device.

We use LDA’s model MD to compute the following entropy measure for a
device d:

Hd =
∑

0≤k≤n
−P (k|d) × logP (k|d),

where P (k|d) = MD
d,k∑

0≤k′≤n MD
d,k′

. In other words, P (k|d) is the probability that

device d belongs to topic k. A zero entropy value means that the device’s users
span only a single topic with greater than 0 probability. On the other hand, a uni-
form distribution of viewed topics on a device maximizes the entropy. For exam-
ple, when entropy is around 4.5, significant topic probabilities are distributed
across more than 24.5 = 22 different topics. Figure 1b depicts the ARP of devices
as a function of their topic distribution entropy. To reduce noise, the results are
smoothed – each data point (x, y) represents a “sliding window”, corresponding
to the average ARP of 200 devices whose median entropy was x.

ARP results for non-contextual LDA demonstrate how hard the recommen-
dation problem is across topical entropy ranges. Devices with low entropy val-
ues are more predictable and easier for recommendation generation. As entropy
values rise, the taste variance (entropy) increases and the recommendation task
becomes more difficult. As can be seen, SequentialLDA dominates LDA across all
entropy ranges. In addition, as device entropy increases, the drop in performance
is steeper for the non-contextual recommender. This implies that especially when
device predictability is low (high entropy), relying on the currently watched
item as context for recommendation increases precision. SequentialLDA main-
tains solid results (ARP > 0.7) even for the highest entropy values, where non-
contextual LDA degenerates almost to a random recommender (ARP of ∼ 0.5).
The results are shown only for LDA-based recommenders in the exploratory
settings, but are consistent with their LFM and habitual settings counterparts.

5.2 The Exploratory Setting

In the exploratory setting, a recommender should rank items that were never
watched on a given device. Figure 2 shows the performance of LFM and LDA
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(a) Memory-based and LDA baselines
with different contexts

(b) DevicePop combined with various
recommenders

Fig. 3. ARP in the habitual setting

using different combinations of context, in comparison to the baseline recom-
menders (on the left-hand side).

One can notice that the performance of the SequentialPop baseline recom-
mender are not so high. We conclude that a recommender that simply rec-
ommends to stay on the same channel will come up with similar results. Our
non-contextual LFM and LDA recommenders are also comparable with Sequen-
tialPop. Sequential context is shown to improve performance for both LFM and
LDA. Adding temporal context to non-contextual recommenders yields a greater
improvement, surpassing the TemporalPop baseline. The clear winner in both
cases is the recommender that combines both sequential and temporal context:
TempSeqLDA displays a 27.5% ARP increase over the non-contextual LDA.

5.3 The Habitual Setting

Figure 3 displays ARP results for the habitual setting. Looking at Figure 3a,
we find that adding sequential context to the LDA recommender gives a minor
increase in accuracy, while adding both contexts (TempSeqLDA) gives a 11.3%
increase over LDA and a 9% increase over SequentialLDA. In general, the habit-
ual setting is considered to be easier as users exhibit repeated consumption
patterns of TV shows. This can be observed in the relatively strong performance
of non-contextual methods. Still, when considering these methods as baselines,
the advantage of combining them with context is evident.

DevicePop is expected to be a solid recommender in the habitual setting.
However, its main weakness is dealing with previously non-watched items. To
counter this weakness, we experimented with combining DevicePop with other
recommenders. Figure 3b shows results for four such combinations. Combining
DevicePop with LDA and SequentialLDA increase ARP by 7.7% and 14% respec-
tively. Combining DevicePop with TemporalPop yields a 18.7% increase in ARP,
surpassing TempSeqLDA, which is given for reference on the left-most column.
Finally, combining DevicePop with TempSeqLDA achieves an ARP > 0.9, which
demonstrates the power of employing all contexts together.
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6 Conclusions and Future Work

This work addresses the recommendation challenge presented by multi-user
Smart TV devices through leveraging available context. We show how existing
personalization models can tap real time information – temporal and sequential
contexts – to significantly improve the recommendation quality of the program
to watch next on the device. Specifically, we extend the common matrix factor-
ization inner-product recommendation score into a 3-way product calculation
that considers sequential context – namely, the currently watched item – with-
out changing the standard learning procedure or model.

Our experiments demonstrate that using context significantly improves
recommendation accuracy, in both memory-based and collaborative filtering
approaches; and that per context used, collaborative filtering schemes outper-
form the corresponding memory-based counterparts. The positive contribution of
context is due to it “narrowing” the topical variety of the program to be watched
next on the device. While tapping temporal context alone performs quite well in
both the exploratory and habitual settings, enhancing it with sequential context
results in significant additional accuracy gains. Finally, in the habitual setting,
which is typical for TV, prediction accuracy improves when explicitly accounting
for repeated item consumption patterns.
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Abstract. Most hypothesis testing in machine learning is done using the
frequentist null-hypothesis significance test, which has severe drawbacks.
We review recent Bayesian tests which overcome the drawbacks of the
frequentist ones.
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1 Introduction

Hypothesis testing in machine learning (for instance to establish whether the
performance of two algorithms is significantly different) is usually performed
using frequentist tests.

The highly-cited tutorial by [1] makes some important points. It recommends
non-parametric rather than parametric tests for comparing multiple classifiers
on multiple data sets. The advantages of the non-parametric approach are that
they do not average measures taken on different data sets; they do not assume
normality; they are robust to outliers. In particular, [1] recommends the signed-
rank test for the pairwise comparison of two classifier over multiple data sets and
the Friedman test for the comparison of multiple classifiers over multiple data
sets. Modern procedures for the multiple comparisons are discussed in [1,2]. They
control the family-wise error rate (FWER) while providing more power than the
traditional Bonferroni correction. Both [1,2] assume the post-hoc analysis of
the Friedman test to be based on the mean-ranks test. When comparing two
algorithms A and B, the statistic of the mean-ranks test is proportional to the
difference between the average rank of A and B, RA − RB . In a recent note [3],
we recommend instead to avoid the mean-ranks test, as both RA and RB depend
on the performance of the other algorithms included in the original experiment.
This can make the results non-repeatable. For instance the difference between
A and B could turn out to be significant if the pool comprises algorithms C,
D, E and not significant if the pool comprises algorithms F, G, H. We instead
recommend using the sign-test or the Wilcoxon signed-rank test, whose outcome
only depends on the performance of A and B.
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 199–202, 2015.
DOI: 10.1007/978-3-319-23461-8 13



200 G. Corani et al.

However such tests are based on the frequentist framework of the null-
hypothesis significance tests (NHST). The NHST controls the Type I error,
namely the probability of rejecting the null hypothesis when it is true. When
multiple comparisons are performed, the NHST approach prescribes to control
the family-wise error rate, namely the probability of finding at least one Type I
error among the null hypotheses which are rejected. Yet null hypothesis signifi-
cance testing has severe drawbacks.

Consider analyzing a data set of n observations with a NHST test. The sam-
pling distribution used to determine the critical value of the test assumes that
your intention was to collect exactly n observations. If your intention was differ-
ent (for instance in machine learning you typically compare two algorithms on
all the data sets that are available) the sampling distribution should be changed
to reflect your actual sampling intentions [4]. This is never done, given the dif-
ficulty of formalizing one’s intention and of devising an appropriate sampling
distribution. This problem is thus important but generally ignored.

NHST can reject the null hypothesis or fail to reject it, but it cannot verify the
null hypothesis. In other words, it does not provide any measure of evidence for
the null hypothesis. Within the NHST framework accepting the null hypothesis
is a weak decision: it does not mean that the null hypothesis is true.

NHST decisions are taken on the basis of the chosen significance α, namely
the probability of rejecting the null hypothesis when it is true. Usually one sets
α=0.01 or 0.05, without having the possibility of a sound trade-off between Type
I and Type II errors.

Bayesian hypothesis tests overcome these issues. The computation does not
depend on the intention of the person who collected the data. The Bayesian test
returns the posterior probability of the null and the alternative hypotheses. This
allows to take decision which minimize the posterior expected value of the loss
(posterior risk). For instance [5] reviews how to obtain Bayes-optimal decisions
for a variety of different loss functions.

In [6] we proposed a Bayesian counterpart of the signed-rank test, which
is the recommended test for comparing the score of two classifiers on multiple
data sets. To devise this non-parametric test we adopted the Dirichlet process,
which is often used in Bayesian non-parametrics. By means of simulations on
artificial and real world data, we use our test to decide if a certain classifier is
significantly better than another. The Bayesian and the frequentist signed-rank
(α=0.05) take the same decisions only when we assume the Type I error to be 19
times more costly than the Type II error. In this case, the optimal decision is to
declare that classifier Y is better than classifier X when the posterior probability
of this hypothesis is greater than 1−α = 0.95. For any other different cost setting
the frequentist test is tied to control the Type I error, fixing α = 0.05. Instead
the Bayesian decision rule allows to minimize the posterior risk. The rule for
optimal decisions (accepting or rejecting the null hypothesis) is equivalent to
that of cost-sensitive classification [7]. For any other setting of the costs, the
Bayesian test incurs lower costs than the frequentist test.
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Assume now that the two classifiers have been assessed via cross-validation
on a collection of data sets D = {D1,D2, . . . , Dq}. One has to decide if the
difference of accuracy between the two classifiers on the multiple data sets of D
is significant. The signed-rank test both in its frequentist and Bayesian variant
considers only the mean difference of accuracy measured on each data set, ignor-
ing the associated uncertainty of the cross-validation estimates obtained on each
data set.

In [8] we propose a test which performs inference on multiple data sets
accounting for the correlation and the uncertainty of the estimates yielded by
cross-validation on each data set. Our solution is based on two steps. First we
develop a Bayesian counterpart of the correlated frequentist t-test [9], which is
the standard test for analyzing cross-validation results. Under a specific match-
ing prior the inferences of the Bayesian correlated t-test and of the frequentist
correlated t-test are numerically equivalent. The meaning of the inferences is
however different. The inference of the frequentist test is a p-value; the inference
of the Bayesian test is a posterior probability. The posterior probabilities com-
puted on the individual data sets can be combined to make further Bayesian
inference on multiple data sets.

After having computed the posterior probabilities on each individual data
set through the correlated Bayesian t-test, we merge them to make inference on
D. We model each data set as a Bernoulli trial (borrowing the intuition of [10]),
whose possible outcomes are the win of the first or the second classifier. The
probability of success of the Bernoulli trial corresponds to the posterior proba-
bility computed by the Bayesian correlated t-test on that data set. The number
of data sets on which the first classifier is more accurate than the second is a
random variable which follows a Poisson-binomial distribution. We use this dis-
tribution to make inference about the difference of accuracy of the two classifiers
on D. We are unaware of other approaches able to compare cross-validated clas-
sifiers on multiple data sets, accounting for the correlation and the uncertainty
of the cross-validation estimates.

When comparing multiple classifiers, the recommended frequentist approach
is the Friedman test. If it rejects the null hypothesis, one runs a procedure for
multiple comparisons. A problem also of the modern procedures for multiple
comparisons [1,2] is that they simplistically treat the multiple comparisons as
independent from each other. But when comparing algorithms {a, b, c}, the out-
come of the comparisons (a,b), (a,c), (b,c) are not independent.

In [11] we devised a Bayesian non-parametric procedure for comparing multi-
ple classifiers. Adopting again the Dirichlet process (DP) [12] as a model for the
prior, we first devised a Bayesian Friedman test. Then we designed a joint proce-
dure for the analysis of the multiple comparisons which accounts for their depen-
dencies. We analyze the posterior probability computed through the Dirichlet
process, identifying statements of joint comparisons which have high posterior
probability. The proposed procedure is a compromise between controlling the
FWER and performing no correction of the significance level for the multiple
comparisons. Our Bayesian procedure produces more Type I errors but fewer
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Type II errors than procedures which control the family-wise error. In fact, it
does not aim at controlling the family-wise error. We show the effectiveness of
this approach in a simulation of sequential model selection among a large number
of candidates (racing). Our procedure yields superior results compared to the
traditional frequentist procedure thanks to both ability to manage dependencies
among the multiple comparisons and to recognize equivalent models, narrowing
down the pool of competing models. To recognize that the models have equiva-
lent performance corresponds to verify the null hypothesis, which is impossible
within NHST.

2 Software

The software for all our methods is available from http://ipg.idsia.ch/software/.
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Abstract. Geolocated social media data streams are challenging data
sources due to volume, velocity, variety, and unorthodox vocabulary.
However, they also are an unrivaled source of eye-witness accounts to
establish remote situational awareness. In this paper we summarize some
of our approaches to separate relevant information from irrelevant chat-
ter using unsupervised and supervised methods alike. This allows the
structuring of requested information as well as the incorporation of unex-
pected events into a common overview of the situation. A special focus
is put on the interplay of algorithms, visualization, and interaction.
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1 Introduction and Problem Definition

Social media data comprises highly relevant information about events such as nat-
ural and technological disasters, crimes, and infectious diseases (e.g., see [1,2]).
Separating event-related data from noise such as chatter and speculations, how-
ever, is a challenging task. In this work, we summarize the contributions of our
former publications [3–6] regarding the interplay of interactive visualization and
(un)supervised machine learning approaches for gaining insights into massive,
real-time, geolocated message streams. From these contributions, a decision sup-
port system was built for (1) keeping an overview over the current situation,
(2) organize massive data streams while incorporating unexpected events, and
(3) adapt the selectivity and orchestration of filters to the current situation.
We further discuss on the synergistic effects between machine learning, infor-
mation visualization, and human-computer-interaction. The following primarily
addresses Twitter as a data source and public safety as the application domain
but the approaches are applicable to others streams and applications as well.

2 Stream-Enabled X-means Clustering for Textual Data

As a means to incorporate unexpected incidents into situation awareness, an
unsupervised approach is used to find potential real-world events by identifying
c© Springer International Publishing Switzerland 2015
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Fig. 1. Term usage clusters during a large earthquake in August 2011. The label size
indicates the cluster’s significance. Color indicates term relevance. By zooming in more
space becomes available, clusters disaggregate and smaller clusters are shown.

accumulations of similar term usage in social media. The assumption is, that
when people suddenly use similar words at the same location and the same time,
they might have observed something unusual. We developed a stream-enabled
variant of X-means to find such accumulations by clustering spatiotemporal coor-
dinates for each observed term separately [3]. For each term a set of clusters is
maintained. When a new message arrives, the cluster of each contained term is
updated by adding the message coordinate to the nearest cluster. If the variance
of the cluster exceeds a predefined threshold, it is split into two clusters. Because
the temporal dimension increases monotonously, old clusters can become ‘stale’
when they will never be selected as the nearest cluster due to the large temporal
difference. At this point, the stale cluster is evaluated for significance to dismiss
cluster centroids that only cover sparse regions related to noise in the data. The
criteria for significance are a low variance and the participation of multiple mes-
sage authors as a means to exclude spamming users. This approach guarantees
that spatiotemporally dense regions of similar term usage are covered by at least
one, usually more cluster centroids and each centroid is related to a location
instead of global chatter. The current state of the clustering is a list of locations
(cluster centroid) for each term and a significance (the cluster’s member count
and variance) that can be used directly to place tags on a geographical map,
using the significance for the font size (see Figure 1).

Overfitting as a Gift not a Curse. As indicated, our cluster splitting method
tends to overfitting by creating too many centroids, especially if a cluster is
spatially dense, but temporally elongated. This is an inherent problem of using
a fixed variance threshold as splitting criterion because it cannot discriminate
between, e.g., a sporting event in a stadium or a natural disaster covering a
whole county. Luckily, the explorative data visualization can make use of this in
order to offer a structural zooming interaction. In a global view all neighboring
tags of a term can be aggregated into a larger tag by summing their significance,
thus creating only one but larger tag. When users explore an area by zooming
into it, the aggregation is less pronounced and reveals the geographical extent of
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Fig. 2. New York influenza epidemic, January 2013. To filter the stream (a) for mes-
sages indicating illness we apply a pre-trained symptom classifier (b). Narrowing the
results further with a term-based ‘flu’ filter (c) reveals all tweets indicating flu symp-
toms (d).

the event. The same benefit exists in the temporal domain. When the observed
time frame is reduced, the amount of centroids used for creating tags is reduced
alike.

Statistical Means for Relevance Indication. A problem for the clustering
is, that there are ‘stable’ accumulations which are always dense enough to cre-
ate significant centroids, most notably the names of touristic sights and cities.
Social media authors will always use the terms ‘London’ and ‘Eye’ near the aptly
named Ferris wheel. While being certainly significant accumulations, they are
most often irrelevant due to missing novelty. Here, a temporal analysis can judge
the novelty of a cluster. One approach takes the local history of the term usage
and extracts the Seasonal and the Trend component using Loess (STL). If the
remainder component, not explained by season or trend, is significantly higher
than expected (z-score ≥ 2) the anomaly is considered novel [5]. Another app-
roach is a pre-calculation of a smooth measure for location-dependent document
densities for each term from a large collection of geolocated messages [4]. With
this measure, the current term frequency can be contrasted with the expected
value for this location. If deemed novel, the tag is highlighted in the tag map
(Figure 1).

3 Orchestrating Filters Based on Classification

Unsupervised learning methods like the described clustering are powerful means
to discover the unexpected. However, domain experts already have certain
hypotheses or specific topics to search for. For example, a disaster prevention
agency would be interested in catastrophe related information, while a health
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department might look for epidemics. To structure this a priori known informa-
tion need we apply supervised learning algorithms [6]. Here, historical data is
used to learn the vocabulary employed by social media authors to describe the
desired event types. After a related event occurred, the constantly recorded mes-
sage archive is filtered according to the location and time of the event and are
labeled by analysts as relevant or irrelevant regarding the topic, e.g., an earth-
quake, disease outbreak, or similar. The labeled subset of past observations is
then used to train a Support Vector Machine (SVM) classifier. A linear kernel
is sufficient due to the high dimensionality of textual data. With a graph-based,
interactive user interface the pre-trained classifiers can be loaded and combined
ad-hoc during the live-monitoring of a new event to cover a multitude of possi-
ble situations (see Figure 2). Here, the combinations of classifiers can be used to
assign messages to sets and track them throughout different views of the system
to structure the analysis and avoid information overload. To this end, the clas-
sifiers’ selectivity can be further adapted by the analysts through shifting the
SVM decision boundary. This allows an ad-hoc trade-off between precision and
recall.

4 Conclusion

Machine learning facilitates the exploration of massive spatiotemporal text
streams. While unsupervised techniques are means for aggregated overviews and
discovering the unexpected, supervised approaches can narrow down streams to
specific topics. Interactive interfaces with suitable visualization can adjust clas-
sifications without opening the black-box and make these techniques accessible
to domain experts without machine learning background. Moreover, interactive
visual means can turn common drawbacks like overfitting and model inflexibility
to strength—in our case by interactive structural zooming and model orchestra-
tion.

Acknowledgments. This work was supported by the BMBF project VASA project
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Abstract. Astrophysical experiments produce Big Data which need effi-
cient and effective data analytics. In this paper we present a general
data analysis process which has been successfully applied to data from
IceCube, a cubic kilometer neutrino detector located at the geographic
South Pole.

The goal of the analysis is to separate neutrinos from atmospheric
muons within the data to determine the muon neutrino energy spectrum.
The presented process covers straight cuts, variable selection, classifica-
tion, and unfolding. A major challenge in the separation is the unbal-
anced dataset. The expected signal to background ratio in the initial
data (trigger level) is roughly 1:106. The overall process was embedded
in a multi-fold cross-validation to control its performance. A subsequent
regularized unfolding yields the sought after neutrino energy spectrum.

Keywords: Neutrinos · IceCube · Machine learning · Random forest ·
Feature selection · Cross-validation · Signal and background separation

1 Introduction

IceCube is a neutrino detector located at the geographic South Pole with an
instrumented volume of a cubic kilometer [1]. The detector consists of 86 strings
at depths between 1450 m and 2450 m. Each string holds 60 digital optical
modules (DOMs). The DOMs are designed to measure light and send a digi-
tized signal to the surface. The purpose of the instrumentation is to measure
Cherenkov light emitted by charged particles propagating through natural ice.
The appearance of such a particle in the detector is referred to as an event.
There are two types of events: events induced by neutrinos interacting in (or
close to) the detector and events from muons which are produced in cosmic ray
air showers in the atmosphere. Since only the neutrino spectrum is sought after
the separation between atmospheric muon events and neutrino events is essential.
Here, we summarize the a separation process implemented in RapidMiner [5]
(based on [2]) and the subsequent unfolding.

This paper is based on work with the IceCube collaboration [3] and work in project
C3 of the Collaborative Research Center SFB 876 which is funded by the DFG.

c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 208–212, 2015.
DOI: 10.1007/978-3-319-23461-8 15
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2 Selection of Neutrinos Events

Data for this analysis were taken, when the detector was under construction and
consisted of 59 strings (IC59). The analysis faces two major challenges: In the
initial data for each neutrino event 106 atmospheric muon events are detected
and the rate of neutrinos decreases with the energy, proportional to ∼ E−3.7.
The initial data rate is lowered, thereby complex reconstructions become feasible.
This preselection also improves the signal to background ratio to roughly 1:1000.

The signature of atmospheric muons entering the detector shows no topolog-
ical difference from an event induced by a muon neutrino. The approach is based
on the fact that muons can only penetrate a few kilometers of ice while neutri-
nos can travel even through the earth’s core. Hence, the presented approach only
looks for events going upwards in the detector, towards the surface. Based on
misreconstruction atmospheric muons dominate the data instead of muon neu-
trinos even for events with a reconstructed up-going track. To select only muon
neutrino events a separation between well- and misreconstructed events needs
to be conducted.

2.1 Data Preprocessing

The preprocessing consisted of two cuts. The first cut was applied on the recon-
structed zenith angle to select up-going events. A second cut was applied on the
line fit velocity 1 to reject spherical events, a topology that does not occur in high
quality muon neutrino events. Both cuts were optimized simultaneously with
respect to background rejection and signal efficiency. These two cuts rejected
91.4% of the background and retained 57.1% of the signal.

2.2 Variable Selection

Because not all variables are equally well suited for the event selection a rep-
resentation in fewer dimensions needs to be found. Therefore, the Minimum
Redundancy Maximum Relevance (MRMR) algorithm in the fast implementa-
tion of [6] was used for the selection of variables. Twenty-five variables were
selected as this number shows a reasonable reduction of dimensions without los-
ing too much information while showing stable behavior in the selection (detailed
list of variables in [3]).

2.3 Performance of the Random Forest

From the machine learning point of view the event selection can be formalized
in terms of a classification task with the classes signal (atmospheric neutrinos)
and background (atmospheric muons). A Random Forest [8] was chosen as the
machine learning algorithm. Training and testing were carried out in a standard
five-fold cross-validation.
1 Speed of the reconstructed event in the detector.
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Fig. 1. Signalness (ratio of
trees classifying an event as
signal) distributions for data
events (black) in comparison to
the distributions of simulated
events. Simulated signal events
(Neutrinos) are depicted in
blue, background events (atmo-
spheric Muons) in magenta. The
sum of the simulated events is
shown in red.

The results of the Random Forest for simulated events and experimental
data are shown in Fig. 1. For the analysis a strict cut of S = 1 was chosen.
The good match between experimental data and simulated events indicates a
stable performance of the forest. The errors for the distributions of the simulated
events were obtained via cross-validation. The size of the errors is reasonably
low and indicates a stable classification without any problems due to statistical
fluctuations in the training events.

The purity of the final neutrino event sample was estimated to be
99.59+0.36

−0.37%, while 18.2% of the signal is retained and 99.9999% of the back-
ground rejection is rejected.

3 Unfolding and the Resulting Energy Spectrum

The measurement of the neutrino energy is a so-called inverse problem. For this
analysis the neutrino energy spectrum has to be reconstructed from measure-
ments of the muons they induced. It can be expressed in an integral equation

g(y) =
∫

A(E, y)f(E) dE, (1)

where f(E) is the sought-after energy spectrum, g(y) the distribution of mea-
sured variables and A(E, y) a function describing the whole process from the
production of the neutrino until the measurement in the detector.

To solve the integral equation, a regularized unfolding method was chosen
(TRUEE [7]). The approach allows us to use up to three different variables. In
this analysis the three variables were: the total amount of charge in the DOMs,
number of unscattered photons and the length of the track from unscattered
photons.

The resulting spectrum, related measurements, and theoretical predictions
are shown in Fig. 2. It shows agreement both with related measurements and
theoretical predictions.
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Fig. 2. The results of the analysis presented here are shown as red circles. Other
measurements are depicted in black squares, hollow squares, black triangles, green
triangles and blue. The curves shown originate from theoretical predictions. [3]

4 Summary and Results

This paper presents a data mining process that was successfully applied to and
validated on data of the IceCube detector in its 59-string configuration. It was
able to obtain 27771 atmospheric neutrino candidates in 346 days of IC59. The
event selection method increased the neutrino rate from 49.3 neutrino events
per day [4] to 80.3 neutrino events per day. The purity of the final neutrino
sample was estimated to be 99.59+0.36

−0.37%. The subsequent unfolding shows good
agreement with prior measurements and extends the spectrum to energies never
measured before.
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Abstract. Music recommender systems are lately seeing a sharp
increase in popularity due to many novel commercial music streaming
services. Most systems, however, do not decently take their listeners into
account when recommending music items. In this note, we summarize our
recent work and report our latest findings on the topics of tailoring music
recommendations to individual listeners and to groups of listeners shar-
ing certain characteristics. We focus on two tasks: context-aware auto-
matic playlist generation (also known as serial recommendation) using
sensor data and music artist recommendation using social media data.

1 Introduction

The importance of incorporating user characteristics and contextual aspects into
recommender systems has been acknowledged many times [1,16,17]. Research
that looks into this matter in the domain of music recommendation is scarce,
though. Addressing this issue, we summarize our latest work on the tasks of
(i) automatic music playlist generation incorporating contextual aspects of the
listener and (ii) music artist recommendation tailored according to various user
and listening characteristics. Both tasks are highly related to machine learning
and data mining. In fact, we approach the former task by gathering a wide
variety of listener-centric sensor data from a smart phone app and exploiting
machine learning techniques to learn relationships between these features and
music metadata (e.g. artist or track name). The latter task is related to data
mining as we acquire and analyze huge amounts of listening events produced
by users of social media and build recommendation algorithms that consider
personal characteristics of the listeners and their listening behavior, also using
novel features mined from user-generated data.

2 Automatic Playlist Adaptation Based on Sensor Data

Addressing the task of automatic playlist generation, we developed an
Android app for smart devices, dubbed “Mobile Music Genius” (MMG) [6,8],
which collects a variety of user-specific features during playback, ranging from
time, location, and weather to ambient noise, light level, and motion. In addi-
tion, MMG gathers music metadata (artist, track, mood, and genre) and records
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 213–217, 2015.
DOI: 10.1007/978-3-s319-23461-8 16
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player interaction (e.g. play, skip, pause events). Integrating a decision tree algo-
rithm that is trained and retrained on the contextual features using track names
as classes, MMG continuously monitors the context feature values of the listener
and uses the classifier to suggest tracks suited to a given context, whenever the
changes in context features exceed a threshold. These tracks are subsequently
inserted into the playlist after the currently played one.

During a pilot study, we collected 7,628 data points (context features, music
metadata, and interaction data) created by 48 students at JKU Linz. Based on
this dataset, we investigated a variety of classifiers in cross-validation exper-
iments for the task of predicting music preferences from context fea-
tures [3]. Prediction was effected on four levels: artist, track, mood, and genre.
Decision trees and random forests performed best for most prediction tasks, in
particular for artist prediction (55% accuracy) and genre prediction (61% accu-
racy). We further analyzed which features are most important to predict con-
textual music preferences, and identified running tasks or apps, weather, time,
and location, as well as general device properties as the most important ones
for all four prediction levels [3]. For the prediction at track level, we found that
player-related features, such as activation of repeat mode or the track belonging
to a certain playlist, considerably contribute to a good performance, too.

3 Music Recommendation Based on Social Media Mining

In our research on music recommenders that are tailored to particular user
characteristics, we consider two social media sources to acquire user and lis-
tening data: Last.fm and Twitter. While the former provides convenient API
endpoints, we had to elaborate novel information extraction methods to identify
listening events from streams of microblogs. In particular, we propose in [4] a
hashtag-based filtering approach and a multi-stage rule-based method for match-
ing microblog content and music metadata. Employing these methods yielded
several datasets of Twitter users’ listening events together with time stamps and
spatial coordinates [4,7]. While it can be argued that exploiting social media data
biases the results of recommendation experiments towards the user community
of the respective platform, we show in [13] that the distribution of Last.fm lis-
tening events among major music genres is not far away from that reported in
official music sales figures provided by the music industry. Exceptions are Classi-
cal music, which is underrepresented on Last.fm and even more on Twitter, and
Metal music, which is overrepresented on Last.fm [5,13].

Based on the created social media datasets, in particular a set of 1 million
geotagged listening events mined from Twitter (MMTD) [4] and a set of 200
million listening events mined from Last.fm (LFM-200m) [10], we model listeners
by a variety of aspects and subsequently investigate the relationship between
these user characteristics and the performance of stand-alone as well as hybrid
recommendation algorithms [2,9,10]. We further propose new recommendation
approaches for geotagged listening data [12,14].

Our overarching aim is to identify the optimal music recommendation
approach for a given listener [9,10]. To this end, we categorize listeners
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according to age, gender, country, and genre preference [10], or novel listening-
related features [2,9]. For each user group (e.g. listeners in a certain country), we
then assess the performance of music artist recommenders, looking into several
recommendation algorithms, their variants, and parameter settings (e.g. rating
or score aggregation functions for nearest neighbor methods). Algorithms include
user-based collaborative filtering (CF), popularity-based recommendation, and
a CF algorithm extended by location-based filtering that we propose in [14]. In
addition to these stand-alone recommenders, we create and evaluate hybrid sys-
tems, using different score normalization and fusion techniques. We investigate
the performance of each algorithmic combination on each user category in cross-
validation experiments using dataset LFM-200m. In addition to findings related
to algorithmic tuning details, we made interesting observations specific to user
categories: (i) recommendations are better when categorizing users according to
age and country than according to gender or genre, (ii) younger people seem to
be easier to satisfy by recommending overall popular music, whereas from age
41 upwards listeners tend to prefer CF-based recommendations, (iii) popularity-
based recommendation works much better for women than for men, (iv) listen-
ers in the investigated countries are served best by CF, except for Russia where
mainstream recommendations seem to be more appreciated, and (v) Folk and
Blues aficionados prefer our location-enhanced CF recommender.

In addition to the frequently exploited demographic features, we define a
set of novel user features that describe listening behavior: play count,
diversity, and mainstreaminess [2] as well as novelty [9]. While play count refers
to features describing the overall amount of listening events of a user, diversity
refers to the variety of genres listened to by a user, mainstreaminess is computed
as the share of overall most popular music items among the user’s listening
events, and novelty as the share of music listened to for the first time by the user
in a given time window. In an investigation similar to the one conducted in [10],
we find on the MMTD dataset that all recommendation algorithms perform
better in terms of F-measure for users with high play count, high diversity, and
high mainstreaminess [2].

Comparing the results of our investigations of different user groups and rec-
ommendation algorithms [9,10] in terms of precision, recall, and F-measure, it
turns out that performance varies strongly between user groups. Focusing on the
recommendation algorithms, highest overall precision (6.35%) and F-measure
(5.14%) is achieved by the combination of CF and popularity-based recommen-
dation, while highest overall recall (13.85%) is achieved by further integrating
content information based on similarity between collaborative music tags.

Our recent work further resulted in several novel music recommenda-
tion approaches. Exploiting GPS position information of listening events, we
propose in [14] a recommendation algorithm that models each user’s geospatial
listening distribution via Gaussian mixture models and computes Earth mover’s
distances between these models, which are eventually integrated into a CF rec-
ommender. Another location-enhanced CF approach exploits geodesic distances
between the users’ spatial centroids of listening events, which are either linearly
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or exponentially weighted [12]. Eventually, we propose in [12] a hybrid music
recommender that integrates our previous work on combining audio and web
features for music similarity [11] and on rectifying similarity spaces to reduce
hubs in recommendations [15].

4 Outlook

We are currently conducting experiments in which we consider a larger variety
of user-specific factors, including features related to overall stylistic preferences,
temporal aspects of music consumption, and openness to unknown music. We
further plan to investigate the influence of high-level personal characteristics,
such as affective states, personality traits, education, intelligence, and music
sophistication, on music taste, and to exploit this knowledge to improve music
recommendation algorithms.

Acknowledgments. This research is supported by the Austrian Science Fund (FWF):
P25655 and by the EU-FP7 project no. 601166 (“PHENICX”). The author would
further like to thank his colleagues and students who contributed to the work at hand.
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13. Schedl, M., Tkalčič, M.: Genre-based analysis of social media data on music listen-
ing behavior. In: Proc. ACM Multimedia Workshop ISMM (November 2014)

14. Schedl, M., Vall, A., Farrahi, K.: User geospatial context for music recommendation
in microblogs. In: Proc. ACM SIGIR (July 2014)

15. Schnitzer, D., Flexer, A., Schedl, M., Widmer, G.: Local and Global Scaling Reduce
Hubs in Space. Journal of Machine Learning Research 13, 2871–2902 (2012)

16. Shi, Y., Larson, M., Hanjalic, A.: Collaborative Filtering Beyond the User-Item
Matrix: A Survey of the State of the Art and Future Challenges. ACM Comput.
Surv. 47(1), 3:1–3:45 (2014)

17. Zhang, Y.C., Seaghdha, D.O., Quercia, D., Jambor, T.: Auralist: Introducing
Serendipity into Music Recommendation. In: Proc. WSDM, February 2012



Logic-Based Incremental Process Mining

Stefano Ferilli1,2(B), Domenico Redavid3, and Floriana Esposito1,2

1 Dipartimento di Informatica, Università di Bari, Bari, Italy
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Abstract. Manually building process models is complex, costly and
error-prone. Hence, the interest in process mining. Incremental adapta-
tion of the models, and the ability to express/learn complex conditions
on the involved tasks, are also desirable. First-order logic provides a
single comprehensive and powerful framework for supporting all of the
above. This paper presents a First-Order Logic incremental method for
inferring process models. Its efficiency and effectiveness were proved with
both controlled experiments and a real-world dataset.

1 Introduction

A process is a sequence of events associated to actions performed by agents.
A workflow is a formal specification of how a set of tasks can be composed to
result in valid processes, including sequential, parallel, conditional, or iterative
execution. Each task may have preconditions and postconditions. An activity
is the actual execution of a task. A case is a particular execution of actions
compliant to a given workflow. Traces of cases may take the form of lists of
events described by 6-tuples (T,E,W,P,A,O) where T is a timestamp, E is
the type of the event (begin of process, end of process, begin of activity, end of
activity), W is the name of the workflow the process refers to, P is a unique
identifier for each process execution, A is the name of the activity, and O is the
progressive number of occurrence of that activity in that process. A simple trace
for an evening daily routine process case might be:

(201310151930,begin of process,evening,1,start,1).
(201310151930,begin of activity,evening,1,prepare dinner,1).
(201310152005,end of activity,evening,1,prepare dinner,1).
(201310152010,begin of activity,evening,1,watch tv,1).
(201310152022,begin of activity,evening,1,have dinner,1).
(201310152113,end of activity,evening,1,have dinner,1).
(201310152240,end of activity,evening,1,watch tv,1).
(201310152245,begin of activity,evening,1,use bathroom,1).
(201310152358,end of activity,evening,1,use bathroom,1).
(201310152358,end of process,evening,1,stop,1).

c© Springer International Publishing Switzerland 2015
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Process mining aims at inferring workflow models from examples of cases.
As reported in [4], previous works have encountered problems in dealing with
concurrency or in considering different occurrences of the same activity. Using
statistics about task frequency and mutual ordering yields less and less accurate
models as long as the number of parallel tasks and/or nested loops increases.
Genetic algorithms require very long times. Previous approaches in Declarative
Process Mining, concerned with logic-based representations, including an incre-
mental one, need both positive and negative examples, which is not standard in
the process mining setting. Some works also tried to handle noise and probabil-
ities and investigated the possibility of mining/inducing simple boolean condi-
tions for the activities in a propositional setting [1,5]. Here we describe WoMan,
an incremental process mining system based on First-Order Logic (FOL). FOL
provides a great expressiveness potential to describe in a unified framework cases,
models and contextual information.

2 A FOL-Based Proposal

WoMan [4] works in the declarative multi-relational learning setting. We trans-
late case traces into FOL conjunctions based on two predicates:

activity(S,T) : at step S task T is executed;
next(S′,S′′) : step S′′ follows step S′.

where the S’s represent timestamps denoted by unique identifiers. The previous
trace would translate to:

activity(s0,start), next(s0,s1), activity(s1,prepare dinner), next(s1,s2),
activity(s2,watch tv), next(s1,s3), activity(s3,have dinner), next(s2,s4), next(s3,s4),

activity(s4,use bathroom), next(s4,s5), activity(s5,stop)

The process model is described as a FOL conjunction based on two predicates:

task(t,C) : task t occurs in the multiset of cases C;
transition(I,O,p,C) : transition p, that occurs in the multiset of cases C,

consists in ending all tasks in I and starting all tasks in O.

C can be exploited for computing statistics on the use of tasks and transitions,
and thus to handle noise. A fragment of model accounting for the previous case
would be:

task(prepare dinner,[1,. . . ]). transition([start]-[prepare dinner],1,[1,. . . ]).
task(watch tv,[1,. . . ]). transition([prepare dinner]-[watch tv,have dinner],2,[1,. . . ]).
task(have dinner,[1,. . . ]). transition([watch tv,have dinner]-[use bathroom],3,[1,. . . ]).
task(use bathroom,[1,. . . ]). transition([use bathroom]-[stop],4,[1,. . . ]).

This formalism is more expressive than Petri nets, in particular as regards the
possibility of specifying invisible or duplicate tasks. It also permits to easily
handle complex or tricky cases that require dummy or artificially duplicated



220 S. Ferilli et al.

task nodes, that cannot be handled by current approaches in the literature.
This representation can be naturally extended by adding relevant contextual
information expressed using user-defined, domain-specific predicates.

While learning the workflow structure, the FOL case descriptions, possibly
extended with contextual information, can be also exploited as examples for
learning task pre-conditions, using a FOL incremental learning system (e.g.,
InTheLEx [3]). In the previous case, a learned rule might be:

prepare dinner(X) :- day(X,D), saturday(D), bad weather(X).

(meaning that if at timestamp X it is bad weather, and it is saturday, then task
prepare dinner is enabled).

Differently from all previous approaches, WoMan is fully incremental : it can
start with an empty model and learn from one case (while others need a large set
of cases to draw significant statistics), and can refine an existing model accord-
ing to new cases. This is a significant advance to the state-of-the-art, because
continuous adaptation of the learned model to the actual practice can be carried
out efficiently, effectively and transparently to the users. The learned model can
be submitted to experts for analysis purposes, for improving their understand-
ing of the process or for manually tailoring it. It can also be used to generate
possible cases, or to supervise future behavior of the users and check whether
it is compliant with the learned model, raising suitable warnings otherwise. The
user’s response to such warnings might be exploited to fix or refine the model.

3 Evaluation

A first evaluation of the proposed methodology used 11 artificial workflow mod-
els purposely devised to stress the learning methods, each involving different
combinations of complexities and potentially tricky features. The experimental
setting was as in [6]: 1000 training cases were randomly generated for each model
and used to learn the model. This was repeated several times to ensure that the
random generation did not affect the outcome. WoMan was able to learn the
correct model in all cases within a few seconds and using less than 50 training
cases. Even using 1000 examples, the technique in [6] was unable to learn 7 out
of 11 test models. [2] learned the correct model only in 2 cases; nearly half of the
times the wrong models did not even fulfill the syntactic requirements for Petri
Nets; once it could not converge within a 6-hour limit.

WoMan was also tested on a real-world task concerning daily routines of
people. Specifically, we used the Aruba dataset from the CASAS repository
(http://ailab.wsu.edu/casas/datasets.html). It includes 220 cases involv-
ing 11 tasks, for a total of 13788 trace events. Learning showed a substantial
convergence within the first 10 examples. A YAP Prolog 6.2.2 implementation
of WoMan processed the whole dataset in 0.1 sec (including translation of traces
into FOL). The learned model’s average accuracy, evaluated by 10-fold cross-
validation, was 92% (consider that each missed case costs nearly 5% accuracy).
[6] and [2] returned formally wrong models according to Petri Net specifications.
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Using as contextual information the status of the sensors installed in the
Aruba home, task preconditions were learned as well. The Aruba dataset yielded
5976 training examples (27.16 per case on average) for learning task precondi-
tions, but InTheLEx converged to the target theory using very few refinements
(12 new clauses + 78 generalizations = 90 overall), taking only 10.97 sec per
case on average. It was able to avoid overgeneralization, returning meaningful
preconditions for 8 out of 11 tasks.

4 Conclusions

This paper presented WoMan, a process mining system based on First-Order Logic
representations. It exploits a more expressive representation than previous propos-
als. Its incremental approach allows to learn from scratch and converge towards
correct models using very few examples. It can also handle the context in which
the activities take place, thus allowing to learn complex (and human-readable) pre-
conditions for the tasks, using an First-Order Logic incremental learner. It can
also handle noise in a straightforward way. Both controlled hard experiments and
domain-specific ones, concerning people’s daily routines, revealed that the method
ensures quick convergence towards the correct model, using much less training
examples than would be required by statistical techniques.

Acknowledgments. This work was partially funded by the Italian PON 2007-2013
project PON02 00563 3489339 ‘Puglia@Service’.
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Abstract. We present recent results on integrating private car GPS
routines obtained by a Data Mining module. into the PETRA (PErsonal
TRansport Advisor) platform. The routines are used as additional “bus
lines”, available to provide a ride to travelers. We present the effects of
querying the planner with and without the routines, which show how
Data Mining may help Smarter Cities applications.

1 Introduction

Smart Cities applications are fostering research in many fields including Com-
puter Science and Engineering. Data Mining is used to support applications
such as optimization of a public urban transit network [3], event detection [2],
and many more. Along these lines, the aim of the PErsonal TRansport Advisor
(PETRA) EU FP7 project1 is to develop an integrated platform to supply urban
travelers with smart journey and activity advises, on a multi-modal network,
while taking into account uncertainty:delays in time of arrivals, impossibility to
board a (full) bus, walking speed, and so on. In this paper, we briefly describe
the architecture of the PETRA platform, and present the results obtained by the
embedded journey planner on thousands of planning requests, performed with
and without the results coming from the Mobility Mining module. We show
how, by integrating private transport routines into a public transit network, it is
possible to devise better advises, measured both in terms of number of requests
satisfied, and in terms of expected time of arrivals.

2 PETRA System Components

Figure 1 shows the diagram of a simplified system architecture for PETRA. We
list and describe here the main modules used in this paper.

1 http://www.petraproject.eu
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Fig. 1. Simplified PETRA architecture

2.1 Data Management

Handling large volumes of rich and heterogeneous urban data requires a tailored
and scalable data management platform, from which we highlight the following
modules: i) data acquisition, responsible for ingesting heterogeneous urban data;
ii) distributed data storage and indexing, providing indexes designed for the dif-
ferent formats of data that can be handled by the system (relational, tabular,
and graph data), and also their different types (geospatial, textual, etc); iii) par-
titioning, distributing the acquired data across the different nodes of the data
storage; iv) query and searching, providing a combination of structural query
processing and search techniques in order to answer different kinds of queries.
The Data Manager (DM) exposes its data to the other PETRA components via
a set of APIs, used, for example, by the Journey Planner (JP) to retrieve General
Transit Feed Specification (GTFS) data from the DM’s internal stored version.

2.2 Mobility Mining

This module fetches GPS data about individual private vehicle trajectories from
the DM. We use a data mining process called mobility profiling to extract pat-
terns from these traces. This process takes as input the users’ trajectories and
returns a set of individual routines describing their systematic movements [6].
Mobility patterns are expressed as sequences of GPS points with a temporal
time stamp that can be exploited as “alternative bus routes” by the JP. These
newly introduced routes represent an embedded carpooling service, transpar-
ently available in the PETRA application.

2.3 The Multi-modal Journey Planner

We deployed a multi-modal planner taking into account uncertainties related to
the expected arrival time of the different modes of transport available in a city.
The platform comprising the journey planner provides also functions such as plan
execution monitoring, and replanning. The components used in our scenario are
the multi-modal JP [4], which is used for the initial planning of journey, and
a simulator for plan execution, which is used to monitor the validity of active
journey plans. To better perform these tasks, the platform requires updated
data. To achieve that, we created a connection between it and the DM, thus
deploying the platform in Rome’s use case.
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3 Case Study

In the Rome’s use case, the PETRA platform, from the traveler’s perspective,
provides journey plans from place A to place B. From the operator perspective,
this is done by: importing static and real time urban transport data; merging
private routines into the public transport data; computing unvertainty-aware
multi-modal advises. We here describe the data used in this paper, how the
import step works, and the results obtained with and without private routines.

3.1 Rome Data

The city of Rome, through the public agency Agenzia Mobilità, provides updated
open data about its public transport systems. In particular, two main sources of
information are offered via its website: i) Rome public transport GTFS, which is
a snapshot of the entire public transport network updated every few weeks and
ii) Rome public transport real time API. Also, Agenzia Mobilità is gathering a
large collection of GPS traces from volunteers? private cars, used by the above
described mobility mining module.

3.2 Importing Rome’s Data

Importing Rome’s data relies on an ad-hoc data acquisition module (named
RDI, Rome Data Importer), that acts as a bridge between the different kinds
of mobility data previously described and the internal DM. RDI performs two
sub-tasks: the daily update and the real time update. The daily update consists
of discovering bus stops routines and enforcing privacy over them. First the RDI
transforms the private car routines into sequences of bus stops and combines
them as bus lines: each GPS location is mapped to the closest bus stop within
a given radius.In order to guarantee car drivers’ privacy, the RDI checks if an
external attacker could exploit the bus stops routines to discover their identity by
analysing their vulnerability against the linking attack model [5]. Following the
methodology in [1], the routines with an identification probability higher than
a given acceptable risk are transformed into a safer version by removing some
bus stops, otherwise they are deleted. Finally all the valid bus stop routines are
added to the Rome GTFS data and sent to the DM. Each routine may be used
by the JP like any other bus line, even for a portion of the trip. How to make
sure the driver of the car can give a ride to the traveler is one of the challenges
within the PETRA project. In the real time update, the RDI queries the Rome
public transport real time API every t minutes, checking for updates (e.g. buses
which have been delayed or cancelled) by comparing expected arrival times on
the existing GTFS data with real time arrivals. Then it converts possible updates
into GTFS format, and sends them to the DM.

3.3 Impact of Routines in Journey Planning

We ran the planning system in two different settings: NoRo, in which the plan-
ner uses all the public transport data available, but no routines; Ro, containing
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Fig. 2. Impact of routines on travel time.

both routines and public transport data. In each setting, we solved 2,000 queries
(instances) with the origins and destinations chosen at random from the logs
of the official journey planner of Agenzia Mobilità. In a query, users can set
parameters such as the maximum walking time per journey mw, and the maxi-
mum number of legs (i.e., segments) per journey ml. We set mw to 20 minutes,
the default planner value. Half of the queries have ml set to 5, and the other
half is for ml = 6. The public transport data we used has 8,896 stops and 391
routes. Each route is served by a number of trips, to a total of 39,422 trips per
day. The Rome roadmap has 522,529 nodes and 566,400 links. In the GTFS
data, we represent routines with a structure similar to public transport data.
Each routine introduces a new route and a new trip. We started from 1,205,258
GPS trajectories from 262,657 users. After routine extraction, bus mapping, and
anonymization, we ended up with 729 safe mapped routines from 641 users. This
increases the number of bus routes to 1,120, for a total number of trips of 40,151.

Figure 2 illustrates the impact of adding routines as an additional mode. At
the left, we compare the travel time in the Ro and NoRo settings. As expected,
in a subset of cases, the travel time is the same. On the other hand, all points
located below the main diagonal show instances where routines improve the time.
In fact, routines can improve both the travel time and the number of legs per
journey. The latter has two advantages. First, it makes a trip more convenient
to the traveller, as it reduces the number of interchanges. Secondly, it helps
increase the set of feasible instances (i.e., instances for which a solution exists).
This is important because user-imposed constraints on ml and mw can restrict
the set of feasible instances. For example, without using routines, in 29.3% of
our queries (instances), it is impossible to complete the journey with at most
20 minutes of walking and at most 5 legs in the journey. Charts at the right in
Figure 2 show instances that become feasible after adding routines. When ml is
set to 5, routines are part of the returned plan in 17.5% of the instances. Routines
increase the percentage of feasible instances by 7.1%, to a total of 77.8%. In 9.6%
of the instances, routines improve the travel time, the average savings per trip
being equal to 25.5 minutes. When ml = 6, routines become part of the plans in
22.3% of the instances. They increase the percentage of feasible instances from
84.5 to 88.9%. In 14.3% of the instances, routines improve the travel time, the
average improvement amounting to 22.05 minutes per trip.
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4 Conclusions

We have presented our results obtained by running the PETRA platform on
the city of Rome for journey planning. Our results show an increased number of
planning instances satisfied thanks to the routines, along with a reduced average
expected travel time. Future works include: i) exploiting the uncertainty of the
routines for more robust advises; ii) devising the platform for tourism activity
planning; iii) extending the mobility mining to crowd patterns.

Acknowledgement. This work has been partially supported by the EC under the
FET-Open Project n. FP7-ICT-609042, PETRA.
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Abstract. This article aims at presenting recent advances in Formal
Concept Analysis (2010-2015), especially when the question is dealing
with complex data (numbers, graphs, sequences, etc.) in domains such
as databases (functional dependencies), data-mining (local pattern dis-
covery), information retrieval and information fusion. As these advances
are mainly published in artificial intelligence and FCA dedicated venues,
a dissemination towards data mining and machine learning is worthwhile.

1 Pattern Structures in Formal Concept Analysis

Formal Concept Analysis (FCA) is a branch of applied lattice theory that
appeared in the 1980’s [11]. Starting from a binary relation between a set of
objects and a set of attributes, formal concepts are built as maximal sets of
objects in relation with maximal sets of attributes, by means of derivation oper-
ators forming a Galois connection. Concepts form a partially ordered set that
represents the initial data as a hierarchy, called the concept lattice. This con-
ceptual structure has proved to be useful in many fields, e.g. artificial intelli-
gence, knowledge management, data-mining and machine learning, morphologi-
cal mathematics, etc. In particular, several results and algorithms from itemset
and association rule mining and rule-based classifiers were already character-
ized in terms of FCA [17,20]. For example, the set of frequent closed itemsets
is an order ideal of a concept lattice; association rules and functional dependen-
cies can be characterized with the derivation operators; jumping patterns were
defined as hypotheses, etc, not to mention efficient polynomial-delay algorithms
for building all closed itemsets such as CloseByOne [18].

The goal of this communication is to present our recent advances in FCA over
the period 2010–2015, especially when the question is dealing with complex data,
thanks to the rich formalism of pattern structures [10]. This general approach
translates FCA to any partially ordered data descriptions to deal elegantly with

c© Springer International Publishing Switzerland 2015
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non binary, say complex, heterogeneous and structured data. Pattern structures
also allow new ways of solving problems in several applications (see next section).

The key idea relies on defining so-called similarity operators which induce
a semi-lattice on data descriptions. Several alternative attempts were made for
defining such semi-lattices on sets of graphs and logical formulas (see, e.g., the
works of Chaudron&Maille, Ferré&Ridoux, Polaillon&Brito cited in [16]). For-
mally, a pattern structure is a triple (G, (D,�), δ) where G is a set of objects,
(D,�) is a meet-semi-lattice of potential object descriptions and δ : G −→ D
is a mapping associating each object with its description. Elements of D are
called patterns and are ordered with a subsumption relation �: ∀c, d ∈ D,
c � d ⇐⇒ c � d = c. For any A ⊆ G and d ∈ (D,�), two derivation oper-
ators are defined: as A� =

�
g∈A δ(g) and d� = {g ∈ G|d � δ(g)}. These

operators form a Galois connection between (℘(G),⊆) and (D,�). Pattern con-
cepts of (G, (D,�), δ) are pairs of the form (A, d), A ⊆ G, d ∈ (D,�), such that
A� = d and A = d�. For a pattern concept (A, d), d is a pattern intent and is
the common description of all objects in A, the pattern extent. When partially
ordered by (A1, d1) ≤ (A2, d2) ⇔ A1 ⊆ A2 (⇔ d2 � d1), the set of all concepts
forms a complete lattice called pattern concept lattice.

Pattern structures offer a concise way to define closed patterns. They also
allow efficient polynomial-delay algorithms (modulo complexity of computing �
and �) [18]. In presence of large datasets, they offer natural approximation tools
(projections, detailed below) and achieve lazy classification [19].

Data Heterogeneity. When D is the power set of a set of items I, � and �
are the set intersection and inclusion resp.: pattern intents are closed itemsets
and we fall back in standard FCA settings. Originally, pattern structures were
introduced to handle objects described by labeled graphs [18]. We developed the
general approach in various ways for handling objects described by: numbers
and intervals [16], partitions [4], sequences [5] and trees [22].

Data Approximation. Pattern structure projections simplify computation and
reduce the number of concepts [10]. For example, a set of labeled graphs can
be projected as a set of k-chains [21], while intervals can be enlarged [12]. A
projection ψ associates any pattern to a more general pattern covering more
objects. A projection is �-preserving: ∀c, d ∈ D,ψ(c�d) = ψ(c)�ψ(d). We studied
how numerical data can be projected when a similarity relation between numbers
(symmetric, reflexive but not transitive relation) is considered and showed that a
projection can be performed as a pre-processing task. We also introduced a wider
class of projections [6]: while projections can only modify object descriptions,
o-projections modifies the semi-lattice of descriptions.

Data Representation. For any pattern structure, a representation context can
be built, which is a binary relation encoding the pattern structure. Concepts in
both data representations are in 1-1-correspondence. We studied this aspect for
several types of patterns, designing the transformation procedures and evaluating
in which conditions one data representation prevails [4,15]. We also showed that
the bijection does not hold in general for minimal generators (qualified as free or
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key in pattern mining) [15]. The impact of projections on representation contexts
are investigated with the new class of o-projections [6].

2 Applications

Database and Functional Dependencies. Characterizing and computing
functional dependencies (FDs) are an important topic in database theory (see
e.g. references in [4]). In FCA, Ganter & Wille proposed a first characteriza-
tion of FDs as implications in a formal context (binary relation) obtained after
a transformation of the initial data [11]. However, n2 objects are created from
the n initial tuples. To overcome this problem, we present a characterization
of functional dependencies in terms of (partition) pattern structures that offers
additional benefits for the computation of dependencies [4]. This method can be
naturally generalized to other types of FDs (multi-valued and similarity depen-
dencies [3]).

Pattern Mining and Biclustering. Biclustering aims at finding local pat-
terns in numerical data tables. The motivation is to overcome the limitation of
standard clustering techniques where distance functions using all the attributes
may be ineffective and hard to interpret. Applications are numerous in biology,
recommendation, etc. (see references in [7,13]). In FCA, formal concepts are
maximal rectangles of True values in a binary data-table (modulo columns/rows
permutations). Accordingly, concepts are binary biclusters with interesting prop-
erties: maximality (via a closure operator), overlapping and partial ordering of
the local patterns. Such properties are key elements of a mathematical defini-
tion of numerical biclusters and the design of their enumeration algorithms. We
highlight these links for several types of biclusters with interval [14] and parti-
tion pattern structures [7] and their representation contexts. Next investigations
concern dimensionality: a bijection between n-clusters and n + 1-concepts is
proven [13].

Information Retrieval. FCA has been used in a myriad of ways to support
a wide variety of information retrieval (IR) techniques and applications [9]: the
concept lattice represents concisely the document and the query space which can
be used as an index for automatic retrieval. In the last years, the Boolean IR
model (and consequently, FCA) has been considered as too limited for modern
IR requirements, such as large datasets and complex document representations.
Pattern structures have shown a great potential to reuse the body of work of
FCA-based IR approaches by providing support to complex document repre-
sentations, such as numerical and heterogeneous indexes [8]. In the context of
semantic web, a noticeable application of this model is RDF data completion [1].

Information Fusion for Decision Making. Merging information given by
several sources (databases, experts...) into an interpretable and useful format is a
tricky task. Fusion results may not be in suitable form for being used in decision
analysis. This is due to the fact that information sources are heterogeneous,
noisy and inconsistent. We investigated how FCA and pattern structures can
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be used in decision making when fusion is required: pattern concept lattices
(based on intervals) provide an information fusion space where maximal subsets
of information can be detected and support decision making [2].
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Abstract. Record linkage refers to integrating data from heterogeneous
sources to identify information regarding the same entity and provides
the basis for sophisticated data mining. When privacy restrictions apply,
the data sources may only have access to the merged records of the link-
age process, comprising the problem of privacy preserving record linkage.
As data are often dirty, and there are no common unique identifiers, the
linkage process requires approximate matching and it renders to a very
resource demanding task especially for large volumes of data. To speed up
the linkage process, privacy preserving blocking and meta-blocking tech-
niques are deployed. Such techniques derive groups of records that are
more likely to match with each other. In this nectar paper, we summarize
our contributions to privacy preserving blocking and meta-blocking.

Keywords: Privacy · Record linkage · Blocking · Meta-blocking

1 Introduction

Considering the data explosion we experience the last decade, we seek ways to
boost the results of data mining. As related data are highly scattered, i.e., in
different organizations databases, on the web, etc., integrating large volumes
of data comprises an indispensable first step towards mining more useful infor-
mation that could not be discovered if we consider each separate database in
isolation.

This process of identifying and linking information across multiple databases,
that refers to the same real world entity, is known as the problem of record link-
age. When privacy concerns arise, the record linkage problem is augmented to its
privacy preserving version, where the participants should not gain any additional
information regarding each other’s data, apart from the linkage results.

For instance, let us consider a medical researcher who wishes to perform
a study on the interactions between certain prescribed medicine over the last
decade, using data from hospitals and clinics from all over Europe. This com-
prises a data mining problem, where the additional requirement of privacy is
posed due to the sensitive nature of the data. These data are not all stored in
a single database which may be mined, but originate from multiple health care
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Fig. 1. Privacy preserving record linkage workflow.

units from different countries each of them using its own database. Consequently,
these data should be merged, using a private record linkage protocol.

The lack of global unique identifiers deems necessary the use of common
attributes, in most cases textual, for identifying the matching records. As
attribute values are usually the result of user input, they are most often dirty,
requiring methods for approximate matching. Taking into account the large vol-
umes of available data, we confront a very resource demanding task. To deal with
this, privacy preserving matching (PPM) is often preceded by a privacy preserv-
ing blocking (PPB) phase. PPB speeds up matching by organizing candidate
records that are more likely to match into blocks, based on the values of their
attributes. The attributes selected for PPB and PPM are respectively called
blocking and matching attributes. Lately, privacy preserving meta-blocking was
introduced which, applied after blocking, aims at reorganizing the way records
within a block should be matched, so as to further improve performance. The
phases of the overall linkage process are depicted in Fig.1.

Blocking imposes an additional filtering step to the matching process, thus
increasing its precision. On the other hand, blocking may eliminate matching
record pairs, thus decreasing recall. Therefore, some blocking techniques com-
promise result quality [9], while others rely on efficiency-privacy tradeoffs failing
to significantly improve performance for large scale data without sacrificing their
privacy [8]. Finally, there are approaches that, though efficient, are limited to spe-
cific data types, either numerical or nominal [2]. In this nectar paper, we present
our contribution on privacy preserving blocking and meta-blocking methods. Our
aim is to boost performance while maintaining high levels of matching quality
without compromising privacy.

2 Privacy Preserving Blocking and Meta-Blocking

We first present three privacy preserving blocking techniques and then, the only
work up to now on privacy preserving meta-blocking. The first blocking technique
is designed for textual data, while all others may be adopted for both textual
and numerical data using appropriate distance and similarity measures.

Phonetic Code Based Private Blocking. A phonetic code is a hash pro-
duced by a phonetic algorithm for matching words based on their pronunciation.
The main feature of phonetic algorithms is their fault tolerance against typo-
graphical errors. In [3], we present a two-party phonetic based privacy preserving
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blocking protocol. The two parties (data sources) agree on the use of a set of
phonetic algorithms and blocking attributes. Each party then encodes the block-
ing fields with each of the algorithms. To increase the entropy of each dataset
and consequently reduce the ability of predicting its values, fake phonetic codes
are injected. Next, all phonetic codes are encrypted using a secure hash function
and records are grouped into blocks according to their hashes. Each record is
assigned to multiple blocks according to each of the blocking attributes encoded
by each of the phonetic algorithms.

High matching quality is assured by using multiple phonetic codes per block-
ing attribute, thus overcoming through redundancy certain weak points of pho-
netic algorithms, such as in Soundex [7], where an error in the first letter pro-
duces a different code. Privacy is assured as phonetic algorithms are one-way
functions which apply information suppression, and improved with the use of
fake codes and encryption. With respect to efficiency, phonetic codes are very
fast to compute, and moreover, matching on identical phonetic hashes enables us
to deploy indexes to further speed up matching, achieving up to 61.4% speedup
with respect to plain matching and recall at 0.67 [3].

Reference Table Based Private Blocking. Reference tables are publicly
available datasets used to provide privacy by avoiding direct comparison between
the two databases, using instead reference values as a comparison basis. Our
contribution comprises of two methods, that employ a third party. The two
sources individually cluster the same reference values. Each record is classified
to a cluster (class) based on some distance or similarity measure, associating one
of the reference values to its blocking attribute. Records classified at the same
class comprise a block. The two sources send the classified record ids to the third
party who merges blocks belonging to the same class. Final blocks are returned
to the sources only when they contain record ids from both sources. Matching
may then be performed either at the sources or at the third party.

Reference table based k-anonymous private blocking [5] is the first work using
this concept for privacy preserving blocking. Nearest Neighbor clustering is used
to form clusters of at least k-elements, thus ensuring k-anonymity as each record
is assigned to a class based on its similarity with one of at least k-elements. How-
ever, while ensuring privacy and result quality, the method incurs high complex-
ity as each blocking attribute should be looked up against all reference values.
Experiments show that linkage with our method requires half the execution time
of plain matching with recall up to 0.78 [5].

Multidimensional private blocking [4] improves the performance of [5], by
using k-Medoids for clustering. Each blocking attribute is checked only against
cluster medoids, thus reducing the method’s complexity. Moreover, the use of an
edit distance negates the need for a reference table to contain values similar to
the ones contained in the datasets. For numerical fields, bins are created based on
numerical reference values. This work introduces the concept of multidimensional
blocking. In blocking, when more than one blocking fields are used, the same
procedure has to be repeated and a record may fall within numerous blocks.
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With multidimensional blocking, the two sources locate the class of each record
for each of the blocking attributes used. Then, they calculate the intersection of
classes each record belongs to. As such, a record is associated with less blocks
resulting in reduced matching operations. Execution time drops further to 11%
of plain matching, while recall is 0.73 [4].

Privacy Preserving Meta-Blocking. Sorted neighborhood on encrypted fields
(SNEF) [6], based on [1], is to the best of our knowledge, the only privacy
preserving meta-blocking method. Multidimensional private blocking is extended
by associating each record within each block with a score derived by an objective
function that uses the edit distance between each blocking attribute and the
cluster medoid of its class. After the third party merges the blocks, the party
who performs the privacy preserving matching sorts the records within each
block based on their scores. A sliding window of size w slides over the records,
and each record is checked against the next w records in the block, rendering the
matching complexity within each block from quadratic to linear. SNEF does not
compromise privacy since each record is associated with a single number which
cannot be factorized due to the properties of the objective function. There is
a tradeoff between matching quality and time efficiency, depending on window
size which, nevertheless, remains linear. As experiments show, SNEF further
improves multidimensional blocking’s time by 20% with a recall around 0.70 [6].

3 Conclusion and Future Work

We presented our work on privacy preserving blocking techniques, which are
efficient while assuring privacy and result quality. Next, we plan to accelerate
our blocking methods by using random samples instead of clustering.
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Abstract. FluOutlook is an online platform where multiple data
sources are integrated to initialize and train a portfolio of epidemic mod-
els for influenza forecast. During the 2014/15 season, the system has been
used to provide real-time forecasts for 7 countries in North America and
Europe.
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1 Introduction

The real-time monitoring and modeling of infectious disease is being redefined
by the novel availability of large scale social media and digital surveillance data.
Several methods use social data, like search engine queries and tweets, as inputs
for time series analysis; Google Flu Trends (GFT) [1] being probably the most
known example. Unfortunately, most of the current approaches are unable to
capture the disease transmission dynamics and its long-term trends, and suffer
from several issues related to biases and statistical sampling [2]. Here we present
FluOutlook (http://fluoutlook.org/), an online platform exposing real-time sea-
sonal influenza forecasts. It integrates current and historical surveillance data,
social data mining and several forecast models. Along with standard regression
statistical models, FluOutlook includes stochastic generative models simulating
the disease progression at the level of single individuals. The platform reports in
real-time the influenza intensity with a lead time of up to four weeks, as well as
main indicators of the epidemic season at its early stages. FluOutlook provides a
description of the seasonal influenza that could be used by public health agency
to guide their decision making process, as well as to compare and assess the
performance of different forecast approaches.
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2 Methodology

The FluOutlook platform consists of two parts: a computational framework that
provides predictions and a user-friendly website that provides their visualiza-
tion. The system architecture, shown in Fig. 1, is made by three main com-
ponents. The first component mines and assimilates the social and surveillance
data needed to initialize the modeling approaches. The second component is
the computational system that generates the numerical output of the modeling
approaches. The third component is the statistical pipeline that compares the
models’ output with the current ground truth, available to define the forecast
ensemble that is eventually exposed on the platform. The website of the platform
runs as a Python Flask application with a PostgreSQL database, served through
the Apache web service. In the landing page, maps show the current influenza
activity level in each country and indicate the observed trend. The forecasting
page provides more detailed predictions for each country.

GLEAMGLEAM

fluoutlook.org

Fig. 1. The FluOutlook system architecture and the landing page of the Fluoutlook
website.

2.1 Simulation Engine

The FluOutlook platform has at its core a computational modeling and simula-
tion engine. We use different forecast methodologies based on statistical regres-
sion approaches and the GLEAM (GLobal Epidemic And Mobility model) [3,4].
GLEAM is a spatial, stochastic and individual based epidemic model based on
three layers.The population layer is based on the high-resolution population
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database of the Gridded Population of the World project by the Socio-Economic
Data and Applications Center (SEDAC) that estimates population with a gran-
ularity given by a lattice of cells covering the whole planet at a resolution of
15×15 minutes of arc. The Mobility layer integrates short-range and long-range
transportation data. Long-range air travel mobility is based on travel flow data
obtained from the Official Airline Guide (OAG) databases. The model identi-
fies 3, 362 subpopulations in 220 different countries. The model simulates the
short and long-range mobility of individuals between these subpopulations using
a stochastic procedure. The infection dynamics takes place within each subpop-
ulation and considers different infectious disease dynamic and the intervention
measures being considered. GLEAM has been successfully used during the 2009
H1N1 pandemic to provide short and long term predictions of its course [5,6].

2.2 Tracking Seasonal Flu with Social Data Mining

One of the key and novel components in FluOutlook is the estimation of the ini-
tial cases necessary to run the GLEAM model (see Fig. 1). While many different
sources of data can be integrated, currently FluOutlook adopts two sources of
geolocalized data: Twitter and a participatory system for digital surveillance
called Influweb [8].

Inferring Initial Infections from Twitter. By filtering geolocalized tweets
with a set of ILI-related keywords, we can obtain spatial and temporal infor-
mation about ILI. We use 40-50 keywords for each given language. Not all ILI
keywords have the same relevance. Moreover, tweets containing an ILI keyword
may not necessarily contain information related with influenza. Although it is
still challenging to filter noisy information, we simplify this process by ranking
the ILI keywords with consideration of the correlation between the time series
of the surveillance data and the volume of tweets for a given key word. In each
country, the volume of geolocalized tweets, Twitter user population, and actual
population allow the estimation of the relative number of initial infections for a
given week in each subpopulation area.

Inferring Initial Infections from Influweb. Open source indicators, such as
Twitter, search engine queries, Wikipedia, may be mixed with irrelevant informa-
tion and over-represent some particular demographic [2]. Novel data sources can
overcome these issues. For instance, online self-reporting platforms are designed
to provide more accurate in-time indicators of disease activity. Influenzanet [7] is
one of such online platforms. It monitors ILI activities using self-reported infor-
mation coming from volunteers across several countries in Europe. Influweb, a
part of Influenzanet project, is a system to collect information on influenza-like-
illness in Italy [8]. Voluntary participants across the country register on the web-
site and submit to the system information about their locations, demographic
and influenza-related health status. To better monitor the ILI activity, the vol-
unteers are invited to weekly update their health conditions. The high quality
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and reliability of such data allow to infer initial infections in a given week in any
census area directly. In FluOutlook, we use Influweb data to initialize GLEAM
simulations in Italy.

2.3 Generative Model Selection and Forecast Output

The simulation module in the platform performs a Latin hypercube sampling of
a parameter space used in the GLEAM model, and generates for each sampled
point P a statistical ensemble of the epidemic profiles. From each statistical
ensemble, the model selection module estimates the likelihood function L(P |X),
where X = x0, x1, ..., xN−1 indicates the ILI surveillance data in a given fitting
window of length N . By considering the likelihood region defined by relative
likelihood function in defining the parameters’ range, the module selects a set
of models. The selected models provide both long-term predictions for epidemic
peak time and intensity, and short-term predictions for the epidemic profiles
in the future four weeks. In Fig. 1, we show predicted epidemic profiles for
Italy in week 2, 2015 with initial infections inferred from Twitter and Influweb,
as well as other time-series predicting methods. In the forecasting page, the
predicted statistical confidence intervals for peak time and intensity are given
on the bottom of the web page.

3 Conclusion

Since the fall 2014 FluOutlook platform has provided real-time forecast of sea-
sonal flu for the United States, Canada, Italy, France, Netherlands, Spain and
Ireland The platform can incorporate surveillance data from any other countries
or regions and is able to provide forecast of seasonal influenza for countries with
high quality social data.
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Abstract. Astroinformatics is an interdisciplinary field of science that
applies modern computational tools to the solution of astronomical prob-
lems. One relevant subarea is the use of machine learning for analysis of
large astronomical repositories and surveys. In this paper we describe
a case study based on the classification of variable Cepheid stars using
domain adaptation techniques; our study highlights some of the emerging
challenges posed by astroinformatics.
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1 Introduction

The recent emergence of a new field of study named astroinformatics, comes as
a response to the rapid growth of data volumes corresponding to a variety of
astronomical surveys. Data repositories have gone from gigabytes into terabytes,
and we expect those repositories to reach the petabytes in the coming years. This
massive amount of data stands in need of advanced computational solutions.
The general aim in astroinformatics is the application of computational tools to
the solution of astronomical problems; key issues involve not only an efficient
management of data resources, but also the design of new computational tools
that efficiently capture the nature of astronomical phenomena.

Recent work reports on successful applications of machine learning for analy-
sis of large astronomical repositories and surveys [2]. Machine learning is already
an indispensable resource to modern astronomy, serving as an instrumental aid
during the process of data integration and fusion, pattern discovery, classification,
regression and clustering of astronomical objects. And we expect machine learn-
ing to produce high-impact breakthroughs when large (petabyte) datasets become
available. As an illustration, LSST (Large Synoptic Survey Telescope), will survey
the sky to unprecedented depth and accuracy at an impressive temporal cadence
[3]; it will generate an expected 30 terabytes of data obtained each night to pro-
vide a complete new view of the deep optical universe in the realm of time domain
c© Springer International Publishing Switzerland 2015
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astronomy. Other projects, such as CRTS (Catalina Realtime Transient Survey),
have already begun to yield impressive scientific results in time-domain astronomy.
And projects such as GAIA1 and DES (Dark Energy Survey) promise to illuminate
unprecedented amounts of the time-varying Universe.

2 Cepheid Variable Star Classification

One important challenge in the analysis of astronomical data is that as we move
fromone survey to another, the nature of the light-curves changes drastically.As an
example, some surveys contain rich sources of data in terms of temporal coverage,
but the depth is shallow. Other surveys capture objects at extreme depths but
for a short time only. And even if we remain within the same survey, analyzing
objects that belong to different regions of the sky can bring substantial differences
in measurements. All these factors lead to different aspects of data variability.

We now describe a case study where we address the analysis of a rich variety
of large surveys under data variability (previous reports can be found in [5,6]).
The problem we address is characterized by an original source surveys where
class labels for astronomical objects abound, and by a target survey with few
class labels, and where feature descriptions may differ significantly (i.e., where
marginal probabilities may differ). The problem is also known as domain adap-
tation, or concept shift, in machine learning [1,4]. A solution to this common
problem in astronomy carries great value when dealing with large datasets, as it
obviates the compilation of class labels for the new target set.

Our study is confined to the context of Cepheid variable star classification
[5,6], where the goal is to classify Cepheids according to their pulsation modes
(we focus on the two most abundant classes, which pulsate in the fundamental
and first-overtone modes). Such classification can in fact be attained for nearby
galaxies with high accuracy (e.g., Large Magellanic Cloud) under the assumption
of class-label availability. The high cost of manually labeling variable stars, how-
ever, suggests a different mode of operation where a predictive model obtained on
a data set from a source galaxy Ttr, is later used on a test set from a target galaxy
Tte. Such scenario is not straightforwardly attained, as shown in Fig. 1 (left),
where the distribution of Cepheids in the Large Magellanic Cloud LMC galaxy
(source domain, top sample), deviates significantly from that of M33 galaxy
(target domain, bottom sample). In this example, we employ two features only:
apparent magnitude in the y-axis, and log period in the x-axis, but our solution
is general and allows for a multi-variate representation. Both the offset along
apparent magnitude2, and the significant degree of sample bias, are mostly due
to the fact that M33 is ∼ 16× farther than the LMC. Our assumption is then

1 Satellite mission launched in 2013 by the European Space Agency to determine the
position and velocity of a billion stars, creating the largest and most precise 3D map
of the Milky Way.

2 Apparent magnitude m, is defined as m = −2.5 × log10
L
d2

, where d is the distance
from Earth to the star measured in parsecs, and L is the star luminosity. Hence,
smaller numbers correspond to brighter magnitudes (higher fluxes).
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that the difference in the joint input-output distribution between the target and
source surveys is mainly due to a systematic shift of sample points.
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Fig. 1. Left. The distribution of Cepheids along the Large Magellanic Cloud LMC (top
sample), deviates significantly from M33 (bottom sample). Right. M33 is aligned with
LMC by shifting along mean magnitude.

Our proposed solution shows evidence of the usefulness of domain adaptation
in star classification [6]. The main idea consists of shifting Tte using maximum
likelihood. As an example, if we assume the marginal distribution from which
the training is drawn, Ptr(x), is a mixture of Gaussians, we can then estimate
parameters directly from our sample Ttr, since we know all class labels (i.e.,
we know which vector belongs to each component or Gaussian). This enables
us to have a complete characterization of the marginal distribution: Ptr(x) =

c∑
i=1

φi gi(x|μi, Σi), gi(x|μi, Σi) = 1
(2π)n/2|Σi|1/2 exp{− 1

2 (x − μi)T Σ−1
i (x − μi)},

where φi, μi, and Σi are the mixture coefficient (i.e., prior probability), mean
and covariance matrix of the ith component respectively, n is the number of
features, and c is the number of components. We can then define a new testing
set T ′

te = {x′}, where x′ = (x1 + δ1, x2 + δ2 + ... + xn + δn), since we know a
shift has occurred along our input features. Our approach is then to find the
set of shifts Δ = {δi} that maximizes the log likelihood of T ′

te with respect to
distribution Ptr(x): L(Δ|T ′

te) = log
∏q

k=1 Ptr(xk) =
∑q

k=1 log Ptr(xk).
To solve this optimization problem, we used an iterative gradient ascent

approach; we search the space of values in Δ for which the log-likelihood function
reaches a maximum value. Fig. 2 shows our results; we used Cepheid variables
from Large Magellanic Cloud (LMC) as the source domain, and M33 as the target
domain. There is a significant increase in accuracy with the data alignment step,
which serves as evidence to support our approach.

3 Conclusions and Remarks

The variability of surveys in terms of depth and temporal coverage in astronomy
calls for specialized techniques able to learn, adapt, and transfer predictive mod-
els from source light-curve surveys to target light-curve surveys. In this paper we
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Fig. 2. Plot bars showing classification accuracy when a predictive model built using
data from LMC (Large Magellanic Cloud) galaxy is tested on data from M33 galaxy.
Blue bars show results when no data alignment is used; red bars show results using
data alignment.

show a methodology along this direction that accounts for a data misalignment
caused by a systematic data shift.

To end, we point to the importance of exploiting contextual information
when modeling astronomical phenomena. This is because the surroundings of a
variable source are essential to determine the nature of the object under study.
For example, a supernova is easiest to distinguish from other variable and nor-
mal objects because it exhibits one brightening episode and then it fades away
over weeks. However, if the context reveals the presence of a galaxy nearby, the
supernova interpretation becomes much more plausible. A radio source in close
proximity to a transient, in contrast, suggests a Blazar classification and is evi-
dence against a supernova. Such contextual information is key to attain accurate
predictions, and will become increasingly accessible with the advent of extremely
large astronomical surveys.
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Abstract. In this work, we unveil the evolution of social relationships
across the lifespan. This evolution reflects the dynamic social strategies
that people use to fulfill their social needs. For this work we utilize a
large mobile network complete with user demographic information. We
find that while younger individuals are active in broadening their social
relationships, seniors tend to keep small but closed social circles. We fur-
ther demonstrate that opposite-gender interactions between two young
individuals are much more frequent than those between young same-
gender people, while the situation is reversed after around 35 years old.
We also discover that while same-gender triadic social relationships are
persistently maintained over a lifetime, the opposite-gender triadic cir-
cles are unstable upon entering into middle-age. Finally we demonstrate
a greater than 80% potential predictability for inferring users’ gender
and a 73% predictability for age from mobile communication behaviors.

Our study [1] is based on a real-world large mobile network of more than 7
million users and over 1 billion communication records, including phone calls
and text messages (CALL and SMS). Previous work shows that human social
strategies used by people to meet their social needs indicate complex, dynamic,
and crucial social theories [2]. This work unveils the significant social strategies
and social relationship evolution across one’s lifespan in human communication.
Specifically, we investigate the interplay of demographic characteristics and three
types of social relationships, including social ego, social tie, and social triad.

The social strategies that people use to build their ego social networks are
observed from Figure 1. The X-axis represents central users’ age from 18 to
80 years old and the Y-axis represents the demographic distribution of users’
friends, in which positive numbers denote female friends’ age and negative num-
bers denote male friends’. The spectrum color, which extends from dark blue

This work was originally published in the 20th ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining (KDD′14) [1]. This extended
abstract has been largely extracted from the publication.
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Fig. 1. Friends’ demographic distribution in ego social networks. X-axis: (a)
female age; (b) male age. Y-axis: age of friends (positive: female friends, negative: male
friends). The spectrum color represents the friends’ demographic distribution.

(low) to red (high), represents the probability of one’s friends belonging to the
corresponding age (Y-axis) and gender (positive or negative). First, the high-
lighted diagonal lines indicate that people tend to communicate with others of
both similar age and gender, i.e., age homophily and gender homophily. Further-
more, we can see that young and middle-age people put increasing focus on the
same generation and decreasing focus on the older generation, while the seniors
devote more attention on the younger generation even along with the sacrifice
of age homophily. Third, we observe that young people are active in broaden-
ing social circles (high degree and low clustering coefficient centralities), while
seniors tend to keep small but stable connections (low degree and high clustering
coefficient centralities).

We further study the social strategies by which people maintain their
social tie relationships. The heat maps in Figure 2 visualize the communi-
cation frequencies—the number of calls per month between two people with
different demographic profiles. Four sub-figures detail the average numbers of
calls between two individuals, two males, two females, and one male and one
female, respectively. We can see that the interactions between two young males
are more frequent than those between two young females (Cf. Figures 2(b)
and 2(c)), and moreover, opposite-gender interactions between one young female
and male are much more frequent than those between same-gender individu-
als (Cf. Figure 2(d)). However, reversely, same-gender interactions between two
middle-age individuals are more frequent than those between opposite-gender
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Fig. 2. Strength of social tie. XY-axis: age of users with specific gender. The spec-
trum color represents the number of calls per month. (a), (b), and (c) are symmetric.

individuals. In addition to the diagonal lines in each sub-figure, the cross-
generation areas that extend from green to yellow indicate that on average 13
calls per month have been made between people aged 20–30 years old and those
aged 40–50 years old. The frequent cross-generation interactions are maintained
to bridge the age gaps between different generations, such as parents and chil-
dren, managers and subordinates, and advisors and advisees, etc.

More interestingly, we highlight the social strategies on triadic relationships
unveiled from Figure 3, wherein the X-axis and Y-axis denote the minimal and
maximal age of three users within a closed social triad. Sub-figures 3(a) and 3(d)
show the distributions of same-gender triads: ‘FFF’ (Female-Female-Female) and
‘MMM’ (Male-Male-Male), and sub-figures 3(b) and 3(c) present distributions
for users’ age in opposite-gender triads: ‘FFM’ and ‘FMM’. From heat-map visu-
alization, we observe that people expand both the same-gender and opposite-
gender triadic relationships during the dating active period. However, people’s
attention to opposite-gender circles quickly disappears after entering into middle-
age (Cf. Figures 3(b) and 3(c)) and the same-gender triadic relationships are per-
sistent over a lifetime (Cf. Figures 3(a) and 3(d)). To the best of our knowledge,
we are the first to discover the instability of opposite-gender triadic relationships
and the persistence of same-gender triadic relationships over a lifetime in a large
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Fig. 3. Demographic distribution in social triadic relationships. X-axis: min-
imum age of three users in a triad. Y-axis: maximum age of three users. The spectrum
color represents the distributions.

population, which demonstrates the evolution of social strategies that are used
by people to meet their social needs in different life stages.

Based on these discovered social strategies, we further study to what extent
users’ demographic information can be inferred from mobile communication
behaviors. The objective is to infer users’ gender and age simultaneously by
leveraging their interrelations. We present the WhoAmI framework—a Multi-
ple Dependent-Variable Factor Graph model, whereby the social interrelations
between users with different demographic profiles can be modeled. On both
CALL and SMS networks, the WhoAmI method can achieve an accuracy of
80% for predicting users’ gender and 73% for users’ age according to their daily
mobile communication patterns, significantly outperforming several alternative
data mining methods.
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Abstract. FACT, the First G-APD Cherenkov Telescope, detects air
showers induced by high-energetic cosmic particles. It is desirable to
classify a shower as being induced by a gamma ray or a background par-
ticle. Generally, it is nontrivial to get any feedback on the real-life train-
ing task, but we can attempt to understand how our classifier works
by investigating its performance on Monte Carlo simulated data. To
this end, in this paper we present the SCaPE (Soft Classifier Perfor-
mance Evaluation) model class for Exceptional Model Mining, which
is a Local Pattern Mining framework devoted to highlighting unusual
interplay between multiple targets. The SCaPE model class highlights
subspaces of the search space where the classifier performs particularly
well or poorly. These subspaces arrive in terms of conditions on attributes
of the data, hence they come in a language a human understands, which
should help us understand where our classifier does (not) work.

1 Introduction

The FACT telescope [1,2] is an Imaging Air Cherenkov Telescope, designed to
detect light emitted by secondary particles, generated by high-energetic cosmic
particles interacting with the atmosphere of the Earth. For astrophysical reasons,
it is important to classify the light as resulting from the atmosphere being hit
by a gamma ray or a proton; the latter occur much more frequently, but the
former are the more interesting in gamma astronomy. Currently, one of the used
classifiers is a random forest, whose performance needs our detailed attention.

The problem with training a classifier on real astrophysical data is that there
is no clear feedback. Based on the observed light, we could deduce whether the
inducing particle is a gamma ray or a proton. Then, we can look in the direction
from which the particle originated, and strive to find an astrophysical source
generating gamma rays. But even if we find such a source, there is no certain
way of telling what kind of particle induced the original observation. Effectively,
we are dealing with a feedbackless learning task, and it is typically hard to
finetune a classifier without feedback.

This Nectar Track submission presents the paper [4]. A significantly longer version
of that paper appeared as a technical report [5].

c© Springer International Publishing Switzerland 2015
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To study our learning performance, we turn to Monte Carlo data. We simulate
particle interactions with the atmosphere, as well as reflections of the resulting
Cherenkov light with telescope mirrors on the one hand and the FACT camera
electronics on the other hand. This gives us a dataset of camera images that is
equivalent in form to a dataset we would get from real astrophysical observations,
except that we also know the true label of our classification task. By training
our random forest on this dataset, we obtain the soft classifier probabilities for
each record. Through studying the interaction between the binary ground truth
that we already knew and the soft classifier probabilities we learned from the
data, we can understand where our classifier performs exceptionally.

We study this interaction with Exceptional Model Mining (EMM) [3,7]: a
Local Pattern Mining framework, seeking coherent subsets of the dataset where
multiple targets interact in an unusual way. We present the SCaPE (Soft Classi-
fier Performance Evaluation) model class for EMM, seeking subgroups for which
a soft classifier represents a ground truth exceptionally well or poorly. This pro-
vides us with insight where our classifier does (not) work.

2 Related Work

Previous work exists on discovering subgroups displaying unusual interaction
between multiple targets, for instance in the previously developed model classes
for EMM: correlation, regression, Bayesian network, and classification (cf. [3,7]).
The last of these model classes is particularly related to the SCaPE model class,
with some major differences. Most notably, the classification model class inves-
tigates classifier behavior in the absence of a ground truth, whereas the SCaPE
model class evaluates classifier performance in the presence of a ground truth.
Hence, the two model classes are different means to achieve different ends.

Automated guidance to improve a classifier has been studied in the data min-
ing subfield of meta-learning: how can knowledge about learning be put to use
to improve the performance of a learning algorithm? In almost all of the existing
meta-learning work, the focus is on letting the machine learn how the machine
can perform better. By contrast, the SCaPE model class for EMM focuses on
providing understanding to the domain expert where his/her classifier works well
or fails. As such, SCaPE provides progress on the path sketched by Vanschoren
and Blockeel [10, Section 5]: “We hope to advance toward a meta-learning app-
roach that can explain not only when, but also why an algorithm works or fails
[. . . ]”. Vilalta and Drissi [11, Section 4.3.1] do devote a subsubsection to “Find-
ing regions in the feature space [. . . ]”, but this is in the context of algorithm
selection.

A very recent first inroad towards peeking into the classifier black box is
the method by Henelius et al. [6], who strive to find groups of attributes whose
interactions affect the predictive performance of a given classifier. This is more
akin to the classification model class for EMM. While Henelius et al. study hard
classifiers, the SCaPE model class is designed for soft classifiers.
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3 The SCaPE Model Class for EMM

Exceptional Model Mining (EMM) [3,7] is a framework within Pattern Mining
[8]: the broad subfield of data mining where only a part of the data is described
at a time, ignoring the coherence of the remainder. EMM is a supervised variant
of Pattern Mining, typically invoked in a multi-target setting: there are sev-
eral attributes t1, . . . , tm that are singled out as the targets of EMM. The goal
of EMM is to find subgroups of the datasets where these targets display an
unusual interaction. This interaction is captured by the definition of a model
class, and subgroups are deemed interesting when their model is exceptional,
which is captured by the definition of a quality measure.

In the SCaPE model class for EMM, we assume a dataset Ω, which is a bag
of N records of the form x = (a1, . . . , ak, b, r). We call {a1, . . . , ak} the descrip-
tive attributes, or descriptors, whose domain is unrestricted. The remaining two
attributes, b and r, are the targets. The first, b, is the binary target ; we will denote
its values by 0 and 1. The second, r, is the real-valued target, taking values in
R. The goal of the SCaPE model class is to find subgroups for which the soft
classifier outputs, as captured by r, represent the ground truth, as captured by
b. In [4] and [5], we define a quality measure to assess this quality in a subgroup.
Conceptually, the real-valued target r imposes a total order on the records of the
dataset. The quality measure considers the ranking of the values of the binary
target b under this order, and computes an average ranking loss [9]. This aver-
age ranking loss is computed for the entire dataset, and for each subgroup under
consideration; the quality of a subgroup is compared to the overall quality in the
dataset at hand. Subgroups with a higher-than-usual average ranking loss high-
light areas of poor classifier performance, and subgroups with a lower-than-usual
average ranking loss highlight areas of good classifier performance.

4 Experimental Results

In [4], we have presented subgroups found on the Monte-Carlo simulated FACT
data, along with astrophysical interpretations. Additionally, in [5], we have pre-
sented results on nine UCI datasets. These results showcase what the SCaPE
model class can unearth in your dataset, and describe problematic areas of the
search space for these well-known datasets, which forms an interesting resource
for any data miner striving to evaluate their methods on these datasets.

5 Conclusions

In gamma ray astronomy, the separation of gamma and proton showers marks
an important step in the analysis of astrophysical sources. Better classifier per-
formance leads to less dilution of the interesting physics results and improves
the statement of results of the astrophysical source. The result set will more
frequently contain the infrequently appearing gamma showers, which should
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increase the effective observation time. Due to the importance of the separa-
tion in this field, understanding why the classifier does not perform as desired is
extremely valuable. The SCaPE model class for EMM helps to understand how
to improve the classifier performance.

Beyond its importance within astrophysics, SCaPE is agnostic of the domain
of the dataset it analyzes. In fact, it can be used to assess the performance of any
soft classifier on any dataset when a ground truth is available. This makes SCaPE
an invaluable tool for any data miner who wants to learn where his/her clas-
sifier works well and where its performance can be improved. What one could
practically do with this knowledge depends on the task at hand. Our FACT
experiments teach us at which settings the telescope delivers the best results,
which allows us to improve the effectiveness of future observations. One could
imagine the benefits of oversampling difficult regions, or learning a more expres-
sive classifier on only the difficult regions of the input space. SCaPE provides
you with the understanding where your classifier does (not) work: feel free to
reap the benefits of that knowledge in any way you see fit.
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Abstract. People using mobile devices for making phone calls, accessing the 
internet, or posting georeferenced contents in social media create episodic digi-
tal traces of their presence in various places. Availability of personal traces over 
a long time period makes it possible to detect repeatedly visited places and 
identify them as home, work, place of social activities, etc. based on temporal 
patterns of the person’s presence. Such analysis, however, can compromise per-
sonal privacy. We propose a visual analytics approach to semantic analysis of 
mobility data in which traces of a large number of people are processed simul-
taneously without accessing individual-level data. After extracting personal 
places and identifying their meanings in this privacy-respectful manner, the 
original georeferenced data are transformed to trajectories in an abstract seman-
tic space. The semantically abstracted data can be further analyzed without the 
risk of re-identifying people based on the specific places they attend. 

1 Introduction 

The topic of this presentation, based on [1], is semantic modeling and semantic analy-
sis of mobility data (trajectories of people). Currently, the main approach to attaching 
semantics to mobility data is comparing the locations of points from trajectories with 
locations of known places of interest (POI) [2]. This approach, however, cannot iden-
tify places having personal meanings, such as home and work. Identifying personal 
places is a challenging problem requiring scalable methods that can cope with numer-
ous trajectories of numerous people while respecting their personal privacy [3, 4]. Our 
contribution consists of such an approach and a method for semantic abstraction of 
mobility data enabling further analyses without compromising personal privacy. 
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A special focus of the paper is episodic mobility data [5, 6], where large temporal 
and spatial gaps can exist between consecutive records, but the proposed approach 
also works for data with fine temporal resolution. It adheres to the visual analytics 
paradigm [7], which combines computational analysis methods, such as machine 
learning techniques, with interactive visual tools supporting human reasoning. 

2 Problem Statement and Methodology Overview 

The input data are episodic human mobility traces, such as records about the use of 
mobile phones or other mobile devices at various locations. Each record includes a 
person’s (user’s) identifier, time stamp, and location specification, which may be 
geographic coordinates or a reference to some spatial object with known coordinates, 
such as mobile network antennas. The goal is to obtain “semantic trajectories” [2], in 
which the geographic locations are substituted by semantic labels denoting the mean-
ings of the visited places or types of activities performed there, e.g., ‘home’, ‘work’, 
‘eating’, ‘recreation’, etc. The transformation needs to be done for a large set of indi-
viduals in such a manner that their geographic positions are hidden from the analyst. 
The resulting semantic trajectories are devoid of geographic positions and thus can be 
viewed and further analyzed without compromising individuals’ location privacy. 

For checking the plausibility of places to have this or that meaning, land use (LU) 
data are utilized. For example, when a set of places is going to be labelled as ‘home’, 
it is checked, based on LU data, whether most of them are in residential areas. A poss-
ible alternative is data about POI, such as public transport stops, schools, shops, and 
restaurants, which can be retrieved from geographic databases or obtained from map 
feature services, such as OpenStreetMap (www.openstreetmap.org). Having POI data, 
it is possible to derive counts of different POI types inside places or within a specified 
distance threshold. Before assigning some meaning to a set of places, the compatibili-
ty of this meaning with the POI types occurring in these places is checked.  

The analytical workflow consists of the following steps: 

1. Extract repeatedly visited personal and public places.  
2. For each place, compute a time series of visits by hourly intervals within the week-

ly cycle, i.e., ignoring the specific dates. 
3. Attach LU or POI attributes to the places. 
4. For each target meaning (‘home’, ‘work’, ‘eating’, ‘shopping’, etc.): 

4.1. Derive relevant attributes (criteria) from the time series of place visits. 
4.2. Based on the attribute values, select candidate places for the target meaning. 
4.3. Validate the place selection with LU or POI data. Iteratively modify the selec-

tion for maximizing the proportion of relevant land uses or POI types. 
4.4. Assign the target meaning to the selected places. Exclude from further analy-

sis the places that have already received meanings. 
5. Replace the geographic positions in the input data with the semantic labels (mean-

ings) of the places containing the positions.  
6. Create a “semantic space”, i.e., a spatial arrangement of the set of place meanings, 

and treat the transformed data as trajectories in this semantic space. 
7. Apply movement analysis methods to the semantic space trajectories. 
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For place extraction, we have developed a special algorithm that groups position 
records by spatial proximity. To extract personal places, the positions of each individ-
ual are clustered separately; to extract public places, the positions of all people are 
clustered together. Places are defined by constructing boundaries (spatial convex hulls 
or buffers) around the clusters of positions. The tool works automatically. It takes 
input data from the database, processes the data, and puts the resulting place bounda-
ries back in the database without showing them to the analyst. 

The task of identifying place meanings requires utilization of a human analyst’s 
background knowledge and cognitive capabilities. This task is supported by interac-
tive visual techniques that only show data aggregated over either the whole set or 
groups of places and do not allow access to individual data. Multi-criteria ranking is 
used for identifying the most probable home and work places. The places with the 
best ranks are considered as candidates for receiving the target meaning. The fitness 
of the candidates is checked using the statistics of the associated LU or POI classes. 
The criteria weights can be interactively modified to maximize the proportion of rele-
vant LU or POI classes and minimize the proportion of irrelevant classes. For target 
meanings other than ‘home’ and ‘work’, candidate places are selected through inter-
active filtering based on relevant temporal attributes and land use or POI information. 

3 Feasibility Studies 

The feasibility of the approach is demonstrated using two case studies: one with simu-
lated tracks from the VAST Challenge 2014 [8], for which ground truth is available, 
and the other with real traces built from georeferenced tweets posted during one year 
within the metropolitan area encompassing San Diego (USA) and the surrounding 
communities. The datasets contain positions of 35 personal cars and 4,286 Twitter 
users, respectively. We extracted 202 personal and 41 public places from the VAST 
Challenge data and 38,225 personal and 9,301 public places from the San Diego data. 

By applying our methodology to the VAST Challenge data, we were able to identi-
fy the meanings of 170 personal places (84%) and 40 public places out of 41 (97.5%). 
The results match the available ground truth information. For the San Diego test case, 
we managed to attach semantic labels to 65% of the personal places and 55.3% of the 
public places. We were able to identify the probable home places of 3,873 persons 
(90.4%) and the probable work or study places for 2,171 persons (50.7%). For 1,950 
persons (45.5%), it was possible to find both home and work places. The largest class 
of personal places is ‘shopping’ (4,695 places). Other large classes include ‘eating’ 
(2,194), ‘social life’ (1,497), which includes places with many visits in the evening 
and night hours and on the weekend, and ‘transport’ (1,315). No ground truth is avail-
able for checking these results; however, further analysis of the semantically  
abstracted data (semantic trajectories) corroborates the plausibility of place meaning 
assignments. Fig. 1 shows an example of a possible avenue to further analysis. 
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Fig. 1. The background of the maps is a “semantic space”, i.e., a 2D spatial arrangement of the 
set of semantic labels of places. The San Diego data transformed to semantic trajectories have 
been aggregated into flows between the semantic space locations by hourly time intervals of the 
weekly cycle. The intervals have been clustered based on the similarity of the sets of the flows; 
the cluster membership is represented by colors in the calendar view on the top left (each clus-
ter has a specific color). The maps show the flows summarized by the time clusters. 
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Abstract. A widely used measure of scientific impact is citations. How-
ever, due to their power-law distribution, citations are fundamentally dif-
ficult to predict. Instead, to characterize scientific impact, we address two
analogous questions asked by many scientific researchers: “How will my
h-index evolve over time, and which of my previously or newly published
papers will contribute to it?” To answer these questions, we perform
two related tasks. First, we develop a model to predict authors’ future
h-indices based on their current scientific impact. Second, we examine
the factors that drive papers—either previously or newly published—to
increase their authors’ predicted future h-indices. By leveraging rele-
vant factors, we can predict an author’s h-index in five years with an
R2 value of 0.92 and whether a previously (newly) published paper will
contribute to this future h-index with an F1 score of 0.99 (0.77). We
find that topical authority and publication venue are crucial to these
effective predictions, while topic popularity is surprisingly inconsequen-
tial. Further, we develop an online tool that allows users to generate
informed h-index predictions. Our work demonstrates the predictability
of scientific impact, and can help researchers to effectively leverage their
scholarly position of “standing on the shoulders of giants.”

Scientific impact plays a pivotal role in the evaluation of the output of schol-
ars, departments, and institutions. A widely used measure of scientific impact is
citations, with a growing body of literature focused on predicting the number of
citations obtained by any given publication. The effectiveness of citation predic-
tion, however, is fundamentally limited by their power-law distribution, whereby
publications with few citations are extremely common and publications with
many citations are relatively rare. In light of this limitation, we instead investi-
gate scientific impact by addressing two analogous questions [1], both related to
the measure of h-index [2] and asked by many academic researchers: “How will
my h-index evolve over time, and which of my previously and newly
published papers will contribute to my future h-index?”

Y. Dong and R.A. Johnson—Provided equal contribution to this work.
This work was published at the 8th ACM International Conference on Web Search
and Data Mining (WSDM’15 ) [1]. This extended abstract has been largely extracted
from the publication.
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Fig. 1. Illustrative example of scientific impact prediction. Before time t, a
scholar published m papers and had an h-index of h. Our prediction problems are
targeted at answering two questions: 1) First, what is the scholar’s future h-index, h′,
at time t+Δt? 2) Second, which of his/her papers, both (a) those m papers previously
published before t and (b) those n new papers published at t, will contribute to h′?

Fig. 2. Prototype h-index prediction tool. The left side may be used to predict
the development of authors’ h-indices and the right side may be used to predict whether
a paper will contribute to its authors’ h-indices.

To tackle these questions, we formulate two scientific impact prediction prob-
lems, as shown in Figure 1. Our primary problem is to determine whether a given
previously or newly published paper will, after a predefined timeframe, influence
a particular author’s predicted future h-index. As a secondary problem, we pre-
dict authors’ future h-indices based on their current scientific impact. These
predicted future h-indices are then used as the future h-indices in our primary
task, with the purpose of accounting for the change in the author’s h-index over
the prediction timeframe. Besides addressing these problems, we have also devel-
oped and deployed an online tool (see Figure 2) that allows users to generate
h-index predictions informed by our findings.

Using a large-scale academic dataset with over 1.7 million authors and 2 mil-
lion papers from the premier online academic service ArnetMiner [3], we demon-
strate a high level of predictability for scientific impact as measured by our two
problems in Figure 3. Accordingly, we find strong performance for our first task
of predicting an author’s future h-index. We can predict an author’s h-index
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(a) h-index prediction (b) Predicting for new papers (c) Predicting for old papers

Fig. 3. Scientific Impact Predictability. (a) Predicting authors’ future h-indices;
(b) Predicting whether newly published papers can increase their primary authors’
future h-indices; (c) Predicting whether previously published papers can increase their
primary authors’ future h-indices.

in five years with an R2 value of 0.9197. This performance generally increases
as the prediction timeframe is shortened, with a prediction of ten years achiev-
ing an R2 of 0.7461. We can predict whether a previously or newly published
paper will contribute to an author’s future h-index in five years with respective
F1 scores of 0.99 and 0.77, improvements of +130% and +160% over random
guessing. Predictive performance for newly published papers generally decreases
as the prediction timeframe is shortened, but is consistently high for previously
published papers. Our results also indicate that authors with low h-indices are
easier to predict for than those with high ones.

We also assess the factors that influence our predictive results. For our sec-
ondary problem, we find that the author’s current h-index is most telling, fol-
lowed by the number of publications and co-authors. For our primary problem,
we investigate six groups of factors that drive a paper’s citation count to become
greater than its primary author’s h-index, including the paper’s author(s), con-
tent, published venue, and references, as well as social and temporal effects
related to its author(s). Figure 4 shows the response curve of the most impor-
tant factor (as evaluated by correlation coefficients) for each group of factors. We
find that topical authority is the most telling factor for newly published papers,
while the existing citation information is most telling for previously published
ones, followed by the authors’ influence and the publication venue. We also find
that publication venue and the author collaborations are moderately signifi-
cant factors for longer prediction periods, but inconsequential for shorter ones.
Finally, we are surprised to find that topic popularity is insignificant for both
previously and newly published papers.

Overall, our findings unveil the predictability of scientific impact, deepen the
understanding of scientific impact measures, and provide scholars with concrete
suggestions for expanding their scientific influence. Salient points include:

– A scientific researcher’s authority on a topic is the most decisive factor in
facilitating an increase in his or her h-index. This coincides with the fact that
the society fellows or lifetime honors are typically awarded for contributions
to a topic or domain.
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Fig. 4. Factor response curves with Δt = 5 or 10 (t + Δt = 2012). x-axis: factor
value; y-axis: probability that a given paper published in t increase its primary author’s
h-index in 2012. A-max-ratio: the ratio between max-h-index and #papers attributed
to the primary author; C-authority-first : the consistence between the first author’s
authority and this paper; V-citation: the #average-citations of papers published in
this venue; S-h-coauthor : the average h-index of co-authors of the paper’s authors;
R-h-index : the references’ h-index; T-ave-h: the average Δh-indices of the authors
between now and three years ago. All response probabilities are observed at a 95%
confidence interval.

– The level of the venue in which a given paper is published is another crucial
factor in determining the probability that it will contribute to its authors’
h-indices. The suggestion here lies in the every scholar’s aim: Target and
publish influential scientific results in top venues.

– Publishing on an academically “hot” but unfamiliar topic is unlikely to fur-
ther one’s scientific impact, at least as measured by an increase in one’s
h-index. This reminds us that one should not turn to follow the vogue topics
that are beyond his or her expertise.

We strongly believe that our findings can help lead to the improved use
of scientific impact measures, though we caution that in no way should our
research be construed as advocating the use of the h-index or any other measure
as a deciding factor in one’s research pursuits.

Acknowledgments. This work is supported by the Army Research Laboratory under
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tific Research (AFOSR) and the Defense Advanced Research Projects Agency (DARPA)
grant #FA9550-12-1-0405, and the National Science Foundation (NSF) Grant OCI-
1029584.
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Abstract. Monitoring physiological signals while driving is a recent
trend in the automotive industry. We present CardioWheel, a state-of-
the-art machine learning solution for driver biometrics based on electro-
cardiographic signals (ECG). The presented system pervasively acquires
heart signals from the users hands through sensors embedded in the
steering wheel, to recognize the driver’s identity. It combines unsuper-
vised and supervised machine learning algorithms, and is being tested
in real-world scenarios, illustrating one of the potential uses of this
technology.

Keywords: Electrocardiographic signals (ECG) · Biometrics · Auto-
motive industry · Personalization · Security

1 Introduction

Automatic personalization of car settings, based on the driver’s identity, is
becoming a standard in the automotive industry. Examples of these adjustable
settings include seat and mirror positions, favorite radio stations, address lists,
among others. Traditionally, this problem has been tackled by resorting to some-
thing the user has, like a personal physical key. Recently, with the arrival of
connected car systems, such as Android Auto and Apple Carplay, driver authen-
tication is routed through the smartphone, which typically has an associated
user identity. Moreover, integration with cloud services increases the range of
personalization systems, leveraging the available digital footprint of the user.
Biometric recognition, which makes use of intrinsic measurable properties of the
user, is an alternative authentication method with undisputed advantages. The
inclusion of biometrics into cars is not new [2,10], though it has not been widely
adopted, mainly due to usability issues.

Our system uses the heart signal to enable driver recognition, in a similar
fashion as with a fingerprint. The electrocardiographic (ECG) signal is acquired
from the driver’s hands with sensors embedded in the steering wheel, continu-
ously and unobtrusively while the user is driving. This allows for biometrics to
be integrated in cars in an innovative way.
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 267–270, 2015.
DOI: 10.1007/978-3-319-23461-8 27
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2 Target Users

According to a recent report [1], half of all surveyed consumers purchase cars
based on the brand’s technological reputation. In the survey, consumers demon-
strated how information and technology are crucial throughout the car expe-
rience. Additionally, consumers are willing to disclose personal information for
customization, security and savings, with 60% of the population willing to pro-
vide biometric information, such as fingerprints and DNA samples, in return for
personalized security or car security.

Major brands are starting to introduce biometric technology in their prod-
ucts. For example, Ford [3], in a patent approved in January 2015, outlines a
system that uses a smartphone to connect to a car’s controller over either Blue-
tooth or Wi-Fi that allows to lock and unlock the doors, in combination with
a biometric capture device (including a retinal scan, a fingerprint sensor, voice
recognition, or face recognition).

One example of application is car-sharing, where the use of biometrics makes
driver swapping easier, nixing the reliance on a physical key to open and start
the vehicle. Additionally, it could also be used to restrict certain features based
on the driver, e.g. restricting the speed for a young driver, or allowing only to
drive at specific times.

3 System Overview

The CardioWheel solution monitors the ECG while driving, extracting relevant
information related with the driver’s identity and health state. System develop-
ments were made both in Hardware and Software. The Hardware needs to handle
two main tasks: i) ECG acquisition and analog filtering; ii) Signal processing and
classification.

Fig. 1. System Architecture

The acquisition of physiological data in the steering wheel of the car repre-
sents a big challenge. We followed recent trends towards an off-the-person sensing
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(a) Steering Wheel
integration

(b) User
Interface

(c) Prototype in collabora-
tion with CEIIA

Fig. 2. System integration in the steering wheel

approach [9], designing our system for ECG acquisition using conductive fabric
electrodes. The signals thus acquired have a lower Signal to Noise Ratio (SNR)
than when compared to traditional approaches. However, the main advantage
of this method is that it can be easily integrated in the steering wheel, with-
out impacting on the driver’s usual behavior. One additional challenge are the
artifacts introduced by the highly dynamic setting, as, for example, when the
driver may have one of the hands off of the steering wheel (e.g. when chang-
ing gears). Commonly used state-of-the-art ECG signal processing algorithms
are not designed to handle such dynamic settings, having been developed for
clinical-grade equipment in stationary environments.

We have designed and produced a custom-made PCB board focused on noisy
ECG signals, which includes a one-lead ECG sensor at the hands [7], an ARM
processor for signal acquisition and filtering, and an isolation stage to guarantee
user protection. Signal processing and classification are performed on an Intel
Edison computational unit.

Our work follows a partially fiducial framework, and in Fig. 1 we depict the
block diagram of the proposed biometric system. After signal acquisition and
filtering, the system detects the presence of the driver’s hands on the sensor,
with a windowing approach. Signal windows with hands present are then for-
warded to a QRS detection block [4], which segments the signal into heartbeats
and also estimates the heart rate. Anomalous heartbeats are discarded with an
unsupervised method [5]. The pattern extraction block takes the preprocessed
input heartbeats to compute a mean template from 5 consecutive segments [8].
The templates are then fed to a classifier, based on support vector machines
(SVM), following the approach proposed in [6].

4 Demonstration Prototype

The CardioWheel integration on a real-world scenario was made by sewing a
conductive fabric to a standard steering wheel cover, as illustrated in Fig. 2(a).
Each electrode is connected to our custom PCB board, where the ECG acqui-
sition takes place. The ECG board is connected via USB to the Intel Edison
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board to perform user biometric recognition. The user interface consists of a
web page that communicates with the Edison board via websockets, allowing
the user to perform enrollment and authentication, as well as visualize the heart
rate in real time, as depicted in Fig. 2(b). Fig. 2(c) represents the integration of
our prototype in an electrical car produced by CEIIA. This integration in a real
life scenario produces data, which will contribute to improve our solution in the
near future.

Acknowledgments. This work was partially supported by the Portuguese Founda-
tion for Science and Technology under grants PTDC/EEI-SII/2312/2012 and PEst-
OE/EEI/LA0008/2013. We also want to thanks Hugo Silva and José Guerreiro for
their colaboration on the development of the first prototypes.
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Abstract. In this paper we present the system Dedalo, whose aim is
to generate explanations for data patterns using background knowledge
retrieved from Linked Data. In many real-world scenarios, patterns are
generally manually interpreted by the experts that have to use their own
background knowledge to explain and refine them, while their workload
could be relieved by exploiting the open and machine-readable knowl-
edge existing on the Web nowadays. In the light of this, we devised
an automatic system that, given some patterns and some background
knowledge extracted from Linked Data, reasons upon those and creates
well-structured candidate explanations for their grouping. In our demo,
we show how the system provides a step towards automatising the inter-
pretation process in KDD, by presenting scenarios in different domains,
data and patterns.

1 Introduction

In Knowledge Discovery in Databases (KDD), patterns are defined as “state-
ments or expressions describing an interesting relationship among a subset of the
analysed data, which is typically resulted from a data mining process (classifica-
tion, cluster, sequence-pattern mining, association rules mining and so on)” [1].
Our work focuses on the KDD step following the data mining one, i.e. the process
of pattern interpretation.

Let us imagine that we aim at explaining why a term such as A Song of Ice
and Fire is searched over the Web only at specific times of the year: this is shown
in Figure 1a, where one can observe regular popularity peaks. Such a pattern can
only be explained by someone who, having background knowledge about the fan-
tasy novels, can explain that the popularity increases in those periods in which
a new Game of Thrones TV season or a new novel is released. In many other
real-world contexts, the revealed patterns are generally provided to experts that
analyse, refine and interpret them in order to reuse them for further purposes.
For instance, patterns can be used in Business Intelligence for decision making, in
E-commerce for item recommendation, in Learning Analytics for assisting peo-
ple’s learning. Producing pattern explanations becomes then an intensive and
time-consuming activity, particularly when the background knowledge needs to
be gathered from different domains and sources.

With that said, we state that the Web knowledge in the form of Linked Data
can facilitate the problem of interpreting Knowledge Discovery patterns. Linked
c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 271–275, 2015.
DOI: 10.1007/978-3-319-23461-8 28
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Data refer to a set of best practices for publishing and connecting structured data
on the Web [2], with the purpose of fostering reuse, linkage and consumption of
data. Thanks to their well-established principles (use of HTTP URIs for naming,
provision of useful information about data, and inclusion of links to connect
to external resources), Linked Data consist nowadays in a globally available
knowledge graph, where several datasets are represented in RDF standards, can
be accessed and understood by machines and, most importantly, are connected
across disciplines. In our example, it is possible to use information about events
(e.g., times and topics) to detect that the peaks of popularity correspond to
moments where there have been events somehow related to the book series A
Song of Ice and Fire.

In this demo, we present Dedalo, a tool to generate Linked Data candi-
date explanations, as in Figure 1b, from data mining patterns such as the one
of Figure 1a. We will show how Dedalo can be applied to patterns and scenarios
of different nature, thanks to the variety of domains existing within Linked Data.
Our work aims at proving that Linked Data can help turning the interpretation
process into an automatic process relieving the manual effort of the experts.

(a) (a) Data mining pattern.

(b) (b) Candidate explanations.

Fig. 1. Dedalo Explanation Visualizer. In (a) the pattern A Song of Ice and Fire chosen
by the user. In (b) Dedalo gives the best candidate explanations based on the Linked
Data knowledge.

2 Dedalo’s Implementation

We implemented Dedalo as a system that integrates the following modules:
an Explanation Generator, which produces explanations based on an Inductive
Logic Programming (ILP) strategy; a Background Knowledge Builder, which
builds the background knowledge using an A* strategy to traverse the Linked
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Data graph and collect the salient information, and an Explanation Visualiser
which finally presents the users both the pattern to explain and the generated
candidate explanations.

Explanation Generator. This module is designed with the idea that it is
possible to learn why some items, considered as the positive examples, belong
to a pattern, while some others, the negative examples, do not. Following com-
mon Machine Learning approaches, the initial data are therefore organised in
positive and negative observations to learn from. More specifically, given a
pattern to be explained which is selected by a user, the items belonging to
it will be considered as positive examples, while the ones not belonging to it
will be the negative examples. In the example of the search term A Song of
Ice and Fire, each search rate evaluated as a peak is considered as positive
example, while the remaining are considered as negative examples. The aim
of this module is to derive candidate explanations which cover a maximum
number of positive examples and a minimum number of negative examples,
e.g., high search rates correspond to events somehow related to the fantasy
series. As in Inductive Logic Programming, explanations are derived by rea-
soning upon the background knowledge about both the positive and negative
examples, which is built using statements extracted directly from Linked Data.

Fig. 2. Dedalo’s built graph.

Background Knowledge Builder.
This module automatically and iter-
atively builds the background knowl-
edge from Linked Data. The assump-
tion here is that it is not feasible
to import the whole knowledge rep-
resented in Linked Data (also, most
of the knowledge might indeed not be
relevant). On the other hand, it is pos-
sible to iteratively extend the back-
ground knowledge about the data,
with the aim of deriving explanations which represent a bigger portion of positive
examples (i.e., the pattern to explain). Starting from the URI representation of
the items in the dataset, which in our case consists in weeks of a year in which
the term is searched, a graph is iteratively built by following the URIs links and
exploring (“dereferencing”) the new discovered entities. In this way, no a priori
knowledge is introduced in the process: The graph exploration is simply carried
out by following existing links between Linked Data URIs. The Linked Data
traversal relies on the assumption that data are connected and therefore data
sources can be easily and naturally spanned to gather new, unknown knowledge
to reason upon. For instance in Figure 2 many of the weeks are linked to aired
TV episodes (through the relation :linksTo), and some of those are further linked
to the Game of Thrones TV series (following the relation :topic), which in turn
is linked to A Song of Ice and Fire through :relatesTo.



274 I. Tiddi et al.

Explanation Visualiser. The final module consists in presenting to the
user the candidate explanations that have been found for the pattern he
had initially chosen. Candidate explanations consists in a path of RDF prop-
erties and one final entity that a subset of items have in common: In
the example of Figure 2, one of the explanations we can derive is shown
ase1=〈:linksTo.:topic.:relatesTo→:ASo- ngOfIceAndFire〉. The evaluation of the can-
didate explanations is shaped as in a classification task, where the classifier pre-
diction is represented by the number of positive examples that the explanation
covers, and the external judgment consists in the whole set of positive examples.
The closer those two sets are, the better the explanation represents the pattern
to explain, and the better it is evaluated. The best explanations are then visu-
alised and presented to the user in natural language, as in Figure 1b, where we
show the candidate explanations generated for the search term A Song of Ice
and Fire.

3 Demo Scenarios

During the demonstration we will present to the audience scenarios of different
nature, following use-cases of our previous works [3]. Users will be allowed to
choose a pattern, that will be visualised in the way it is provided to Dedalo, and
will be also shown the candidate explanations that Dedalo has derived with the
information from Linked Data. We present them below.

(a) KMiData - Clusters of researchers grouped according to their co-
authorship, for which Dedalo explains the reasons for which the authors are
working together;
(b) WorldMaps - Worldbank1 maps of countries grouped according to different
economic indicators, for which Dedalo finds socio-economical reasons explaining
the countries similarity;
(c) Education - Clusters of words grouped according to their semantic simi-
larity, for which Dedalo is able to find which topic relates them;
(d) Trends - Trends of topics searched over the last 10 years, for which Dedalo
explains the peaks of popularity.

We will encourage the audience in understanding the efforts required to give an
explanation for a pattern and will show the benefits of using Linked Data to
assist the explanation process. By using different scenarios we intend to make a
step forward in the automatisation of the pattern interpretation process.
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Abstract. We present Gazouille, a system for discovering local events
in geo-localized social media streams. The system is based on three core
modules: (i) social networks data acquisition on several urban areas,
(ii) event detection through time series analysis, and (iii) a Web user
interface to present events discovered in real-time in a city, associated to
a gallery of social media that characterize the event.

1 Introduction

Social networks (such as Twitter, Instagram, ...) are rich sources of information
that can be used to build a huge number of applications and services for certain
end-users (b2c), for companies, e.g. with analytics platforms (b2b), but also to
help governments and charitable organizations. Through several public APIs, one
can access streams of messages, often provided with text (including hashtags,
user mentions and URIs), media (images or video) and geo-tags indicating the
position of the user emitting the message (called post in the sequel).

One way of exploiting such data is to discover global trends and detecting
events in the streams of posts. The motivations are manifold: disaster detection,
epidemic surveillance, identification of newsworthy events that traditional media
are slow to pick up, identification of trends, monitoring of brand perception,
etc. The question of how to identify events in streams of text data has been a
research topic for more than a decade now, starting from e-mail, via blog posts,
to location-based social networks data [2]. The general idea underlying most
of that work is identifying “bursty” topics (mentioned significantly more often
during a time period than in the period preceding it).

Whereas most of the existing systems identify global trends, only a few take
into account the geo-localization of the posts for detecting local events [3]. This
is actually the goal of Gazouille: harvesting data from urban areas, the system
is able to detect spatially circumscribed events in real-time and to intelligibly

This work was supported by the project GRAISearch (FP7-PEOPLE-2013-IAPP).
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characterize them (with their periodicity, users, key-words, and via a media
gallery, e.g. in Figure 2). In what follows, we present an overview of Gazouille
(Section 2) and a use-case on the city of New-York (Section 3).

2 System Overview

The system architecture is illustrated in Figure 1: a crawler engine harvests social
networks (e.g. Twitter and Instagram) in specific locations (cities) and populates
a database with posts. An event detection module is running continuously with a
sliding window, and enters detected events into the database. Finally, a Web user
interface allows to choose a time window, and explore the most highly expressed
events with an intuitive characterization (see elements in Figures 2 and 3). We
explain the different modules now.

Data acquisition. For acquiring data, trackers are set on a selected city, on
which a grid is defined: each cell gives rise to a geo-tagged query on each social
network every 5 minutes (default refresh rate). The back-end is realized in Ruby,
connects to data providers’ official APIs, and stores data in a PostgreSQL DBMS.

Data preparation. From each geo-tagged post, we extract meaningful key-
words (e.g. hashtags and user mentions from tweets). Natural language process-
ing tools could also be used here for stemming, lematization, etc. In the end, a
city gives rise to a single stream of pairs (timestamp, {word1, ..., wordn}).

Event detection. The detection is performed in a window of a given size.
Each time the trackers refresh, the window is right-slid and a new detection is
performed. Based on our review of the state-of-the-art, we have selected a light-
weight method for bursty term detection [1] and implemented it with several
modifications to handle texts from social networks (the method was originally
designed analyzing news corpus). The method described in [1] transforms each
terms’ document frequency - inverse document frequency (DFIDF) scores over
time via a Discrete Fourier Transform and derives its periodicity and strength
of expression from the resulting periodogram. Originally, stopwords are used to
identify “irrelevant” terms but since those are not available in our settings (and
difficult to derive for Twitter in general), we classify all terms with less than
average expression thus (denoted as ’L’ for Low in Figures 2 and 3, ’H’ for high
otherwise). Individual bursts are modeled as Gaussians.

Front-end. The user selects a window of time in which events are detected.
Bursty terms are ranked w.r.t. their strength of expression. The user selects the

Fig. 1. System architecture
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terms he is interested in and the rest of the interface updates (details hereafter).
We used Google Charts1 and magic wall2 UI components.

3 Use Case: New York City

We collected tweets posted from October the 31st to November the 4th 2014
in New York City, covering the districts of Brooklyn, Manhattan, Queen’s, and
Staten Island (geo-tagged queries to the Twitter API every five minutes). We
accordingly tracked 200, 000 geo-localized tweets in a period containing the 2014
NYC marathon (November 2). Our goal is to validate that this event will be
discovered in time and space, but we should also be able to identify several
other events that happened in this area and time frame. The event detector
engine is run with a sliding window of 128 time stamps, each corresponding to
ten minutes.

As an end user, the window in which discovered events should be given can
be selected and moved. We set the window to the day of the marathon (note
that dates are in Dublin GMT timezone), see Figure 2. The ordered list of bursty
terms is then refreshed automatically. In this case the most strongly expressed
terms are #nycmarathon and @nycmarathon. Expression is given in percentage
of expression w.r.t. the maximum, i.e. the most bursty term. We then select those
two first terms and all tweets gathered by our initial trackers that involve these
terms are displayed on the map. The shape of these geo-localized tweets strongly
resembles the known marathon course (left map bordered in black). The third
bursty terms also concerns the marathon. The fourth term is the user mention
of a singer from Harlem that released a song that day, freely available on the
Web, thus shared and discussed on Twitter. Finally, the last given bursty term
concerns @CRinQC who we identified as a Republican tweeter whose criticism
of President Obama was re-tweeted by noted New York business and former
Republican presidential hopeful Donald J. Trump, amplifying his expression.
The user can then discover other terms in the list.

When shifting the time window one day later (see Figure 3), the interface
updates. We now have a new list of bursty terms. Whereas tags related to the
New York marathon are still present, they are not the burstiest terms anymore.
We select the four most strongly expressed terms (@dalailamatruth, #dalailam-
abeacon, #religiousfreedom, and #dalailama) since one may assume they concern
the Dalai Lama. Plotting the concerned geo-localized tweets on the map result in
a very concentrated area: the Beacon theater where the Daila Lama was giving
a lecture on November 3 and 4 2014, in front of which protesters gathered, as
the media gallery related to these posts suggests.

1 https://developers.google.com/chart/interactive/docs/gallery/timeline
2 http://teefouad.com/plugins/magicwall

https://developers.google.com/chart/interactive/docs/gallery/timeline
http://teefouad.com/plugins/magicwall
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Fig. 2. Detecting events in New-York on November 2 with selected bursty terms #nyc-
marathon and @nycmarathon, corresponding geo-localized tweets (right map), and the
known NYC 2014 marathon course (left map). In the table, expression is given in per-
centage with respect to the top expressed term, while expression and periodicity are
given as high (’H’) and low (’L’), i.e. above/below their average value.

Fig. 3. Detecting events in New-York on November 3 with selected bursty terms
@dalailamatruth, #dalailamabeacon, #religiousfreedom, and #dalailama and corre-
sponding geo-localized tweets all concentrated around the Beacon Theater. A gallery
of the corresponding media is also given.
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Abstract. Entity Resolution (ER) is the task of finding references that
refer to the same entity across different data sources. Cleaning a data
warehouse and applying ER on it is a computationally demanding task,
particularly for large data sets that change dynamically. Therefore, a
query-driven approach which analyses a small subset of the entire data
set and integrates the results in real-time is significantly beneficial. Here,
we present an interactive tool, called HiDER, which allows for query-
driven ER in large collections of uncertain dynamic historical data. The
input data includes civil registers such as birth, marriage and death
certificates in the form of structured data, and notarial acts such as
estate tax and property transfers in the form of free text. The outputs
are family networks and event timelines visualized in an integrated way.
The HiDER is being used and tested at BHIC center(Brabant Historical
Information Center, https://www.bhic.nl); despite the uncertainties of
the BHIC input data, the extracted entities have high certainty and are
enriched by extra information.

1 Introduction

In the domain of historical research vast amount of historical data exists. Digiti-
zation and correction of data is an everyday process in historical centers. Addi-
tionally, some projects such as Ancestory.com1 are using crowdsourcing and vol-
unteering efforts to improve the quality of their database on census records and
civil registers. This results in many dynamically changing large data corpora,
requiring efficient ER.

This work develops, based on the work of [1], a query-driven tool for Historical
Data Entity Resolution called HiDER. HiDER has the following advantages: (a)
HiDER allows for ER across different data sources; (b) the changes in input data
and ER algorithms can be incorporated in generating outcomes in real time; (c)
by using Lucene’s inverted indexing, both structured and unstructured data are
handled, and fuzzy search allows for compensating missing data and spelling
1 Ancestry.com Inc., http://www.ancestry.com
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variations, and (d) graph-based ER allows for detecting and visualizing “family
networks”.

2 The HiDER System

The HiDER system is developed on an Apache web server, equipped with Solr
search platform. HiDER works as follows: a user gives a query which consists of
at least a family name, but can also contain names of a couple, date and location
and relatives’ names. Subsequently, HiDER searches for relevant records existing
in different sources and presents them in an integrated way. To do this, HiDER
uses an inverted index data structure to retrieve a subset of records from multiple
corpora, and applies an ER process, developed previously by the authors in [2,3],
on this subset on the fly. As such, the system is flexible in the sense that it
adapts with minimal effort to changes in the corpus. In Fig. 1, different modules
of HiDER are shown. Next we introduce each of these modules, in detail.

Fig. 1. The HiDER query-driven ER process.

Preprocessing: The input data consists of historical documents of the 18th

and 19th centuries in the form of structured civil registers and unstructured
notarial acts. We refer to each civil register or notarial act as a record and each
person mentioned in a record as a reference. Upon arrival of a new record or
when an existing record is updated, the important information of the record
is cleaned and stored in an inverted index. For structured data, the names,
locations, date and type of the record are the indexed information, and a general
text field is used to generate an inverted index for every term which appears in
the record. For the unstructured data the general text field is used to generate the
inverted index for every term in the text of document. The indexing procedure
is computationally light and still captures every information in the record.

Real-Time Processing: Real-Time processing is the main part of the HiDER
system. Depending on the user query, HiDER uses the available indexes in the
data warehouse for Extracting Data. The available faceting feature guides a
user to drill into his/her target data (see left column in Fig. 2). Furthermore,
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the user can choose between strict and fuzzy search, where the latter one allows
for compensation of spelling errors and missing data. The retrieved unstructured
data is then further processed for Named Entity and Relation Extraction;
for more information we refer to [2]. Additional Cleaning and Standardization
is applied to the outputs of previous modules. For instance, extra symbols are
removed from names, and names with spelling variations are standardized. The
standardization databases2 are continuously updated based on the user feedback
and experts knowledge and updates are incorporated in answering future queries.

In the Augmented Graph Construction phase, the contextual informa-
tion available in each record is translated to a graph component. The graph
consisting of these components is then augmented by adding so called block
nodes which capture the important features of each name such as its first and
last few letters and its length (see [4] for examples). Once the augmented graph
is constructed, a random walk -based entity detection approach is used to detect
all references with highly similar contextual information (i.e., similar neighbor
nodes in the augmented graph), indicating that they all refer to the same entity.
Once the entities are detected, the Entity Graph Construction is accom-
plished by merging each set of references that correspond to the same entity
(this technique is elaborated by the authors in [3]).

Fig. 2. Part of the HiDER interface upon arrival of a query: searching tool and faceting
are shown on the left, and the event timeline is shown on the right.

Visualization serves as an indispensable tool to evaluate the entity graph
manually, and is also a way to deliver the results to the user. HiDER is capable
of visualizing the entity graph in the form of event timelines. In event timelines
2 e.g., http://www.meertens.knaw.nl/cms/en/collections/databases

http://www.meertens.knaw.nl/cms/en/collections/databases


284 B. Ranjbar-Sahraei et al.

the information of each record is shown in the form of a floating card, while the
important entities are highlighted, and the cards are sorted based on the date
of the records (see Fig. 2). To visualize the family networks, due to complexity
of the generated entity graphs, we propose a novel visualization scheme for the
genealogical data by combining every two individuals with marriage relations
into single couple nodes, and use graph traversing algorithms to categorize nodes
into different generations (see Fig. 3).

Fig. 3. The HiDER visualization of a family network: each link connects parents, on
the left, to a child and his/her spouse, on the right. Users can interactively focus on
the nodes and expand them. Coloring of nodes adapts to the mouse position.

HiDER allows for Iterative ER; the entity graph constructed in one round is
used to extend the current query and as such to iteratively construct new entity
graphs. Therefore, the user can retrieve the family network of farther relatives
of specific entities, and also to manually compensate some of the missing links.

3 Concluding Remarks

The HiDER interactive tool targets different experts including data scientists,
genealogists and demographers. Any individual who is interested in generating
his/her family tree is among the main audience of HiDER, too. According to
evaluations by the experts of BHIC center, using HiDER for searching the avail-
able 3,000,000 documents generates precise results (e.g., the precision of ER
in [3] is 92%).
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Abstract. Automatic methods are being developed and applied to
transform textual biomedical information into machine-readable formats.
Machine learning techniques have been a prominent approach to this
problem. However, there is still a lack of systems that are easily accessible
to users. For this reason, we developed a web tool to facilitate the access
to our text mining framework, IICE (Identifying Interactions between
Chemical Entities). This tool annotates the input text with chemical
entities and identifies the interactions described between these entities.
Various options are available, which can be manipulated to control the
algorithms employed by the framework and to the output formats.

Keywords: Text mining ·Machine learning · Ontologies · Named entity
recognition · Relation extraction

1 Introduction

The amount of information about chemical compounds that is published in the
form of scientific literature is growing at an unprecedented rate [1]. To update the
chemical interactions described in databases, such as DrugBank [4] and IntAct [3],
relies on manual reading and parsing the literature. This means that this update
will always lag behind scientific publications, as experts extract the relevant infor-
mation from the papers. For this reason, there is a growing need for automatic
methods that transform biomedical text into machine-readable structured data,
such as an interaction between compounds.

Information extraction systems applied to the biomedical domain have been
developed and are available to the community [5]. However, their performance
depends on the machine used by the user, usually requiring external libraries
and specific installation instructions. A more practical solution is releasing the
system as a web tool, with a front-end enabling any user to test and experiment
with it.

We developed the IICE framework (Identifying Interactions between Chemical
Entities), for automatic annotation of biomedical documents. IICE is based on
c© Springer International Publishing Switzerland 2015
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supervised machine learning algorithms and semantic similarity between ontology
concepts. We have evaluated the framework with the CHEMDNER [7] dataset,
for the recognition of chemical entities, and with the DDIExtraction dataset [8],
for extraction of drug-drug interactions. The F-measure obtained for each dataset
was of 78.26% and 72.52%, respectively, which can be considered nearly state-of-
the-art.

The IICE framework can be accessed by a web tool1, with several config-
uration options available to the user. These options enable the user to obtain
different results by adjusting the methods and thresholds applied. As such, it
is possible to set the options for higher recall or precision, depending on the
specific needs of the user. The results may be given in the form of HTML tables,
or a XML file.

2 Architecture Overview

The IICE framework is based on three components which take as input biomed-
ical text, to accomplish distinct tasks. With this modular approach, it is possible
to run the framework only using some of the modules, which may be useful if
the text was already partially annotated, or if it is going to serve as input to
another framework.

Entity recognition This module recognizes the chemical entities mentioned in
each sentence. If the input consists of more than one sentence, we split the text
in sentences, and process each one individually. The input text is classified using
Conditional Random Fields classifiers [2], trained with data sets from community
challenges [7,8]. We have trained classifiers for specific types of chemical entities,
in order to obtain higher recall and also provide a type for each entity recognized.

Validation The chemical entities recognized in the text are normalized to ChEBI
ontology [6] identifiers. Using the ChEBI ontology, it is possible to validate the
entities recognized in the same sentence. Our assumption is that entities that
were correctly recognized in a given sentence should share more similarity than
recognition errors. Therefore, we implemented a filter to exclude entities with
low semantic similarity to other recognized entities in the same fragment of text.
This approach obtained high precision values.

Relation extraction The relation extraction module identifies pairs of entities
in the text that are described as interactions. We trained a classifier with the
DDIExtraction dataset [8], using kernel-based learning algorithms [9,10]. This
type of algorithm has been successfully applied to other relation extraction tasks.
The input text for this module should be already annotated with chemical enti-
ties, either by the previous module, with a different framework, or manually.
Each interaction is also labeled with one of the types of interactions considered
in the DDIExtraction dataset.
1 http://www.lasige.di.fc.ul.pt/webtools/iice/

http://www.lasige.di.fc.ul.pt/webtools/iice/
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3 Web Tool

The IICE web tool can be used to automatically annotate the abstract of a
scientific article with chemical entities and interactions. This can be useful for
applications such as developing a network of interactions based on the literature,
or finding articles relevant to a particular chemical compound.

Figure 1 shows the options that are available to the user. Using these options,
it is possible to recognize only the chemical entities in the text (NER), or only
the chemical interactions (RE) if the text is already annotated with chemical
entities, or both. The input text can be annotated with the “<entity>” tag. We
have trained classifiers for entity recognition with two datasets, annotated with
different criteria: the CHEMDNER corpus considers various types of chemical
entities, while the DrugNER corpus is focused only on drugs. The user may
choose to use only the set of classifiers trained with one of the datasets, if anno-
tations similar to that dataset are preferred. We also provide several options
related to the validation module, in order to tune the framework for higher
recall or precision. Finally, it is also possible to choose which types of machine
learning algorithms to use for Relation Extraction. The user may select the
classifier we have trained with the Shallow Language kernel [9] or with the Sub-
set Tree kernel [10]. The ensemble classifier combines the results of the kernel
classifiers with other domain-specific features to obtain better results. We have
previously described in detail how these algorithms were applied and how they
may influence the results [11].

Fig. 1. Screenshot of the options panel and results obtained with the IICE web tool.

The results obtained with the web tool are shown on Figure 1. First we
provide a link to the results in the XML format used by the DDI Extraction
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dataset. Then, the original text is shown, with the chemical entities highlighted.
We organize the interaction and the chemical entities found in two distinct tables.
The interactions table provides the two elements of the interactions, and the type
of chemical interaction. The entities table provides the name, offset and type of
chemical entity, as well as the ChEBI ontology identifier mapped to that entity.

Using only one set of NER classifiers, the system takes about 10 seconds to
process one sentence. This value increases as more options are activated, taking
as long as 60 seconds if all classifiers are used. We plan on improving the speed
performance of the web tool by pre-loading the classifiers and ontologies and
deploying the tool on the server as a background service.
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and LaSIGE Unit Strategic Project, ref. PEst-OE/EEI/UI0408/2014 and by the Euro-
pean Commission (http://ec.europa.eu) through the BiobankCloud project under the
Seventh Framework Programme (grant #317871).

References

1. Hunter, L., Cohen, K.B.: Biomedical language processing: what’s beyond PubMed?
Molecular Cell 21(5), 589–594 (2006)

2. McCallum, A.K.: MALLET: A Machine Learning for Language Toolkit (2002)
3. Kerrien, S., Aranda, B., Breuza, L., Bridge, A., Broackes-Carter, F., Chen, C.,

et al.: The IntAct molecular interaction database in 2012. Nucleic Acids Research,
gkr1088 (2011)

4. Law, V., Knox, C., Djoumbou, Y., Jewison, T., Guo, A.C., Liu, Y., et al.: Drug-
Bank 4.0: shedding new light on drug metabolism. Nucleic Acids Research 42(D1),
D1091–D1097 (2014)

5. Leaman, R., Gonzalez, G.: BANNER: an executable survey of advances in biomed-
ical named entity recognition. Pacific Symposium on Biocomputing 13, 652–663
(2008)

6. Hastings, J., de Matos, P., Dekker, A., Ennis, M., Harsha, B., Kale, N., et al.:
The ChEBI reference database and ontology for biologically relevant chemistry:
enhancements for 2013. Nucleic Acids Research 41(D1), D456–D463 (2013)

7. Krallinger, M., Rabal, O., Leitner, F., Vazquez, M., Salgado, D., Lu, Z., et al.:
The CHEMDNER corpus of chemicals and drugs and its annotation principles. J
Cheminform 7(Suppl 1), S2 (2015)

8. Herrero-Zazo, M., Segura-Bedmar, I., Martnez, P., Declerck, T.: The DDI corpus:
An annotated corpus with pharmacological substances and drugdrug interactions.
Journal of Biomedical Informatics 46(5), 914–920 (2013)

9. Giuliano, C., Lavelli, A., Romano, L.: Exploiting shallow linguistic information for
relation extraction from biomedical literature. EACL 18, 401–408 (2006)

10. Moschitti, A.: Making Tree Kernels Practical for Natural Language Learning. In:
EACL, vol. 113, no. 120, p. 24 (2006)

11. Lamurias, A., Ferreira, J.D., Couto, F.M.: Identifying interactions between chem-
ical entities in biomedical text. Journal of Integrative Bioinformatics 11(3), 247
(2014)



Interactively Exploring Supply and Demand
in the UK Independent Music Scene

Matt McVicar(B), Cédric Mesnage, Jefrey Lijffijt, and Tijl De Bie

Intelligent Systems Lab, University of Bristol, Bristol, UK
{mattjamesmcvicar,tijl.debie}@gmail.com,

{cedric.mesnage,jefrey.lijffijt}@bristol.ac.uk

Abstract. We present an exploratory data mining tool useful for find-
ing patterns in the geographic distribution of independent UK-based
music artists. Our system is interactive, highly intuitive, and entirely
browser-based, meaning it can be used without any additional software
installations from any device. The target audiences are artists, other
music professionals, and the general public. Potential uses of our soft-
ware include highlighting discrepancies in supply and demand of specific
music genres in different parts of the country, and identifying at a glance
which areas have the highest densities of independent music artists.

1 Introduction and Motivation

Supply and demand form the basis of many products in microeconomics, affect-
ing the price consumers are willing to pay for an item or service. With respect to
music, the ‘supply’ of a particular music genre1 can be thought of as the number
of artists actively recording and performing music in this style. ‘Demand’ on the
other hand refers to a population’s desire to spend resources (time, money) pur-
chasing and listening to a given music genre, as well as attending live concerts
in this style.

Quantification of the supply and demand of music is not straightforward;
until very recently only the demand for the most popular genres was known,
through charts produced by companies such as Billboard2 or The Official Charts
Company3. Our aim is to provide estimates of supply and demand at much finer
granularities by using simple statistical techniques combined with the massive
amount of data available on the web. In particular, music artist platforms such
as SoundCloud, MixCloud and YouTube4 present us with a unique chance to
study the supply of particular music genres outside the mainstream, whilst fan
activity on (micro)blogging sites such as Twitter and Facebook give us a window
into the demand for particular musical styles.

1 ‘style’ and ‘genre’ are considered to be synonyms in this paper, examples of which
include Classical, Rock etc.

2 http://www.billboard.com/
3 http://www.officialcharts.com/home/
4 https://soundcloud.com/,https://www.mixcloud.com/,https://www.youtube.com
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We are particularly interested in lesser-known artists as they may represent
fresh talent or emerging music styles. Musicians such as these may never reach
commercial breakthrough if they are not identified and linked with their fans,
and our tool can help record labels identify growing genres and thus artists at
an early stage in their career, leading to greater profit potential. In contrast
to existing work on geo-located twitter music [1], [2], our system pairs artists
active on the web with their fans, and is also concerned exclusively with non-
mainstream music. Furthermore, we provide an intuitive system for browsing
the patterns seen in the geographical distribution of these niche music artists.

The remainder of this demo paper is organised as follows. In Section 2 we
outline our data collection methods. Section 3 gives an overview of our system,
and we conclude in Section 4.

2 Data Collection

We collected data about 54,192 UK independent artists from Reverbnation.com5.
In particular, we collected artist name, genre(s), location and links to their Twit-
ter, Soundcloud and/or Youtube accounts. Using Twitter handles of the artists
(21,616 artists volunteered this information) we periodically gathered tweets
using this handle. Currently, our MongoDB database is storing 10,005,640 tweets,
tweeted from 1,844,278 different accounts. 181,042 of these tweets we have found
to be geolocalised and can therefore be used to assess the demand for a genre in
a particular location.

To localise our data, we obtained the location from ReverbNation (free text)
and Twitter (curated by Twitter) and semi-automatically binned locations into
the 83 counties of England, 26 districts of Northern Ireland, 32 unitary authori-
ties of Scotland and the 32 principal areas of Wales. We found that many artists
listed their location simply as ‘London’, which is not itself a well-defined area.
We therefore collected all London buroughs (Camden, Tower Hamlets etc.) into
one region called simply London.

Supply (demand) for each genre and region in our maps was then estimated
simply as number of artists (tweets about artists) divided by population of region.
These were generally on different scales, making a direct comparison challening.
Instead, we employed the following statistical approach which aims to quantify
how balanced the supply and demand is given a background balance given by
the UK as a whole.

Let ai and ti be the number of artists and tweets for region i. Furthermore,
suppose that a and t are the number of artists in this genre for the UK in its
entirety. Considering ai and ti as samples from independent Poisson random
variables, we then regard the respective rate parameters λa,i and λt,i as proxy
measures for supply and demand for a given genre in region i. The degree to
which region i’s music market is out of equilibrium can then be quantified by
comparing log (λa,i/λt,i) with log (λa/λt); the latter is considered the equilib-
rium.
5 http://www.reverbnation.com/

http://www.reverbnation.com/
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Estimating this log ratio parameter in a maximum likelihood setting can be
conducted following Wald’s approach [3], the Maximum Likelihood Estimate for
log (λa,i/λt,i) is μi = log ((ai + 0.5)/(ti + 0.5)), with an estimated variance of
σ2

i = 1
ai+0.5 + 1

ti+0.5 . Due to the large population size of the UK in its entirety,
the ‘prior’ disequilibrium log (λa/λt) can be estimated accurately as μ = log (a/t)
with negligible variance. As a measure of the disequilibrium, we thus used the
z-score of μi: zi = μi−μ

σi
.

3 Overview of Interface

Our system is live for users to experiment with6, while a screenshot is provided
in Figure 1. Users interact with our system in the following way. First, they
select a genre from a dropdown menu. This then automatically loads a new set
of maps for the supply, demand and net data. Each region of the UK is colored
by intensity on a green scale for supply, purple for demand and diverging green-
purple for net divergence from the equilibrium.

Mouse-hovering over a particular region then shows the relevent data in a
clear and concise way using the recently-developed D3 Javascript library (data-
driven documents, http://d3js.org/). By exploring these maps, we hope that
users will be able to delve deep into the data in an intuitive and fun way, exploring
many gigabytes of data with no technical expertise required.

The final map (showing net supply vs. demand) may be of particular interest,
since users can discover neighbouring regions in which there is a lack of supply
and excess demand (or vice-versa). This indicates that there is an opportunity
for arbitrage in the market for this genre: artists may wish to book live concerts
or promote their work in a neighbouring county if there is a higher demand for
their style than in their own locality.

4 Conclusions

In this demo, we introduced an exploratory data analysis tool for identifying
geographic trends in the independent UK music scene. Our system is web-based,
requires no installation other than a modern browser, and is highly intuitive to
use. We are optimistic that this tool can be used by music fans and professionals
alike, to navigate trends in the distribution of music genres through the UK.
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1 Objectives 

Within the context of Remote Equipment Monitoring, the specific customer imple-
mentation of this project has been in the area of an upstream oil and gas process. The 
goal was to improve the efficiency of ESP (Electric Submersible Pump) oil & gas 
production, by predicting (rather than just reacting to) ESP shutdown and failure and 
thus avoiding downtime which results in a loss of production as well as repair costs. 
Please see Figure 1 for an illustration of an ESP. 

 

Fig. 1. Electric Submersible Pumps (ESPs) 

“Replacing a single failed pump costs us more than $100K and days of production 
loss. We have hundreds of failures a year. Preventing even 10% of these failures 
represents a massive reduction in costs”, well operation engineer of major Oil & Gas 
company. 

2 Project Implementation 

A methodology and solution for real-time monitoring of production equipment in 
remote locations is presented. The solution is developed on sensor data, transmitted 
from equipment to field information systems; and analyzed using visual/predictive 
applications connected to a central Historian data source. Resulting mathematical 
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models, developed and validated on historical data, are used to monitor new sensor 
data as they arrive in real-time.  

Our solution is illustrated using data from Electric Submersible Pumps across mul-
tiple fields. The pumps are fitted with downhole monitoring units that transmit 
streams of data back to surface including: motor temperature, motor frequency, motor 
current, pump intake pressure and intake temperature. Data is aggregated from multi-
ple sensors with a resulting data rate of several thousand readings per minute from the 
Historian data source. 

This data was combined with subject matter expertise to improve detection and 
provide event classification.  Examples of this include slipping conditions indicated 
by pressure and flow remaining constant while energy consumption is increasing; 
motor temperature decrease and pressure increase indicating gas buildup; motor tem-
perature increases at a certain rate over time leading to a motor burnout 

There are several possible strategies for monitoring such variables over time, spe-
cifically a trend analysis approach, i.e. monitoring for changes in location of distribu-
tion, or changes in variability, or slope, or a statistical approach, based on statistical 
(e.g. Shewhart control chart) or machine learning models (y (0/1) = f (X, b) + e;where 
f is a logistic regression or a tree, an svm, or a neural network. In our implementation, 
we focus on trend changes. 

Historical sensor data was imported into Spotfire to diagnose pump shutdowns and 
failures, enabling the creation of predictive model that could detect these leading indi-
cators and forecast events.  This model was then published to StreamBase, which 
monitored and scored the data in real time and generated alerts when a shutdown or 
failure was indicated by the model based on incoming data. 

Our implemented final solution has included: 

• Spotfire data discovery on ESP data: Data discovery on historical sensor data for 
equipment in production, and development of hierarchical mathematical models as 
leading indicators of equipment failure conditions (Figure 4) 

• Deployment of models to real-time analytics systems, using Streambase (Figure 5) 
• SDK-efficient integrations with OSI-PI historian and attribute data; and with busi-

ness process management systems for management of equipment maintenance 
• Understanding failure events: alerting the engineers with an email that has a picture 

of the variables related to root-cause of failure. (Figure 6) 
• Live monitoring of real-time sensor signals using StreamBase LiveView (Figure 7) 
• Comprehensive geo and location analytics mapping 
• Analysis of real time alerting data for classification and prioritization, and continu-

ous model improvements leading to reduction of false positives 

3 Results 

The solution performs remarkably well, identifying a variety of anomalous equipment 
behaviour states, and preventing multiple shutdowns and pump failures, with false 
positive rates close to zero. 
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Fig. 4. Alerting View in W
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involved in our solution are highly flexible, it being easy and fast to re-implement a 
model or workflow onto another type of equipment, which results in very high ROI. 

Actionability of the solution - alerting becomes very actionable and efficient, with 
human involvement only when it is required. 

5 Future Work 

Right now the predictive model is based on data that is selected by subject matter 
experts but our future state is a large scale automated back-testing framework to  
determine the best parameters for models. 
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Matija Pǐskorec1(B), Borut Sluban2, and Tomislav Šmuc1
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Abstract. This paper presents MultiNets: a Javascript library for
multilayer network visualization. MultiNets provides reusable HTML
components with functions for loading, manipulation and visualization
of multilayered networks. These components can be easily incorporated
into any web page, and they allow users to perform exploratory analysis
of multilayer networks and prepare publication quality network visualiza-
tions. MultiNets components are easily extendable to provide custom-
based visualizations, such as embedding networks on geographical maps,
and can be used for building complex web-based graphical user inter-
faces for data mining services that operate on multilayered networks and
multirelational data in general.

Keywords: Network visualization · Multilayer networks · Graph min-
ing · Network mining

1 Introduction

Network science is becoming an important multi-disciplinary research area
including mathematics, physics, life sciences, social sciences, and computer sci-
ence. Complex systems can often be represented as networks of interacting com-
ponents, where each aspects of the system can be presented as an individual
network, hence together forming a multi-aspect or multilayer network. The wide
applicability of multilayer networks for solving and understanding different prob-
lem scenarios is gaining recognition in the scientific community [2,6]. In machine
learning and data mining relevant research includes multilayer clustering [5],
multi-network link prediction [11], mining heterogeneous networks [10] and meta-
learning from network induced features [3].

Network visualizations offer an unique way to understand and analyze com-
plex systems by enabling users to more easily inspect and comprehend relations
between individual units and their properties [8]. The majority of programming
languages offer libraries, modules and extensions for visualizing static networks.
Many stand-alone programs for network visualization are available, for example

c© Springer International Publishing Switzerland 2015
A. Bifet et al. (Eds.): ECML PKDD 2015, Part III, LNAI 9286, pp. 298–302, 2015.
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Gephi1[1], Pajek2, LaNet-vi3, GraphViz4, and *ORA5. Some extensions for data
mining tools also exist: Orange offers the Network add-on6 for visualizing and
analyzing networks, and KNIME has a network mining plug-in7. Recently, few
stand-alone programs for multilayer network visualizations were developed, for
example MuxViz [4] and Arena3D [9]. In comparison, there are far less tools
for network visualization in web browsers, which is an oddity because web-
based platforms are becoming increasingly common. Although some Javascript
libraries offer basic support for network visualizations in web browsers, for exam-
ple D3.js8, vis.js9, and sigma.js10, they are not tailored to support out-of-the
box multilayered network visualizations. An exception is the HiveGraph appli-
cation11 which renders multilayer networks in a special hive plot layout [7].

This is why we developed MultiNets12 - a Javascript library that allows
easy integration of interactive multilayer network visualization into any web
page. MultiNets consists of reusable HTML components that provide functions
for visualization, loading, manipulation, filtering, and exporting of multilayer
network data. It presents an unique and easy to use tool for the exploration of
multilayer networks and multi-relational datasets in general. Because it is built
using well known web technologies like HTML, CSS and Javascript, it is easily
extendable, making it a perfect building block for complex web-based interfaces
that use visualization as an aid in data analysis. Furthermore, the ubiquity of web
browsers ensures that visualizations built with MultiNets will be accessible to
the widest possible audience.
The source code of MultiNets is publicly available on the Github repository
https://github.com/matijapiskorec/multinets.

2 Implementation

The MultiNets library is implemented as a set of Angular.js directives. Angu-
lar.js13 is a Javascript framework that supports the Model-View-Controller pat-
tern (MVC) for building highly complex web-based user interfaces. Directives
act as reusable components which users can easily include into their own web
pages by using appropriate HTML elements. The main layout for presenting
the multilayer network is based on the force layout from the D3.js Javascript
1 http://gephi.github.io/
2 http://pajek.imfm.si/
3 http://lanet-vi.soic.indiana.edu/
4 http://www.graphviz.org/
5 http://www.casos.cs.cmu.edu/projects/ora/
6 http://orange.biolab.si/download
7 https://tech.knime.org/network-mining
8 http://d3js.org/
9 http://visjs.org/

10 http://sigmajs.org/
11 http://wodaklab.org/hivegraph/graph
12 http://matijapiskorec.github.io/multinets/
13 https://angularjs.org/
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http://www.casos.cs.cmu.edu/projects/ora/
http://orange.biolab.si/download
https://tech.knime.org/network-mining
http://d3js.org/
http://visjs.org/
http://sigmajs.org/
http://wodaklab.org/hivegraph/graph
http://matijapiskorec.github.io/multinets/
https://angularjs.org/
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Fig. 1. Screenshots of MultiNets visualization of trade relations between countries,
which is one of the use cases for multilayer network visualization. Panel A shows the
visualization of the multilayer network of trade relations between countries. Sizes of the
nodes are proportional to the population of each countries, colors of the connections
correspond to various products and their thickness to the total trading volume. Other
mappings from data to visual elements can be easily defined by modifying the existing
components. Panel B shows the menu for selecting various aspects of the multilayer
network, in this case the products traded between the countries. Multiple layers can
be selected at once. Panel C shows geographical embedding of the given multilayer
network. Users can extend MultiNets to provide similar embeddings for their specific
domains.

library. In addition to visualization elements there are also elements responsible
for selecting the layers of the network, loading network data from the server
either statically or dynamically through REST API, loading network data from
the user, and printing retrieved data. Users can easily extend the MultiNets
library by defining custom directives that can generate visualizations tailored
to specific domains or manipulate them in any desired way, as well as load
and export networks in different data formats. To demonstrate this we imple-
mented a special geographic layout that embeds the network of trade relations
between countries on the World map. This layout also uses the D3.js library
as a backbone for visualization, along with open source geographical data. The
MultiNets library provides the following HTML elements:

– <force-layout>, <geo-layout> Generate an interactive visualization of
the multilayer network either as a force layout or embedded on the World
map.

– <aspect-selector> Gives multi-choice menus for selection of various layers
of networks.

– <server-load>, <rest-load>, <file-load> Allows loading of network
data from server either statically or dynamically through REST API, and
loading data from user.

– <network-dump> Outputs the retrieved network in text format.

3 Summary

Our motivating use case was to provide an easy to use web-based tool for
exploratory data analysis of multilayered networks. By simple composition of
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HTML components users can build interfaces for comparison of different multi-
layered network datasets, exploratory data analysis, as well as prepare publica-
tion quality visualizations. Although MultiNets can visualize networks from
any domain, the components of the library are easily extendable to support devel-
opment of highly custom network visualizations tailored to specific domains.
For example, the data mining community can use it to visualize large collec-
tion of multi-relational rules as an aid in various data analysis tasks. Also, in
the biological domain users can build custom visualizations of gene regulatory
networks or networks of metabolic pathways, and expose the visualization along
with the data. In addition to providing easy to use exploratory analysis of dif-
ferent datasets, the high quality visualizations can be directly hosted on web-
sites describing the research, or published as figures in articles and reports. The
MultiNets library can also be extended with elements that expose meta infor-
mation of the network dataset, including network based statistics like degree dis-
tribution of nodes, PageRank, betweenes, as well as many other statistics defined
on the attributes of nodes or connections. Moreover, MultiNets components
can be used for building web-based graphical user interfaces for advanced data
mining services that operate on multilayered networks and multi-relational data
in general.
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Abstract. Order-Preserving SubMatrix (OPSM) has been accepted as
a significant tool in modelling biologically meaningful subspace cluster,
to discover the general tendency of gene expressions across a subset of
conditions. Existing OPSM processing tools focus on giving a or some
batch mining techniques, and are time-consuming and do not consider
to support OPSM queries. To address the problems, the paper presents
and implements a prototype system for OPSM queries, which is called
OMEGA (Order-preserving subMatrix mining, indExinG and seArch
tool for biologists). It uses Butterfly Network based BSP model to mine
OPSMs in parallel. Further, it builds index based on prefix-tree associ-
ated with two header tables for gene expression data or OPSM mining
results. Then, it processes exact and fuzzy queries based on keywords.
Meanwhile, the vital query results are saved for later use. It is demon-
strated that OMEGA can improve the effectiveness of OPSM batch min-
ing and queries.

Keywords: Order-Preserving SubMatrix · Indexing and search · Tool

1 Introduction

DNA microarray enables simultaneously monitoring of the expression level of
tens of thousands of genes over hundreds of experiments. Gene expression data
on DNA microarrays can be viewed as an n × m matrix with n genes (rows) and
m experiments (columns), in which each entry denotes the expression level of a
given gene under a given experiment. Existing clustering methods do not work
well for gene expression data, due to that most genes are tightly coexpression only
under a subset of experiments, and are not necessarily expression at the same
or similar expression level. Thus, it makes Order-Preserving SubMatrix (OPSM)
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[1,2], a special model of pattern-based clustering, as the popular tool to find
meaningful clusters. In essence, an OPSM is a subset of rows and columns in a
data matrix where all the rows induce the same linear ordering of the columns,
e.g., rows g2, g3 and g6 have an increasing expression level on columns 2, 7,
5, and 1. And OPSM cluster model focuses on the relative order of columns
rather than the actual values. As the high-rate increasing of the numbers and
sizes of gene expression datasets, there is an increasing need for the fast mining
techniques to handle the massive gene datasets. Further, OPSM mining results
are accumulated and not efficiently utilized, thus it is urgent to build a tool for
biologists to find supporting rows or columns based on keyword queries, which
plays an important role in inferring gene coregulated networks.

Traditional OPSM processing tools such as BicAT [1] and GPX [2] are devel-
oped for single machine, and cannot work well on parallel distributed platform.
For example, how to reduce the communication time, workload of bandwidth and
percent of duplicate results. And they are mainly focusing on providing batch
OPSM mining techniques, and have very limited consideration on supporting
OPSM search, even if GPX uses a graphical interface to drill down or roll up.

To solve the problems, we present and implement a prototype system for
OPSM queries called OMEGA (Order-preserving subMatrix mining, indExinG
and seArch tool). The major features of OMEGA can be described as follows:

(1) OMEGA provides a Butterfly Network based parallel OPSM mining
framework [4]. Existing batch OPSM mining methods only employ a machine,
but OMEGA utilizes multi-machines to mine OPSMs.

(2) OEMGA supports OPSM indexing and search. It builds index based on
prefix-tree with two header tables, then processes queries based on keywords [3],
meanwhile saves the vital query results for later use. It is demonstrated that
OMEGA can improve the effectiveness of OPSM batch mining and queries.

2 The Architecture and Key Technologies of OMEGA

The architecture of OMEGA can be divided into four major shown in Fig. 1(a).

(1) Permutation of Columns. This module permutates columns based on
expression values, under which row sequences are in ascending/descending order.

OPSM model focuses on the relative order of columns rather than actual
values. By sorting row vectors and replacing entries with their corresponding
column labels, data matrix can be transformed into a sequence database, and
OPSM mining is reduced to a special case of sequential pattern mining problem
with distinctive properties. Actually, we can use any sort method to permutate
the columns of each row, and quick sort algorithm is employed in the paper.

(2) Parallel Mining OPSMs. This module employs Butterfly Network based
BSP model for OPSM mining.

The number of nodes of Butterfly Network is N (N = 2n, where n is the
maximum number of super-steps). For simplicity, the names of nodes are denoted
by integers which are from 0 to 2n − 1. In the ith super-step (i ≥ 1), each
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(a) System Architecture (b) The User Interface of OMEGA

Fig. 1. System Architecture and User Interface

node firstly does local computation, then N nodes are divided into (log2N)/2i−1

groups, where 1 ≤ i ≤ n, i.e., each group has 2i members which have continuous
integers, further the members in each group are divided into 2 partitions, the
members in first half partition communicate or transfer data with the nodes in
the last half partition with 2i−1 steps, and vice versa, finally the nodes go into
barrier synchronization. Once there are no data to transfer or the number of
super-steps is equal to log2N , the computational work of the nodes on Hama
will be stopped. For more details about the method, please refer to work [4].

(3) Indexing of Datasets. The module uses prefix-tree with two header tables
to index the permutation of columns or OPSM mining results.

A compact index can be designed based on three observations described in
work [3]. We use dataset in Table 1 to show how to build index in Fig. 2.

Table 1. Dataset

Row No. Column No.
1,2,5 VI,III,I,VIII,XVI
3,6,9 VI,III,I,II,XIII

7,10,11 VI,II,III
4,8,12 III,II,XVI
4,6 VI,III,I,VIII,XVI Fig. 2. pIndex

First, one may create the root of a tree, labelled with “null”. Then, scan
OPSM dataset. The scan of 1st OPSM leads to the construction of 1st branch of
the tree: <VI, III, I, VIII, XVI>. Notice that we keep item order in an OPSM.
And add a leaf node (1, 2, 5). For the 2nd OPSM, since its item list <VI, III,
I, II, XIII> shares a common prefix <VI, III, I> with existing path <VI, III,
I, VIII, XVI>. One new node (II) is created and linked as a child of (I), and
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another new node (XIII) is created and linked as the child of (II). The leaf node
records row No. <3, 6, 9>. For other OPSMs, it uses the same method to build.

A column header table in Fig. 2 is built in which the order is conducted based
on the occurrences of items from left to right and from top to bottom, and each
item points to its occurrence in the tree via a column head of node-link. Nodes
with the same column No. are linked in sequence via such bidirection node-links.

A row header table in Fig. 2 is built in which the order is conducted based
on the occurrences of row Nos from left to right, and the tree nodes which have
the same row No. will be saved in one hash set. For the sake of clarity, nodes
with the same row No. are linked in sequence via a row head of node-link.

(4) OPSM Queries. Due to space limit, we only show one type of query.
For fuzzy queries on conditions FQc, first rotate the 1st element of keywords.

Then, locate column keywords with column header table, from located node
to tree root. If the number of keywords in the same branches is above length
threshold τ , get gene names in the leaves. And test whether the number of gene
names above size threshold δ, if true, add keyword set (gene name) as key (value)
into final results. Otherwise, test until each keyword as first element one time.

When getting query result, and if query time is above a threshold, we save
it in memory. If the memory is scarcity, we remove the longest unused result.
When it does queries, we first test whether the memory saves the query results,
if true, we return query result soon. For more details, please refer to work [3].

3 Demonstration

The gene expression repository used for demonstration consists of 6 docu-
ments (http://www.broadinstitute.org/cgi-bin/cancer/datasets.cgi). The offline
part (permutation and mining) is conducted on Hama 0.4.0, and the online part
(indexing and queries) is running on a PC with a 1.86GHz CPU, 2.9GB RAM,
Ubuntu 14.04 system, and Firefox 28.0 web browser.

We use a web interface to demonstrate our system. Fig. 1(b) shows user inter-
face of OMEGA. For more details, we provide a video to show the demonstra-
tion process (https://sites.google.com/site/jiangtaonwpu/). In the demonstra-
tion, we will show the permutation of columns, parallel OPSM mining, indexing
of datasets, and searching examples under different configurations, such as dif-
ferent keyword and result thresholds.
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Abstract. Anglican is a probabilistic programming system designed to
interoperate with Clojure and other JVM languages. We describe the
implementation of Anglican and illustrate how its design facilitates both
explorative and industrial use of probabilistic programming.
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1 Introduction

For data science practitioners, statistical inference is typically but one step in
a more elaborate analysis workflow. The first stage of this work involves data
acquisition, pre-processing and cleaning. This is often followed by several iter-
ations of exploratory model design and testing of inference algorithms. Once a
sufficiently robust statistical model and corresponding inference algorithm have
been identified, analysis results must be post-processed, visualized, and in some
cases integrated into a wider production system.

Probabilistic programming systems [1–3,9] represent generative models as
programs written in a specialized language that provides syntax for the definition
and conditioning of random variables. The code for such models is generally
concise, modular, and easy to modify or extend. Typically inference can be
performed for any probabilistic program using one or more generic inference
techniques provided by the system backend, such as Metropolis-Hastings [3,8,
10], Hamiltonian Monte Carlo [7], expectation propagation [5], and extensions of
Sequential Monte Carlo [4,6,9] methods. Although these generic techniques are
not always as statistically efficient as techniques that take advantage of model-
specific optimizations, probabilistic programming makes it easier to optimize
models for a specific application in a manner that is efficient in terms of the
dimensionality of its latent variables.

While probabilistic programming systems shorten the iteration cycle in
exploratory model design, they typically lack basic functionality needed for data
I/O, pre-processing, and analysis and visualization of inference results. In this
demonstration, we describe the implementation of Anglican (http://bitbucket.
org/dtolpin/anglican/), a probabilistic programming language that tightly inte-
grates with Clojure (http://clojure.org/), a general-purpose programming lan-
guage that runs on the Java Virtual Machine (JVM). Both languages share a
common syntax, and can be invoked from each other. This allows Anglican pro-
grams to make use of a rich set of libraries written in both Clojure and Java.
Conversely Anglican allows intuitive and compact specification of models for
which inference may be performed as part of a larger Clojure project.
c© Springer International Publishing Switzerland 2015
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2 Design Outline

An Anglican program, or query, is compiled into a Clojure function. When infer-
ence is performed with a provided algorithm, this produces a sequence of return
values, or predicts. Anglican shares a common syntax with Clojure; Clojure func-
tions can be called from Anglican code and vice versa. A simple program in
Anglican can look like the following code:

1 (defquery models
2 "chooses a distribution which describes the data"
3 (let [;; Model -- randomly choose a distribution and parameters
4 dist (sample (categorical [[uniform-discrete 1]
5 [uniform-continuous 1]
6 [normal 1]
7 [gamma 1]]))
8 a (sample (gamma 1 1)) b (sample (gamma 1 1))
9 d (dist a b)]

10 ;; Data --- samples from the unknown distribution
11 (observe d 1) (observe d 2) (observe d 4) (observe d 7)
12 ;; Output --- predicted distribution type and parameters
13 (predict :d (type d))
14 (predict :a a) (predict :b b)))

Internally, an Anglican query is represented by a computation in continuation
passing style (CPS), and inference algorithms exploit the CPS structure of the
code to intercept probabilistic operations in an algorithm-specific way. Among
the available inference algorithms there are Particle Cascade [6], Lightweight
Metropolis-Hastings [8], Iterative Conditional Sequential Monte-Carlo (Particle
Gibbs) [9], and others. Inference on Anglican queries generates a lazy sequence
of samples, which can be processed asynchronously in Clojure code for analysis,
integration, and decision making.

Clojure (and Anglican) run on the JVM and get access to a wide choice
of Java libraries for data processing, networking, presentation, and imaging.
Conversely, Anglican queries can be called from Java and other JVM languages.
Programs involving Anglican queries can be deployed as JVM jars, and run
without modification on any platform for which JVM is available.

3 Usage Patterns

Anglican is suited to rapid prototyping and exploration, on one hand, and inclu-
sion as a library into larger systems for supporting inference-based decision mak-
ing, on the other hand.

For exploration and research, Anglican can be run in Gorilla REPL (http://
gorilla-repl.org/); a modified version of Gorilla REPL better suited for Anglican

http://gorilla-repl.org/
http://gorilla-repl.org/
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is provided. Gorilla REPL is a notebook-style environment which runs in browser
and serves well as a workbench for rapid prototyping and checking of ideas.
Figure 1 shows a fragment of an Anglican worksheet in the browser:

Fig. 1. Anglican worksheet fragment. Post-processed inference results shown in a plot.

Library use is inherent to the Anglican’s design for interoperability with
Clojure. An Anglican query, along with supporting functions written in either
Anglican or Clojure, can be encapsulated in a Clojure module and called from
other modules just like Clojure function. Additionally, Anglican functions com-
mon for queries of a particular type or structure, such as state-space models or
decision-making queries, can be wrapped as libraries and re-used.

4 Anglican Examples

Anglican benefits from a community-maintained collection of problem exam-
ples (https://bitbucket.org/fwood/anglican-examples), styled as Gorilla REPL
worksheets. Each example is a case study of a problem involving probabilis-
tic inference, includes problem statement, explanations for the solution, and a
graphical presentation of inference results. Some of the included examples are:

https://bitbucket.org/fwood/anglican-examples
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– Indian GPA,
– Complexity Reduction,
– Bayes Net,
– Kalman Smoother,
– Gaussian Mixture Model,
– DP Mixture Model,
– Hierarchical Dirichlet Process,
– Probabilistic Deterministic Infinite Automata,
– Nested Number Guessing,
– Maximum Likelihood for Logistic Regression.

Anglican users are encouraged to contribute examples, both demonstrating
advantages of probabilistic programming and presenting challenges to the cur-
rent state-of-art of inference algorithms, to the repository.

Acknowledgments. This work is supported under DARPA PPAML through the U.S.
AFRL under Cooperative Agreement number FA8750-14-2-0004.
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Abstract. We present ProbLog2, the state of the art implementation of
the probabilistic programming language ProbLog. The ProbLog language
allows the user to intuitively build programs that do not only encode
complex interactions between a large sets of heterogenous components
but also the inherent uncertainties that are present in real-life situations.
The system provides efficient algorithms for querying such models as well
as for learning their parameters from data. It is available as an online tool
on the web and for download. The offline version offers both command
line access to inference and learning and a Python library for building
statistical relational learning applications from the system’s components.

Keywords: Probabilistic programming · Probabilistic inference ·
Parameter learning

1 Introduction

Probabilistic programming is an emerging subfield of artificial intelligence that
extends traditional programming languages with primitives to support proba-
bilistic inference and learning. Probabilistic programming is closely related to
statistical relational learning (SRL) but focusses on a programming language
perspective rather than on a graphical model one. The common goal is to pro-
vide powerful tools for modeling of and reasoning about structured, uncertain
domains that naturally arise in applications such as natural language processing,
bioinformatics, and activity recognition.

This demo presents the ProbLog2 system, the state of the art implementa-
tion of the probabilistic logic programming language ProbLog [2–4]. Probabilis-
tic logic programming languages and systems such as ProbLog2, PRISM and
CPLint, cf. [1] for an overview, combine ideas from both SRL and probabilistic
programming. They are thus related both to SRL systems such as Alchemy and
Primula, and to probabilistic programming languages rooted in other program-
ming paradigms, such as Church, Venture, Infer.net, and Figaro.

ProbLog2 supports marginal inference, i.e., computing the conditional prob-
abilities of queries given evidence, parameter learning from data in the form
c© Springer International Publishing Switzerland 2015
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of (partial) interpretations, sampling of possible worlds, and interaction with
Python.

ProbLog2 is available on https://dtai.cs.kuleuven.be/problog.

2 Language

ProbLog is a probabilistic programming language that extends Prolog along
the lines of Sato’s distribution semantics. Its development focusses especially on
machine learning techniques and implementation aspects.

From a modeling perspective, a ProbLog program has two parts: (1) a prob-
abilistic part that defines a probability distribution over truth values of a sub-
set of the program’s atoms, and (2) a logical part that derives truth values of
remaining atoms using a reasoning mechanism similar to Prolog. While the lat-
ter part simply contains Prolog clauses, the former is specified by probabilistic
facts p :: fact, meaning that fact is true with probability p. All these are prob-
abilistically independent; in case they contain variables, all ground instances are
independent as well.

For ease of modeling, ProbLog also allows the use of annotated disjunctions
p1 :: h1; . . . ; pn :: hn :− body with

∑n
i=1 pi ≤ 1, meaning that if body is true,

one of the hi will be true according to the specified probabilities pi. If the
probabilities do not sum to one, it is also possible that none of the hi is true
(with probability 1 − ∑n

i=1 pi).
The following ProbLog program models a small social network, where peo-

ple’s smoking behaviour is influenced by the behaviour of their friends. And
indirectly, also by the behaviour of friends of friends.

0.4::asthma(X) :- smokes(X).
0.3::smokes(X).
0.2::smokes(X) :- friend(X,Y), smokes(Y).
friend(1,2). friend(2,1). friend(2,4). friend(3,2). friend(4,2).

The main inference task addressed in ProbLog is that of calculating the
probability that a query succeeds, for instance ?- asthma(2) succeeds with a
probability 0.15. If we add asthma(3) as evidence, the conditional probability
of ?- asthma(2) is 0.19.

3 System Blocks

ProbLog2 is the successor of ProbLog1 [2], which was completely integrated in
YAP Prolog and performed BDD-based probabilistic inference. ProbLog2 infer-
ence consists of a series of transformation steps as shown in Figure 1. The first
step is to take the weighted logic program (ProbLog model) and ground it using
a Prolog-based grounder. The ground program that is obtained can be repre-
sented as a logical formula which may contain cycles. The next steps convert
the ground program to a formula in propositional logic, which involves handling
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Fig. 1. Overview of the primary ProbLog pipelines.

cycles. Different options are available for this conversion, using different log-
ical reasoning techniques. Forward compilation directly compiles to sentential
decision diagrams (SDD). Alternatively, cycles can be removed first, and the
resulting acyclic ground program can then be either transformed into conjunc-
tive normal form and compiled into a d-DNNF, or compiled directly into a SDD.
Both these normal forms support efficient weighted model counting to obtain the
final probabilities of interest.

ProbLog also supports query-based sampling in which it assigns a truth value
to each of the queries based on their joint probability in the model. This algo-
rithm operates directly during the grounding phase and does not require knowl-
edge compilation.

Parameter learning from interpretations takes a base model and a set of
examples as sets of evidence and compiles these into an SDD. These SDDs are
then evaluated repeatedly until the weights in the model converge.

4 System Usage

The ProbLog system can be used through three channels:

Online: The web version of ProbLog allows the user to enter and solve ProbLog
problems without the need to install any additional software. It offers an inter-
active tutorial that illustrates the key modeling concepts in ProbLog through
a range of examples, which can be edited on the fly, as well as a separate edi-
tor. Examples in the tutorial range from traditional probabilistic models such
as Bayesian networks (with plates) and Hidden Markov models to relational
probabilistic models that use the full flexibility of ProbLog.

Command line tool: The backend of the online interface is also available as a com-
mand line tool, which in contrast to the online version does not impose resource
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restrictions. It further offers a number of extra options such as, for example, flags
to select the required pathway through Fig. 1. It is written in Python and is easy
to install on multiple platforms. Additionally, the command line tool allows one
to execute ProbLog programs that make use of external functionality written
in Python. This makes it possible to, besides the declarative modeling capaci-
ties of Prolog, also harness the full power of the Python programming language
and its extended ecosystem (e.g. scikit-learn, NLTK). For example, in a natural
language processing application, the probability associated with a probabilistic
fact P::similar(d1,d2) could be defined as the edit-distance between the two
string arguments d1 and d2 as computed by a corresponding Python function.

Library: ProbLog can be used as a Python package for expressing and querying
probabilistic concepts and models. The library provides data structures and
algorithms that represent all the components shown in Figure 1. It allows the user
to build Statistical Relational Learning (SRL) applications that reuse ProbLog’s
components.

Fig. 2. The online interface (left) and as a Python library in a Jupyter Notebook (right)
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Abstract. We demonstrate a system of tools for real-time detection of signifi-
cant clusters of spatial events and observing their evolution. The tools include 
an incremental stream clustering algorithm, interactive techniques for control-
ling its operation, a dynamic map display showing the current situation, and 
displays for investigating the cluster evolution (time line and space-time cube). 

1 Problem Setting 

Spatial events are physical or abstract entities with limited existence times and partic-
ular locations in space, for example, lightning strikes or mobile phone calls. A spatial 
event is characterized by its start and end times (which may coincide), spatial coordi-
nates, and, possibly, some thematic attributes. We assume that occurrences of spatial 
events are registered, e.g., by sensors, and corresponding data records are immediate-
ly sent to a server. The resulting data stream needs to be monitored. 

We consider monitoring scenarios in which each individual event is not significant 
whereas spatio-temporal event clusters (i.e., occurrence of multiple events closely in 
space and time) may require observer’s attention. For example, moving vehicles may 
emit low speed events when their speed drops below a certain threshold. It is neither 
feasible nor meaningful to attend to every such event, but a spatio-temporal cluster of 
low speed events sent by several cars may deserve observer’s attention as a possible 
indication of a traffic jam. After detecting a cluster, the observer may need to trace its 
further evolution, i.e., changes in the number of events, number of vehicles involved, 
spatial location, shape, and extent. The task is to support the observer in detecting the 
emergence and tracking the evolution of spatial event clusters in real time. 
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2 Approach 

We apply clustering techniques to separate spatio-temporal event concentrations 
(clusters) from scattered events (noise). In fact, the problem setting requires an analog 
of a density-based clustering method capable to process a data stream in real time. 
However, the existing stream clustering methods are oriented to somewhat different 
problem settings. The main problem they address is the memory limitation. Assuming 
that all data cannot fit in the memory, the methods summarize incoming data on the 
fly and keep only the summaries (micro-clusters) but not the original data items. 
Many streaming algorithms assume a two-phase approach: micro-clusters are created 
and maintained during an online phase and post-processed (e.g., merged into larger 
clusters) during an offline phase. This general framework is instantiated with different 
approaches to creating micro-clusters. The main representatives are CluStream [1] 
and DenStream [2] doing partition-based and density-based clustering, respectively. 

CluStream partitions an initial portion of a stream into k micro-clusters. When a 
new data point d appears, it tries to fit d into one of the current micro-clusters, while 
satisfying the constraints on the maximum number of clusters k and maximum boun-
dary R. DenStream identifies micro-clusters with a maximal radius Eps based on the 
concepts of core object and density adopted in density-based clustering. Unlike in 
CluStream, the number of micro-clusters is not bounded. Both approaches rely on a 
following offline phase, in which micro-clusters are merged into macro-clusters. 

Our problem setting and requirements differ from those of the existing methods in 
several respects. First, emerging significant clusters need to be detected in real time 
and immediately shown to the observer, permitting no reliance on off-line post-
processing. Second, clusters may emerge, evolve (grow, shrink, move, change shape, 
split, merge), and disappear, excluding the approaches assuming a constant number of 
clusters, like [1]. Third, the main memory limitations is not our primary focus. We 
assume that the available memory is sufficient for keeping all micro-clusters that may 
co-exist within a certain time interval ΔT. Fourth, old micro-clusters (where the latest 
event is older than ΔT) are not of interest anymore and may be discarded. 

We propose a hybrid approach in which micro-clusters are built and updated simi-
larly to [1], but without limiting the maximal number. They are merged online into 
larger clusters of arbitrary sizes and shapes by exploiting k-connectivity, as in [2].  

In our approach, a micro-cluster consists of events fitting in a circle with a user-
specified maximal radius R. Another user-specified constraint is the maximal tempor-
al gap ΔT that may exist between the events within a micro-cluster. When a new 
event comes, the algorithm checks whether it fits in one of existing micro-clusters, 
i.e., whether the event’s distance to the micro-cluster center does not exceed R. If so, 
the event is added to this micro-cluster, and the position of the center is updated. If 
not, a new micro-cluster consisting of only this event is created. For effective search 
of candidate micro-clusters for including new events, we use a spatial index [3].  

The algorithm keeps in the memory only events that occurred within the time in-
terval [tc-ΔT, tc], where tc is the current moment. Older events are erased from the 
micro-clusters, and micro-clusters that become empty are removed from the memory. 
A connecting event of two or more micro-clusters is an event located sufficiently 
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close to their centers. By default, it means that the distance does not exceed R, but the 
user may specify a different connection distance threshold Rc. When micro-clusters 
have at least k connecting events, where k is a user-specified parameter, these micro-
clusters are merged into a macro-cluster. A similar idea is employed in algorithm 
AING [4], where analogs of micro-clusters are treated as graph nodes. When a con-
necting data point appears, an edge is created between the respective nodes.  

A macro-cluster may include an arbitrary number of micro-clusters provided that 
each of them is k-connected to some other member micro-cluster. Hence, macro-
clusters may have arbitrary shapes and spatial extents. As soon as the size (i.e., the 
number of the member events) of some micro- or macro-cluster reaches a user-chosen 
minimum Nmin, this cluster is visually presented to the observer on a map display. 

The algorithm can additionally account for thematic attributes of the events. Thus, 
low speed events from moving vehicles may have an attribute ‘movement direction’. 
The algorithm can ensure that only events with similar directions are put together (the 
user needs to specify the maximal allowed difference in the directions). Another ex-
tension is accounting for the event sources (e.g., the vehicles sending low speed 
events). For each micro- and macro-cluster, the algorithm can maintain a list of dis-
tinct event sources. Clusters where all events come from a single source or from too 
few distinct sources may be disregarded as insignificant. 

The map display used for the event stream monitoring shows the spatial positions, 
extents, and shapes of the significant event clusters that have been existing during the 
time interval [tc-TH, tc], where tc is the current time moment and TH is a chosen time 
horizon of the observation. The evolution of the clusters, i.e., changes in the number 
of events, spatial extent, density, and/or other characteristics of the clusters, can be 
explored using additional time line and space-time cube displays. The parameter set-
tings of the clustering algorithm can be interactively modified while the algorithm 
works. For presenting the tools, an event stream is simulated using real data. 

3 Example 

Figure 1 illustrates an application of the tools to a stream of lightning strike events 
simulated based on real data collected by nowcast GmbH (www.nowcast.de). The 
following parameter settings have been used: R = Rc = 3 km; ΔT = 20 minutes; k = 1 
event; Nmin = 50 events. In the upper part of Fig. 1, two screenshots of the map dis-
play show situations at two different time moments of the stream monitoring process 
with the time horizon TH = 20 minutes.  

The clusters of lightning strike events are visually represented using several com-
plementary techniques. The semi-transparent polygons represent the spatial convex 
hulls of the clusters. The violet-colored polygons show the cluster shapes and extents 
at the current time moment t. The light gray polygons enclose the cluster states that 
took place during the interval [t-TH, t]. The cluster sizes (i.e., the total event counts) 
are represented by proportional sizes of the red circles. The purple lines show the 
trajectories of the cluster centers. By hovering the mouse cursor over the trajectories, 
as shown on the top left of Fig. 3, the user can obtain information about the cluster 
states at different times. 
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The map screenshots clearly show that the event clusters move over time in the 
northeastern direction.  The big cluster on the top right is a result of several neighbor-
ing clusters having merged. 

In the lower part of Fig. 3, the cluster histories from a 2-hour time interval are pre-
sented on a map (left) and in a space-time cube (right). The clusters are differently 
colored, to enable easier distinguishability. On the map, the colored polygons show 
the latest states of the clusters and the light grey polygons enclose all their member 
events. In the space-time cube, the colored three-dimensional shapes show the spatio-
temporal extents and evolutions of the clusters. 

  

  

Fig. 1. Top: two screenshots of the map display showing the situations in different time intervals. 
Bottom: the final clusters are represented on a map and in a space-time cube. 
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1 Introduction

We introduce S&P360, a system to analyse and explore multidimensional, online
data related to companies, their financial news, and the social impact of them.
Our system combines official and crowd-sourced data sources to offer a broad
perspective on the impact of financial newsregarding a set of companies. Our
system is based on ABACUS [1], a multidimensional community detection algo-
rithm grouping together nodes sharing communities across different dimensions.
ABACUS is able to find both explicit connections that appear as direct links
among entities, but also hidden ones coming from indirect interactions between
nodes. We enrich structural connections (co-occurrence in Twitter and news
articles, hyperlinks in Wikipedia) with latent semantics associated to them by
applying NLP techniques such as Latent Dirichlet Allocation (LDA), guiding
users in interpreting results. We add a powerful visualization interface enabling
users to query the data by company, time, and dimension. Users can browse
the results and explore the communities along with their associated semantics.
“Evidence” of the structural connections (i.e., the source documents supporting
the explicit connections) are shown in the user interface, as well as community

Fig. 1. S&P360 architecture
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topics that summarize both explicit and latent semantic associated to the multi-
dimensional relationships. The challenges faced in the development of S&P360’s
technology and architecture arise mainly from the noise contained in online data,
particularly significant in sources like Twitter, and from the difficulty in dis-
playing and interacting with multidimensional and semantically enriched data
effectively. The demo uses publicly available data from Twitter, Wikipedia, and
the New York Times (hereafter, NYTimes). We obtained multidimensional com-
munities showing interaction between companies around important events like
acquisition of companies or products, change of core business, stock market fluc-
tuations, and the launch of new products. All these events are not hard-coded,
but emerge directly from the data and interpretation of the semantics associated
to the communities.

2 Architecture

S&P360 is modular, and the architecture of the main modules is depicted in
Figure 1.

2.1 Data Layer

This layer implements five main modules: language detection, named entity
recognition, latent dirichlet allocation, anti-spam filtering, and network builder.

Language Detection. We used a public library for language detection that is
based on a Naive Bayes approach (code.google.com/p/language-detection), for
its very good accuracy-scalability trade-off. We focused on English tweets, for the
sake of a better manual validation of the next steps, but there are no particular
constraints in adding other languages already available in the library.

Named Entity Recognition. After filtering by language, we reduced
problematic ambiguous terms like “Apple” or “Coach” by running named
entity recognition on the English tweets. We used Stanford’s NER
(nlp.stanford.edu/software/CRF-NER.shtml) library for its popularity and its
specific training for organizations.

Latent Dirichlet Allocation. In order to select tweets relevant to finance,
we ran Latent Dirichlet Allocation (LDA) to assign to each tweet a scored
set of related topics, in a semi-supervised fashion. We used MALLET
(mallet.cs.umass.edu/topics-devel.php) as it provides a well established set of
tools and links topics back to source documents.

Anti-Spam Filtering. The next step was filtering out “bots”, i.e. automatic
Twitter accounts talking about companies. A simple and natural way to do this
is to rely on their very limited dictionary, so we just kept the tweets maximizing
the ratio #distinct words

#tweets .

Network Builder. We take the results of the four previous modules and build
a multidimensional network between the companies found. Links are assumed

http://code.google.com/p/language-detection
http://nlp.stanford.edu/software/CRF-NER.shtml
http://mallet.cs.umass.edu/topics-devel.php


322 M. Berlingerio et al.

to be bidirectional by default. For Wikipedia, we link companies if the wiki
page of one had the other as an external link. In Twitter, we link companies
mentioned together and weight by the number of such tweets. In NYTimes, we
link companies if they were mentioned together in an article, or if one of the two
was used to tag an article regarding the other one. The number of articles for
which this happens is used to weigh the edges.

2.2 Analytics

This layer implements two main modules: ABACUS and semantic enrichment.

ABACUS. ABACUS [1] is an innovative algorithm for community detection
in multidimensional networks that introduces a new definition of community,
i.e. a group of nodes sharing memberships to the same community in the same
dimensions. This property allows ABACUS to relax the requirement for dense
multidimensional connections between nodes across dimensions, while finding
nodes that are related together but not necessarily directly connected in any of
the dimensions [1]. This means that we can find a group of companies that are
related to each other regarding a set of topics, although they do not have to be
directly connected in Wikipedia, or Twitter, or NYTimes.

Semantic Enrichment. Two steps are performed in this block: i) for each edge
in a resulting community, we retrieve all the associated information including
topics with associated score; ii) we compute aggregated topics and scores (min
and max across edges) for the community. In this way, we have a semantic
associated to the entire community rather than to a single edge, and we can
sort or query the communities using the semantics rather than only time or
dimension.

2.3 API

S&P360 analytics block exposes a set of API methods to the User Interface Layer.
Such calls have been developed as a RESTful Web service, deployed in IBM
BlueMix (console.ng.bluemix.net), an implementation of the Cloud Foundry
PAAS specification.

2.4 User Interface Layer

S&P360 provides a visual interface to allow interactive exploration of the ABA-
CUS algorithm’s results. The user interface is built on HTML5 and JavaScript
technologies. Though the visualizations are two-dimensional they are imple-
mented as planar shapes within a 3D scene rendered on WebGL canvases
using Three.js (threejs.org), allowing for high rendering performance and smooth
zooming. The D3.js (d3js.org) library is used for network layout. Upon user selec-
tion of a company and time range, the interface queries the API for up to ten
top scoring community matches, which are shown in a ranked list (see Figure 2).
Each community result indicates the data source(s), number of companies, and
representative topics as determined by semantic enrichment.

https://console.ng.bluemix.net
http://threejs.org
http://d3js.org
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(a) (b)

(c) (d)

Fig. 2. Examples of resulting communities visualized by S&P360 (top) and with
GraphViz (bottom)

Table 1. Characteristics of the two communities. First row is community in Fig 2a,c.
Second is Fig 2b,d.

Time Companies Dimen-
sions Topics Evidences (subset)

Q1
2011

Accenture,
Broadcom,
EA, EMC,
Hasbro, Hp,
IBM, Intel,

Intuit, Nvidia,
Oracle, Xerox

Wikipedia,
NYTimes

invest-
ment,

technol-
ogy

Wikipedia: IT / electronics companies
NYTimes: “Recent Acquisitions by Major Technology Companies

http://www.nytimes.com/aponline/2011/01/05/[...]”
“[..] Four American giants - Microsoft, Oracle, Amgen and Pfizer -

were among the fund’s top five [..] The fifth is Accenture”
“Computing has shifted to phones, but the leading maker of processors

has not. Now Intel is trying to catch up to Qualcomm, Nvidia and
Marvell.”

Q2
2013

EMC, Hp,
IBM,

Teradata,
Xerox

Wikipedia,
NYTimes,
Twitter

cloud
comput-

ing,
invest-
ment,
deal,

common
interest

Wikipedia: IT / electronics companies
NYTimes: “International Business Machines Corp and EMC Corp are
among parties in talks to buy privately held database web hosting

company SoftLayer Technologies Inc, in a deal that could fetch over $2
billion, three sources close to the matter said.”

Twitter: “Webinar replay: IBM & Teradata Compared: A Total Cost of
Ownership Study http://t.co/JPMUpDHjhU”

“RT @mcgoverntheory: Big #Amazon Customer Moves To HP Public
#Cloud http://t.co/OaVLS7f6Wt #cio #entarch #ibm #emc

#gartner #forrester #ensw..”
“Teradata, IBM and EMC are at #hadoopsummit. Oracle and HP are

missing.”

3 Demo on Real World Data

We tested S&P360 on real data from Wikipedia, Twitter and NYTimes. We
started from the list (en.wikipedia.org/wiki/List of S%26P 500 companies) of
the 500 S&P companies available in Wikipedia, reporting stock ticker symbol,
name, sector, address, website, and date entered. We then crawled the landing
500 links from this page and built the Wikipedia network dimension out of it. For
sake of simplicity, we ignored the temporal dimension in Wikipedia. This step
generated 3,637 edges in the Wikipedia dimension. We used the list of names
and tickers to query the NYTimes and Twitter APIs. For Twitter, we had access
to 10% of the world wide stream from 2011 to 2014. From this collection, we
ran string matching on tickers and names, and ended up with 5,724,590 tweets.
Out of these, the language detection took 3,276,367 English tweets. We ran LDA
on the resulting dataset using 200 topics. We manually annotated all of them,

http://en.wikipedia.org/wiki/List_of_S%26P_500_companies
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ending up with 19 topics relevant to the financial space, with 231,075 correspond-
ing tweets. By running the named entity recognition task we selected 79,428
tweets. From those, we filtered out the tweets coming from around 100 auto-
mated bots, ending up with a final collection of 55,678 tweets. This step gen-
erated 11,966 edges in the Twitter dimension. From NYTimes, we retrieved a
total of 103,676 snippets (all in English) by querying company names. We then
ran LDA using 100 as number of topics and found 6 topics to be relevant, cor-
responding to 1,010 articles. This step generated 7,227 edges in the NYTimes
dimension. We then ran ABACUS on each (as the networks very small, the
running time of ABACUS is less than 2 seconds). ABACUS found 97–158 mul-
tidimensional communities (we excluded monodimensional communities). For
visualization and interaction, our APIs return only 6–34 communities per quar-
ter. These communities were filtered by number of dimensions (higher first) and
minimum topic score. Figure 2 shows S&P360’s interface displaying two different
results. On the top, we see the two communities in the S&P360 user interface.
They were found by querying “IBM” and narrowing the search to Q1 2011 (left)
and Q3 2013 (right). Since multidimensional properties, topics, and evidences
are available upon user interaction, we report their structure on the bottom of
Figure 2 and their characteristics in Table 1.

4 Video and Requirements

A video of S&P360 in action can be seen at vimeo.com/117626196, showing
the visual querying interface; the result browsing capability; and the interaction
with multiple dimension, topics, and evidences. For best performance, the demo
would need a widescreen external monitor and Internet access.
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Abstract. Machine Learning methods and algorithms are often highly
modular in the sense that they rely on a large number of subalgorithms
that are in principle interchangeable. For example, it is often possible to
use various kinds of pre- and post-processing and various base classifiers
or regressors as components of the same modular approach. We propose
a framework, called Scavenger, that allows evaluating whole families
of conceptually similar algorithms efficiently. The algorithms are repre-
sented as compositions, couplings and products of atomic subalgorithms.
This allows partial results to be cached and shared between different
instances of a modular algorithm, so that potentially expensive partial
results need not be recomputed multiple times. Furthermore, our frame-
work deals with issues of the parallel execution, load balancing, and with
the backup of partial results for the case of implementation or runtime
errors. Scavenger is licensed under the GPLv3 and can be downloaded
freely at https://github.com/jorro/scavenger.

1 Introduction

Consider the following example: Suppose we want to compare different instances
of a modular algorithm Af,g that consists of two major parts: a preprocessing
part f , and a core algorithm g: Af,g(x) = g(f(x)), with f ∈ {f1, . . . , fn} and
g ∈ {g1, . . . , gm}. We could evaluate each combination separately, and then
choose the best performing combination. However, this results in a repeated
computation of each fi(x), one time for each possible core-algorithm gj . Hence, it
is beneficial to cache and to keep intermediate results, and to share these results
between the members of the algorithm family {Af,g}f,g to avoid unnecessary
recomputation. Yet, we want to keep parallel execution, although the evaluation
of the family of algorithms with shared subalgorithms is no longer embarrassingly
parallel.

In the demo, we present Scavenger, a framework that simplifies the repre-
sentation and evaluation of families of algorithms that share common subalgo-
rithms. The user of Scavenger formulates a family of algorithms in a declara-
tive style as a directed acyclic graph (DAG) of subalgorithms which can in turn
spawn arbitrarily complex DAGs to carry out its computation. The whole job,
represented as a DAG is then evaluated in a way that is suitable for single or

c© Springer International Publishing Switzerland 2015
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multiple computers (including clusters). In contrast to cluster engines or map-
reduce approaches that process large amounts of data with a single algorithm,
our framework is focused on the use case with a moderate amount of data, but
a large number of algorithms.

Workflow systems like Taverna1, Knime2, WEKA3, Pipeline Pilot4, or
ADAMS5 provide an easy-to-use interface to carry out experiments with repet-
itive steps. This makes them closely related to Scavenger. Yet, caching and
reusing of intermediate results is not a central aspect of these systems, which
is the core functionality and benefit of Scavenger. Additionally, Scavenger
was designed with an easy-to-use mechanism to run on clusters in contrast to
workflow systems, which tend to orient more on the single desktop use case (note
that we talk about the emphasis of the system, exceptions do exist).

2 The Scavenger Framework

The back-end of the Scavenger is built on top of the Akka framework6. Akka
provides an implementation of an actor system that can be distributed across
multiple physical compute nodes connected by a network. Actor systems are
hierarchical collections of actors. Actors are lightweight entities that are charac-
terized by their internal state and their reactions on incoming messages. Every
actor has its own mailbox, and communicates with the outside world exclu-
sively by sending and receiving messages. Conceptually one can think that each
actor is executed on its own thread, however, in reality actors are much more
lightweight than threads of the operating system. The messages are usually sim-
ple, immutable, serializable JVM objects which can be either passed by reference
within a single JVM or serialized and sent over network via the TCP/IP protocol.

The Akka framework ensures that all actors get enough CPU time for the
whole system to stay responsive, delivers the messages sent by actors, handles
error propagation within the actor system, and also takes care about the commu-
nication between multiple actor systems that are running on different physical
machines. Users have only to specify various types of actors with their behaviors
as well as the kinds of messages that are exchanged between the actors.

The Scavenger back-end uses multiple types of virtual nodes in order to do
its job. Each node is controlled by an actor that is responsible for communication
with other nodes. For simplicity, one can think of each virtual node running on a
separate physical machine, but this is actually not required: multiple Scavenger
nodes can coexist on the same physical machine, or even be executed within
a single JVM. The back-end implements the classical Master-Worker pattern.
There are currently three types of nodes: the seed node, the master node, and

1 see http://www.taverna.org.uk/
2 see http://www.knime.org/
3 see http://www.cs.waikato.ac.nz/ml/weka/
4 see http://accelrys.com/products/pipeline-pilot/
5 see https://adams.cms.waikato.ac.nz/elgg/
6 see http://akka.io

http://www.taverna.org.uk/
http://www.knime.org/
http://www.cs.waikato.ac.nz/ml/weka/
http://accelrys.com/products/pipeline-pilot/
https://adams.cms.waikato.ac.nz/elgg/
http://akka.io
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the worker node. When a Scavenger service is running, a single seed node, a
master node, and multiple worker nodes must be active.

The seed node is responsible for establishing connections between all other
nodes. The main purpose of the seed node is to wait for a handshake message
from the master and then to tell each worker node where the master node is.

The master node communicates directly with the client application. It trans-
lates the incoming computation-valued requests from the client into a form that
is suitable for parallel computation by subdividing it into smaller tasks, and then
schedules these tasks for execution. It coordinates the work of the worker nodes,
and is responsible for load balancing and dealing with failure of single worker
nodes. It is also responsible for caching and backing up of intermediate results.

The worker nodes provide the raw computing power. They receive internal
jobs, compute the result, and send it back to the master node.

3 Case Study: Autoencoders

Autoencoders are neural networks that can be trained in an unsupervised man-
ner [1]. The input and the output clamped to both ends of the autoencoder
are the same. The information is pressed through the central bottleneck layer.
The activations of neurons in the central layer can be considered a compressed
representation of the data. We train autoencoders as follows. We start with a
single layer of neurons. Then we keep unfolding the innermost layer, eventu-
ally train every new layer separately, and then tune the whole network using
backpropagation. Furthermore, we have the possibility to train the final inner
layer as an Restricted Boltzmann Machine (RBM) or to tune it as a separate
autoencoder with one single layer. We can also tune the whole network using
backpropagation. The trained network can have different depths and different
dimensions of layers. Obviously, if one autoencoder arises as an unfolded version
of another autoencoder, models will share some common intermediate results
when executed. We want to briefly sketch how one would approach the training
of the family of autoencoders using the Scavenger framework. First, we have
to define the atomic algorithms unfold, trainInnerAsRbm tuneInnerAsAnn,
tuneWholeNetwork:
1 case class TuneInner extends Algorithm[(Data, Autoencoder), Autoencoder] {
2 def identifier = formalccc.Atom("tuneInner")
3 def difficulty = Parallel
4 def cachingPolicy = CacheGlobally
5 def apply(dataAndEnc: (Data, Autoencoder), ctx: Context):
6 Future[Autoencoder] = {...}
7 }

The implementation of iterative optimization methods requires some more
work. The reason is that we have to transform synchronous while loops into
asynchronous code. For this, the Scavenger framework provides asynchronous
control structures like async while. In an iterative optimization method like
backpropagation, we have to replace all while that have a body that requires
substantial computation time by async while. Furthermore, we have to chain
asynchronous calls by Futures flatMap instead of usual semicolons:
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1 case class Backpropagation extends Algorithm[(Data, Autoencoder), Autoencoder] {
2 ...
3 def apply(da: (Data, Autoencoder), ctx: Context):
4 Future[Autoencoder] = {
5 async_while(predicate) {/* submitting ad-hoc jobs to ‘ctx‘, waiting for

results*/}.flatMap{...}

When all the basic atomic algorithms are defined, we might want to partially
apply some of them to the data, so that we have a uniform collection of algo-
rithms that map Autoencoders to new Autoencoders, and do not require any
extra input:
1 val data = Computation("theData") { /* load data from file */ }
2 val tuneWholeWithData = tuneWholeNetwork.partialFst(data)

Now suppose that we have an implementation that trains an autoencoder
with a specified training strategy:
1 def autoencoder(trainingStrategy: Algorithm[Autoencoder, Autoencoder],numLayers):

Computation[Autoencoder] = {...}

Since we do not know which combination performs best according to some
error measure, we generate every possible combination of trainInnerAsRbm,
tuneInnerAsAnn and a identity operation Id:
1 val strategies = for {
2 f <- List(trainInnerAsRbmWithData, Id)
3 g <- List(tuneInnerAsAnnWithData, Id)
4 h <- List(tuneWholeWithData, Id)
5 } yield (h o g o f)

Now we submit multiple autoencoder-jobs to the Scavenger framework. We
vary the depth and the training strategy.
1 val futures = for {
2 s <- strategies
3 n <- List(2,3,4,5)
4 } scavengerContext.submit(autoencoder(s, n))
5 val allResults = Future.sequence(futures)
6 val results = Await.result(allResults)

After this, depending on how we are executing the application, we could issue
some cleanup instructions and shut down the system.

4 Conclusion

Our framework combines the aspects of caching, persistence of intermediate
results, and parallelism. It provides a simple and minimalist user API and can
be used on single computers or clusters. It can simplify and accelerate the devel-
opment and execution of experiments that involve a large number of algorithms
that share common subalgorithms. In the demo, we will show the simplicity and
power of the framework by means of simple examples that will be developed step
by step.
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Abstract. Massive amounts of geo-social data is generated daily. In
this paper, we propose UrbanHubble, a location-based predictive ana-
lytics tool that entails a broad range of state-of-the-art location predic-
tion and recommendation algorithms. Besides, UrbanHubble consists of
a visualization component that depicts the real-time complex interac-
tions of users on a map, the evolution of friendships over time, and how
friendship triggers mobility.

1 Introduction

The volume of data generated from human social interactions in Location-Based
Social Networks (LBSN) is breathtaking. Such data encapsulates all visited loca-
tions and mimics the identity, behaviors, and affiliations of an individual or
group. This has fueled enormous research interests to study location-based social
interactions or group dynamics. One profound user behavior that has emerged
during mobile social networking is the generation of check-in. Check-in is a phe-
nomena whereby a person deliberately broadcasts her current location to a group
of friends in an LBSN.

Numerous location prediction techniques have been proposed. To the best
of our knowledge, there is no platform that consists of a broad array of inno-
vative state-of-the-art location prediction techniques such as [1,3,5,6,8,9]. The
availability of such a framework would assist researchers to quickly compare
and evaluate state-of-the-art prediction techniques. Thus, saving their time and
allowing them to focus more on the new techniques they aspire to develop.

Towards this end, we were motivated to create UrbanHubble1, an inno-
vative LBSN predictive analytics tool, which entails a broad spectrum of
state-of-the-art LBSN prediction algorithms. Specifically, the algorithms include
[1,3,5,6,8,9]. While Spot [4] also provides a platform to analyze LBSN, it con-
sists of three algorithms. In contrast, we provide more algorithms than [4] and
most importantly, our framework contains the most recent or relevant location
prediction techniques. In addition to the aforementioned algorithms, UrbanHub-
ble consists of a visualization component that shows the real-time complex social
interactions of users on a map, the evolution of friendships over time, and how
friendship triggers mobility or vice-versa.
1 http://dme.rwth-aachen.de/en/urbanhubble
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While UrbanHubble is primarily intended for researchers, its visualization
interface can also be used across an array of industries such as in location-based
advertisement, where customers behaviors’ strongly depend on the location con-
text, and advertisers are interested to efficiently identify patterns to hyper target
such customers, or in urban planning or for traffic monitoring. Given the impor-
tance and enormous potentials of LBSN research, we believe these use-cases
connote the demand for UrbanHubble.

2 UrbanHubble Tool

In this section, we provide a detailed description of the UrbanHubble predictive
analytics Java platform. We provide four real datasets that are publicly avail-
able. They include, two versions of the LBSN Gowalla2 check-in datasets (where
one Gowalla dataset has category information while the other does not), the
Brightkite LBSN dataset3 and the non-LBSN San Francisco taxi cab4 dataset.

2.1 Architecture

The architecture of UrbanHubble is depicted in Figure 1. It entails 4 layers,
namely, the Persistence, Scalability, Predictive Engine and User Interface layer.

Fig. 1. Urban Hubble Architecture.

Persistence Layer: is home to the previously alluded datasets. To determine
important social-relationship properties of users, we represent the collection of
users as a simple graph G.

Scalability Layer: The number of check-ins from the Gowalla and Brightkite
datasets exceeds a million. To rapidly analyze the check-ins correlations and the
complex interconnections between the users in the huge graph G, a scalability
layer is required. The scalability layer entails several Hadoop clusters to process
G during Matrix Factorization and other exhaustive computations.

Predictive Engine Layer: consists of a wide variety of state-of-the-art loca-
tion prediction algorithms that use Hidden Markov Model (HMM), Conditional
2 https://snap.stanford.edu/data/loc-gowalla.html
3 https://snap.stanford.edu/data/loc-brightkite.html
4 http://cabspotting.org/

https://snap.stanford.edu/data/loc-gowalla.html
https://snap.stanford.edu/data/loc-brightkite.html
http://cabspotting.org/
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Random Fields (CRF), Matrix Factorization (MF), Collaborative Filtering and
Kernel Density Estimation (KDE). Specifically, the UrbanHubble framework
consists of six algorithms. They include [1,3,5,6,8,9]. Due to space constraints,
we briefly describe a few of the algorithms packaged in UrbanHubble. [1] is
our predictive model that uses Lipschitz exponent and CRF to determine the
top-k future locations. [5] utilizes matrix factorization and KDE to predict and
recommend the top-k locations.

User Interface: The user interface consists of two tabs. They include, the Geo-
Social Analysis tab and the Location Prediction tab as illustrated in Figure 2a.
The former shows the real-time dynamics between mobility and friendship at a
city resolution, while the later illustrates the detailed trajectory paths taken by
users. The user interface of the Geo-Social Analysis tab provides a researcher the
possibility to select an algorithm and the option to analyze geo-social mobility
on weekdays or weekends. Furthermore, there is an option to chose either to
analyze only trajectories (i.e., Show Route) or the social interactions between
users. After selecting the desired configurations, the Play button can be clicked
to run the selected algorithm. As the algorithm runs, the movements of users
and their social connections are displayed on the map. On this tab, the small
green balls in Figure 2a correspond to the end destinations of users, the dark
cyan lines are the routes, while the red edges represent the friendships between
users. In addition, the large circles denote nodes or users.

(a) LBSN in San Francisco. (b) Geo-Social Analysis.

(c) Check-in Predictions (d) Prediction with TaxiCab.

Fig. 2. Urban Hubble User Interface.
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On the Location Prediction tab, each hexagon (e.g., in Figure 2c and Figure
2d) is a candidate next location. If the category information is absent from the
dataset, to run the WhereNext [8] algorithm, UrbanHubble queries Google Places
API to determine the category of each cell as shown in Figure 1. As mentioned
earlier, we provide a default check-in dataset with category. After an algorithm
runs to completion, the results of the algorithm are displayed as shown in Figure
2c using the precision, recall and accuracy evaluation measures. Figure 2d shows
a scenario where the San Francisco TaxiCab dataset is used.

2.2 Related Works

[2] presented a reachability-based predictive model to predict check-in locations
for distant-time queries. Our work differs from [2,4] since the algorithms pack-
aged in our framework are different from theirs. Besides, our framework has more
visualization functionalities that is not only limited to prediction analysis but
also depicts geo-social interaction and group dynamics. MoveMine 2.0 [7] is a
framework that focuses on trajectory clustering.

3 Conclusions

We propose an innovative LBSN predictive analytics java framework called
UrbanHubble, which consists of a wide variety of state-of-the-art prediction
algorithms. UrbanHubble has a visualization component and would be bene-
ficial to researchers who intend to evaluate recent innovative LBSN prediction
and recommendation techniques.
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Abstract. We present Viper, for Visual Pattern Explorer, an inno-
vative, browser-based application for interactive pattern exploration,
assisted by visualisation, recommendation, and algorithmic search. The
target audience consists of domain experts who have access to data but
not to –potentially expensive– data mining experts. The goal of the sys-
tem is to enable the target audience to perform true exploratory data
mining. That is, to discover interesting patterns from data, with a focus
on subgroup discovery but also facilitating frequent itemset mining.

1 Introduction

Pattern mining concerns the discovery of patterns in data, where a pattern is a
succinct description of some structure that occurs locally in the data. Two typical
pattern mining tasks are frequent itemset mining (FIM) and subgroup discovery
(SD). The task of FIM is to find combinations of items, such as products in retail
data, that frequently occur together. The task of SD is to find subsets of the
data for which a certain target of interest has a deviating distribution. Given a
dataset containing movie ratings, for example, one might find that women tend
to give higher ratings to movies with genre ‘drama’ than men.

Many interestingness measures and even more algorithms have been proposed
for both tasks. See [1] and [2] for recent overviews. One of the key challenges
of pattern mining is the infamous pattern explosion, i.e., the huge numbers of
patterns that are commonly found by pattern mining algorithms. A recent trend
to alleviate this issue is to mine pattern sets [5] rather than individual patterns.

Unfortunately, existing systems are hard to use due to the many parameters
and other choices that have to be made. As a result, pattern mining as a tech-
nology is only accessible to data mining experts, strongly limiting its potential
impact. The average person who has access to data and wants to analyse it,
whether it is in academia or industry, is a domain expert, not a data mining
expert. She knows what patterns she finds interesting and doesn’t need someone
to determine this, but she does need help in finding these interesting patterns.

For exactly that purpose we present Viper, for Visual Pattern Explorer,
an innovative, browser-based application for exploring the space of all possi-
ble patterns, assisted by visualisation, recommendation, and algorithmic search.
The target audience are domain experts who have access to data but not to
–potentially expensive– data mining experts. The goal of the system is to enable
the target audience to discover interesting patterns from data, with a focus on
subgroup discovery but also facilitating frequent itemset mining.
c© Springer International Publishing Switzerland 2015
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2 Related Work

Throughout the years several pattern mining systems with a graphical user inter-
face have been developed, such as MIME [8] for FIM and Cortana1 for SD. These
systems, however, first mine a (large) number of patterns and then give the user
the opportunity to browse this collection; search and interaction are completely
decoupled. These tools are generally inaccessible to domain experts, our target
audience, due to the large number of algorithms, measures, and parameters.

More recently, interestingness measures have been investigated that can
adapt to the background knowledge and/or feedback of a user. Bhuiyan et al.
[3] proposed to use user feedback to adapt the sampling distribution of item-
sets. Dzyuba et al. [7] proposed to learn pattern rankings using techniques from
preference learning. Orthogonally, De Bie [6] focused on a theoretic framework
for iterative data mining and a formalisation of subjective interestingness. None
of these works presented a working system though. Boley et al. [4] did present
a system for ‘one-click-mining’, in which the preferences of the user for certain
algorithms and patterns are learned. Still, objective interestingness measures are
used to mine patterns, which are then presented to the user.

3 VIPER – Visual Pattern Explorer

We present Viper, a browser-based application that allows the user to explore
the pattern space, assisted by visualisation, recommendation, and search. Given
that the target audience are domain experts rather than data mining experts,
one of the primary design goals is to keep it as simple as possible.
Implementation. The web application is publicly available2 and has been
implemented in JavaScript and runs locally in the browser. It has been developed
and tested using Chrome, making it available on many platforms.
Features. The features of our initial implementation are focused on the appli-
cation’s core functionality, i.e., visually assisted pattern exploration.

Measures To avoid overwhelming the user with a plethora of interestingness
measures, Viper uses just two: 1) coverage (a.k.a. support or frequency) for
itemsets and 2) weighted relative accuracy (WRAcc) for subgroups.

Data Viper can be used for the analysis of categorical datasets (in a simple
text format). This allows to use bitvector computations for many operations,
making the application respond nearly instantly for datasets of moderate size.

Pattern exploration Once a dataset has been loaded, the user can start explor-
ing the pattern space; see Figure 1. A key principle is that the user is always
in control. At any time, the current pattern can be specialised (extended) by
clicking an attribute-value combination in one of the charts, or be generalised
by removing an attribute-value combination by clicking on it.

The charts indicate all possible specialisations: each chart represents an
attribute, and each bar in each chart a possible value for that attribute. The bar
1 datamining.liacs.nl/cortana.html
2 Demo and source code at www.patternsthatmatter.org/viper

datamining.liacs.nl/cortana.html
www.patternsthatmatter.org/viper
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Fig. 1. Screenshot of Viper. Example using movie rating data.

heights represent the interestingness that is obtained by the respective special-
isations. For reference the horizontal red lines show the current interestingness.
For SD, a target can be chosen (and changed!) at any time; WRAcc is used
as interestingness measure when a target is chosen, otherwise coverage is used.
To assist the user to assess patterns, a ‘word cloud’ shows those attribute-values
that occur more frequently within the pattern than in the remainder of the data.

Specialisation Recommendation. To enable the user to efficiently explore the
pattern space, by default all specialisations are ordered by attainable interesting-
ness descending. Moreover, several filtering and specialisation recommendation
options are offered. For example, text-based filters can be applied to exclude
specialisations from the view. Finally, datasets tend to contain strongly corre-
lated attributes, which may result in very similar specialisations ranked first. To
remedy this, Viper offers a diverse recommendation option, which is based on
the cover-based beam selection procedure from the DSSD algorithm [9].

Greedy Search. A user may be interested in quickly finding the best possible
specialisation of the current pattern. To facilitate this, we implemented a greedy
hillclimbing search strategy (‘Improve subgroup’) that iteratively specialises a
given pattern until weighted relative accuracy cannot be improved.

Iterative Mining. Once the user has found a pattern she likes, she can move to
the next pattern or end the session. In the former case, the pattern is stored and
the user can opt to apply sequential covering, meaning that the data selected by
the pattern is removed and exploration continues on the remainder of the data.
After finishing, the final set of patterns can be inspected and exported.
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3.1 Preliminary User Study: Movie Ratings

We conducted a preliminary user study to evaluate whether domain experts with
little to no knowledge of pattern mining can successfully use Viper. To this end,
asked ten test users (CS students) to answer six questions about a movie rating
dataset3, e.g., “Who like movies of the genre comedy?”. Half of the users got to
use Viper, the other half used Cortana. Answers were manually checked.

On average, Viper users answered 5.4 out of 6 questions correctly (in 16.4
mins), Cortana users only 2.25 (in 26.5 mins). The responses to a usability
questionnaire (USE) were also clearly in favour of Viper. Of course, no defini-
tive conclusions can be drawn from these preliminary results. However, it does
demonstrate that a tool that gives full control to the user can be powerful for
answering simple data analysis questions.

4 Conclusions

We presented Viper, a web-based application for interactive data exploration.
Contrary to existing pattern mining systems, Viper does not mine a huge num-
ber of patterns and then lets the user sift through them, but instead offers the
user the tools needed to explore and discover those patterns that the user finds
interesting. This initial version of Viper is only a first step towards integrating
visually assisted data exploration with pattern mining and we hope to extend it
in the future. But before that, we hope to get feedback from the community.

Acknowledgments. Matthijs van Leeuwen is supported by a Postdoctoral Fellowship
of the Research Foundation Flanders (FWO).
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Abstract. We demonstrate interactive visual embedding of partition-based clus-
tering of multidimensional data using methods from the open-source machine 
learning library Weka. According to the visual analytics paradigm, knowledge 
is gradually built and refined by a human analyst through iterative application 
of clustering with different parameter settings and to different data subsets. To 
show clustering results to the analyst, cluster membership is typically 
represented by color coding. Our tools support the color consistency between 
different steps of the process. We shall demonstrate two-way clustering of spa-
tial time series, in which clustering will be applied to places and to time steps. 

1 Introduction 

Our system V-Analytics [1] enables analytical workflows involving partition-based 
clustering by methods from an open-source library Weka [2] combined with interac-
tive visualizations for effective human-computer data analysis and knowledge build-
ing. According to the visual analytics paradigm, knowledge is built and refined grad-
ually by iterative application of analytical techniques, such as clustering, with differ-
ent parameter settings and to different data subsets. A typical approach to visualizing 
clustering results is representing cluster membership on various data displays by col-
or-coding [3-5]. To properly support a process involving iterative clustering, the col-
ors assigned to the clusters need to be consistent between different steps. We have 
designed special color assignment techniques that keep the color consistency. 

When data are stored in a table, clustering can be applied to the table rows or to the 
columns [6]. Spatial time series, i.e., attribute values referring to different spatial loca-
tions and time steps, can be represented in a table with the rows corresponding to the 
locations and columns to the time steps. Two-way clustering groups the locations 
based on the similarity of the local temporal variations of the attribute values and the 
time steps based on the similarity of the spatial situations, i.e., the distributions of the 
attribute values over the set of locations [5]. 

2 Interactive Two-Way Cluster Analysis of Spatial Time Series 

To support iterative data analysis and knowledge building with the use of clustering, 
V-Analytics provides the following functionality: 
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Fig. 1. Left: a projection of cluster centers onto a color plane; right: the spatial distribution of 
the cluster membership; center: a legend showing cluster colors and sizes. 

   

Fig. 2. Top: the 2D time histograms (9 days x 24 hours) correspond to different clusters; the 
bars in the cells represent the cluster means. Bottom: the time graphs show the variations of the 
absolute (left) and transformed (right) values for cluster 1. 

• Colors are assigned to clusters based on Sammon’s projection [7] of cluster cen-
ters (provided by the clustering algorithm or computed) onto a plane with conti-
nuous background coloring. This ensures that close clusters receive similar colors. 

• After data re-clustering with different parameter settings, the projection of the 
new cluster centers is aligned with the previous projection, aiming at minimizing 
the distances between the positions of the corresponding clusters in the two pro-
jections. In this way, corresponding clusters receive similar colors, which makes 
the clusters traceable throughout the analysis process. 

• Interactive techniques support progressive clustering [8], in which further cluster-
ing steps are applied to selected clusters obtained in previous steps. This allows 
controlled refinement of the clustering results and, on this basis, refinement of the 
analyst’s knowledge. 

This functionality is generic, i.e., applicable to various types of data and diverse parti-
tion-based clustering methods. We shall demonstrate it on an example of spatial time 
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series obtained by spatio-temporal aggregation of records about mobile phone calls 
made in Milan (Italy) during 9 days by 235 spatial regions and 216 hourly time steps. 
To focus on the temporal variation patterns rather than purely quantitative differences 
between the call counts in different regions, we transform the original absolute values 
to the region-based z-scores. As a clustering method, we shall apply k-means. 

Figures 1 and 2 show an example of partitioning the set of regions into 6 clusters 
based on the similarity of the region-associated temporal variations of the transformed 
call counts. Figure 1 shows the projection of the cluster centers onto a color plane, the 
colors assigned to the clusters on the basis of the projection, and a map with the re-
gions colored according to their cluster membership. To see and compare the tempor-
al variation patterns corresponding to the different clusters, we use temporal displays 
shown in Fig. 2. In the upper part, there are 2D time histograms with the rows corres-
ponding to the days, columns to the hours of a day, and colored bars in the cells 
representing the average values for the clusters. Each histogram corresponds to one 
cluster, the bars being painted in the color of this cluster. The histograms demonstrate 
prominent daily and weekly periodic patterns and clearly show the pattern differences 
between the clusters. In the lower part of Fig. 2, the original and transformed time 
series from one of the clusters are shown on time graphs. 

We iteratively increase the number of clusters and observe the impacts. In this ex-
ample, the major clusters mostly keep unchanged, but several singletons emerge. 
They consist of regions with unusual time series, for example, having peaks of call 
counts at times of some public events. Hence, in this example, we have found four 
major common patterns of the temporal variation of the calling activities (clusters  
1, 2, 4, and 5) and several more specific patterns. 

Next, we consider the same data set from a different perspective by clustering the 
table columns (i.e., the hourly time intervals) according to the similarity of the distri-
butions of the attribute values over the set of regions. We start with five clusters, the 
centers of which are projected on a color plane in Fig. 3 (upper left). On the upper 
right, there is a calendar display with the rows corresponding to the days, columns to 
the hours of a day, and cells colored according to the cluster membership of the cor-
responding time intervals. A prominent periodic pattern can be seen. The upper two 
rows correspond to Thursday and Friday, rows 3 and 4 to the weekend, and the fol-
lowing rows to five week days from Monday to Friday. In the center of Fig. 3, the 
spatial distributions of the calling activities corresponding to the five time clusters are 
shown on maps. The shades of blue and red represent, respectively, values below and 
above the means. 

The observed temporal periodicity corresponds to our background knowledge 
about human activities. The pattern is preserved with increasing the number of clus-
ters. Thus, the lower part of Fig. 3 shows the result for ten clusters. The temporal 
pattern has been refined while preserving the same main features as for five clusters. 

To conclude, V-Analytics supports cluster analysis by providing immediate visual 
feedback allowing the analyst to interpret clusters, assess their similarity, identify 
major patterns and separate outliers, and understand the impact of clustering method 
parameters. 
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Fig. 3. Clustering of the hourly time intervals according to the spatial distributions of the call-
ing activities. Top: projection and calendar displays for 5 clusters; center: the spatial distribu-
tions corresponding to the clusters; bottom: projection and calendar displays for 10 clusters. 
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