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Our technology, our machines, is part
of our humanity. We created them
to extend ourselves, and that is what
is unique about human beings.

Ray Kurzweil



Preface

This volume contains the proceedings of the 4th International Conference on Man–
Machine Interactions, ICMMI 2015 which was held at Kocierz Pass, Poland, during
October 6–9, 2015. The series of ICMMI conferences is organised biennially since
2009 by Institute of Informatics at the Silesian University of Technology and
Institute of Theoretical and Applied Informatics, Polish Academy of Sciences,
Gliwice, Poland. The first ICMMI was dedicated to the memory of Prof. Adam
Mrózek, a distinguished scientist in the area of decision support systems in
industrial applications and since 2009 the conference became a permanent fixture in
the calendar of scientific meetings, bringing together academic and industrial
researchers interested in all aspects of theory and practice of man–machine
interactions.

Since the beginning, ICMMI become an international forum providing a unique
opportunity to network and find potential collaborators, discuss and exchange
innovative ideas, share information and knowledge. This year, ICMMI was organ-
ised under the technical co-sponsorship of the IEEE Poland Section ensuring
high-quality technical programme of the conference. The interdisciplinary field of
man–machine interaction covers the whole spectrum of technological aspects
involved in interactions and communications between human users and machines.
The discipline relies on novel techniques such as computer vision, speech tech-
nology, pattern recognition, expert systems, robotics and biomedical sensor appli-
cations. In this volume 6 invited and 54 contributed papers presenting a broad range
of topics have been divided into the following sections: human–computer interfaces,
robot control, embedded and navigation systems, bio-data analysis and mining,
biomedical signal processing, image and motion data processing, decision support
and expert systems, pattern recognition, fuzzy systems, algorithms and optimisation,
computer networks and mobile technologies, and data management systems.

ICMMI 2015 conference attracted 172 authors from 15 different countries across
the world. The review process was conducted by the Programme Committee
members with the help of external reviewers. Each paper was subjected to at least
two independent reviews. After the peer-review process, 54 high quality papers
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were selected for publication in ICMMI 2015 proceedings. Here, we would like to
thank all Programme Committee members and associated reviewers for their highly
professional work, effort in reviewing papers and valuable comments.

ICMMI 2015 conference had a distinguished panel of keynote speakers. We
would like to express our gratitude to Antonis Argyros, Juan Luis Fernández–
Marínez, Karmeshu, Hanna Klaudel, Manoj Sharma and Sethu Vijayakumar who
agreed to deliver keynote talks and invited papers.

We appreciate the help of the editorial staff at Springer Verlag, in particular we
would like to thank Janusz Kacprzyk, the editor of the series, Holger Schape and
Thomas Ditzinger who supported the publication of these proceedings in AISC
series. We also wish to thank all those who contributed to the organisation of this
conference, in particular we are grateful to the members of the Organising
Committee for their hard work and efforts in making this conference successful.

Finally, we would like to thank all the authors and participants who contributed
to the success of this event. We believe that ICMMI 2015 delivered a high-quality,
informative and inspiring scientific programme. We hope that this volume provides
an innovative and useful contribution into further research and developments in the
field of man–machine interactions.

October 2015 Aleksandra Gruca
Agnieszka Brachman
Stanisław Kozielski
Tadeusz Czachórski
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1 Introduction

The primary goal of amixed reality (MR) system is to produce an environment where
virtual and digital objects coexist and interact in real time. In order to get the global
environment and its virtual or physical objects we need specific data, for which we
shall use sensors (like cameras, microphones, haptic arms…). But gathering data
is not sufficient as we want to see the result in our mixed environment; we then
implement a rendering loop that will read the data and express the result in some way
that a human can interpret (using senses like sight, hearing, touch). To communicate
between those two types of components (sensors and renderers), shared memory
units store the data, and processing units process the data received from sensors or
processing units, and write them into shared memories or other processing units.

Since a few years, the MIRELA framework [7–9, 14] (for MIxed REality LAn-
guage) is developed aiming at supporting the development process of applications
made of componentswhich have to react within a fixed delaywhen some events occur
inside or outside the considered area. This is the case in mixed reality applications
which are evolving in an environment full of devices that compute and communicate
with their surrounding context [6]. In such a context, it is difficult to keep control
of the end-to-end latency and to minimise it. Classically, mixed reality software
frameworks do not rely on formal methods in order to validate the behaviour of
the developed applications. Some of them emphasise the use of formal descriptions
of components inside applications in order to enforce a modular decomposition,
possibly with tool chains to produce the final application [13, 17], and ease future
extensions [15] or substitutions of onemodule by another, like InTML [10, 11]. Such
frameworks do not deal with software failure issues related to time. On the contrary,
this is the main focus of the MIRELA framework which proposes to use formal
methods and automatic tools to analyse and understand potential issues, especially
related to time, performance, and various kinds of bad behaviours such as deadlocks,
starvations or unbounded waitings.

A typical modelling using MIRELA consists of the following stages. In the first
phase, a formal specification of the system is given, in the form of a network of
automata, defined using a high level description [8, 9]. Then, depending on the
applied approximation of the modelled system, and also on the properties we want
to check, we decide how to transform the components. This may include theoretical
issues, like the generation of bounding variant systems [7], which contain under–
and over–approximating timed automata [1], and practical issues, like which model
checker to target, depending on its capabilities. Finally, an implementation skeleton
can be produced, e.g. in the form of a looping controller, which has a simple physical
realisation, while certain properties of the original network are still met, which may
be checked on to the chosen bounding variant systems.
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2 MIRELA Framework

Originally, the semantics of a MIRELA specification has been defined and imple-
mented in UPPAAL [18] as a set of timed automata [1–3, 19]. More precisely,
we used a subclass called Timed Automata with Synchronised Tasks (TASTs) in
order to cope with implementability issues (see [7] for details). TASTs are networks
of timed automata, which communicate via urgent communication channels in the
producer–consumer manner, and optionally contain wait locations, where the wait
time t ∈ [min,max] is non-deterministic. The communication dependencies between
the automata form a directed and connected graph. There are also some additional
constraints, so that the resulting automaton is non–Zeno, i.e. infinite histories taking
no time or a finite time are excluded. For a complete description of TASTs see [9].

If the urgent channels are not available, like in the case of PRISM timed automata,
a corresponding transformation is possible, which emulates the urgent channels [5].

Due to the verbosity of TASTs, MIRELA has its own, terse syntax, which can
be automatically compiled into TASTs, but then also to representations adequate for
other model checking tools than UPPAAL. The current MIRELA specification is
presented in detail in [9]. Here we will give a summary.

A network of components is defined as a list of declarations of the form:

SpecName: id = Comp→TList; . . . ; id = Comp→TList.

Each declaration Comp→TList defines a component Comp and its target list of com-
ponents TList, which is an optional (comma separated) list of identifiers indicating
to which (target) components information is sent, and in which order. Each compo-
nent also indicates from which (source) components data are expected. A target t of
a component c must have c as a source, but it is not required that a source s of a
component c has c as an explicit target: missing targets will be implicitly added at the
end of the target list, Any of the components, after an optional initialisation, loops
infinitely. Delays within the components use clocks, and clocks are never shared
between components.

Here is a list of some of the standard components:

• two kinds of sensors that acquire data from outside and send it to processing units
or memories:

– Periodic(min_start, max_start)[min, max] starts with a one–off delay
〈min_start, max_start〉, then loops infinitely, each cycle lasting within 〈min,

max〉;
– Aperiodic(min_event) ascertains that the loop has a minimal delay of

min_event, but no maximal delay is specified;

• three kinds of processing units that process data coming from possibly several
different inputs (they can be combined in an acyclic hierarchy or form loops):
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Ex1:
S1 = Periodic(50, 75)[75, 100];
S2 = Periodic(200, 300)[350, 400]→(F2, F1);
S3 = Periodic(200, 300)[350, 400]→(F2, B);
F1 = First(S1, S2[50, 75]);
F2 = First(S2, S3[25, 50]);
B = Both(S3, F2)[25, 50];
M = Memory(F1[25, 50], B[25, 50]);
R = Rendering(50, 75)(M [25, 50]).

sensors

processing units

shared memories

rendering loops

S1 S2 S3

F1 F2

B

M

R

Fig. 1 Specification and information flow representation of our running example

– First(i1[min,max], i2[min,max], . . .) which may have one or more inputs
i1, i2, . . . and starts processing when data are received from one of them; the
order is irrelevant; the loop delay depends on the input, as seen in the declaration,
but a same interval may be distributed on many inputs;

– Both(i1, i2)[min,max] which has exactly two inputs i1, i2 and starts processing
when both input data are present; the loop delay is 〈min, max〉;

– Priority(im[min,max], is[min,max]), which has two inputs, master im and slave
is , and starts processing when the master input is ready, possibly using the slave
input if it is available before the master one; the delay specified at im is realised
if the slave was not available; otherwise the delay at is is used.

• a shared memory Memory(i1[min,max], i2[min,max], . . .), with reads and writes
locked by a common mutex, the write time depends on the input, as seen in the
declaration;

• a rendering component Rendering(min_rg, max_rg)(im[min,max]) is a loop,
which consists in reading a memory within a delay specified at im , then processes
the read data within

This is illustrated with a running example, presented in Fig. 1 along with the cor-
responding flow of information. The corresponding TAST representation is depicted
in Fig. 2.

3 Analysis

We will discuss examples of proving various properties using Mirela, in particular
related to bad behaviours, like various kinds of deadlocks and deadlock-like behav-
iours, which can be distinguished for timed automata.

A complete blocking occurs if a state is reached where nothing may happen:
no location change is allowed (because no arc with a true guard is available, or
the only ones available lead to locations with a non-valid invariant) and the time is
blocked (because the invariant of the present location is made false by time passing).
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s0 s1 s2

x < 75 x < 100

x := 0

x ≥ 50 x ≥ 75

kS1−F1!

x := 0
Sensor S1

s0 s1 s2

s3

x < 300 x < 400

x := 0

x ≥ 200 x ≥ 350

kS2−F2!

x :=0

kS2−F1!
Sensor S2

s0 s1 s2

s3

x < 300 x < 400

x := 0

x ≥ 200 x ≥ 350

kS3−F2!

x :=0

kS3−B !
Sensor S3

s0 s1

s2s3s4

x < 75

x < 50

kS1−F1?

x := 0

kS2−F1?

x := 0

x ≥ 50

lock!
x := 0

x ≥ 25

unlock!

First F1

s0 s1 s2

x < 50

kS2−F2?

x := 0

kS3−F2?

x := 0

x ≥ 25

kF2−B !

First F2

s0 s3

s1

s2

s4s5s6

x < 50

x < 50

kF2−B?

x := 0

kS3−B?

kS3−B? kF2−B?

x := 0

x ≥ 25

lock!
x := 0

x ≥ 25

unlock!

Both B

s0 s1

lock?

unlock?

Memory M

s0 s1 s2

s3

x < 50

x < 75

lock!
x := 0

x ≥ 25

unlock!
x := 0

x ≥ 50

Rendering R

Fig. 2 TAST representation of our running example

A (global) deadlock occurs when only time passing is ever allowed: no location
change is nor will be available. A strong Zeno situation occurs when infinitely many
location changes may be done without time passing. A weak Zeno situation occurs
if infinitely many location changes may occur in a finite time delay. A weaker but
potentially unpleasant situation occurs when a location change is available after some
time, but this waiting time is unbounded. Those situations are usually considered
highly harmful since an actually implemented system cannot meet these theoretical
requirements.

For a network of timed automata (hence for TAST systems), a local deadlock
occurs if, from some point, no location change is available for some component(s)
while other components may evolve normally. A local unbounded waiting occurs if it
is certain that a component will evolve, but the time before the component leaves its
present state is unbounded. A starvation occurs if a component may be indefinitely
blocked in some state (while not being deadlocked); this is different from the previous
case, since here the time during which the component is blocked in the present state
may really be infinite, and not simply unbounded. Notice however that starvations
are not always to be avoided, for instance if the component corresponds to a failure
handling.
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3.1 Deadlock Detection and Graph Analysis

While MIRELA has translation mechanisms allowing to use model checking tools,
we may also take advantage of the specific features of theMIRELA systems, and in
particular of the graph structure of the systems (see for example Fig. 1—right).

First, one may observe that no (strong or weak) Zeno behaviour may happen since
each loop in a component either contains a reset on some clock x and an arc with
a guard x ≥ e (with e > 0), so that it is impossible to follow it in a null time, and
it may be followed only a finite number of times in a finite delay, or contains arcs
with input communications (in a memory cell for instance) and it may only progress
indefinitely while communicating with a loop of the previous kind.

Moreover, if the system is well-formed, i.e., for each location with an invariant
x < e′ each input arc resets x and each output arc has a guard x ≥ e with e < e′
(which is the case for MIRELA systems), it may not block the time.

A global deadlock (hence a complete blocking) may not occur in a complete
system, i.e., having at least one memory unit and an associated rendering loop, since
the rendering may indefinitely progress while accessing the memory (but starvation
may occur if the memory is continually used by other units, and no fairness strategy
is applied).

On the contrary local deadlocks may occur. They are intimately connected to the
fact that processing units alternate two very distinct phases: first, some signals are
received (reception phase), then some signals are emitted (emission phase) in a row
(together with some synchronisations with memory units), and then the reception
phase is resumed. Typically, in case of a cycle of processing units, it may happen that
a processing unit in reception phasewaits for a signal, which depends (directly or not)
on its own emission, or symmetrically. There are also deadlocks of a mixed nature,
combining components in emission and reception phases, that do not need involving
any cycle of communicating units, contrary to what happened in the emission or
reception cases. This is due to the fact that, when a component is blocked in its
reception phase, the waiting condition corresponds to one or two arcs going in the
reverse direction with respect to the flow of information. Hence, a cycle of control
may correspond (when there are both emitting and receiving blocked components)
to a non cyclic flow of information.

In order to propose guidelines for the detection of local deadlocks,wemay observe
that a component may only deadlock in a wait location, but never when it waits for
a lock!, unlock! or unlock?. It also means that rendering loops never deadlock, and
that memory units may not be the source of a deadlock: a memory unit may only
deadlock if it has no rendering loop and all its users are deadlocked while trying to
communicate with a non-memory unit.

Definition 1 Let MS be a MIRELA system. An extended system MS is a temporal
widening of MS if it has the same structure but each (or some) time interval I is
replaced by another one I, where I ⊆ I. Symmetrically, an extended system MS is
a strengthening of MS if it has the same structure but each (or some) interval I is
replaced by another one I, where I ⊆ I. X 1
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Note that, in particular, MS is a temporal widening and a strengthening of itself.

Proposition 1 Let MS be a MIRELA system and MS be any of its temporal widen-
ings. If a component does not deadlock at some location w in MS, the same is true in
MS. On the contrary, if MS is any strengthening of MS and a component deadlocks
at some location w in MS, the same is true in MS. �

This result may be precious because the model checking complexity of timed
systems depends of course on the complexity of the system, and on the formulas to
be verified, but also on the gcd of the various constants occurring in the timing con-
straints, and on the various scales of the time intervals. Now, enlarging or restricting
those constraints may considerably increase this gcd, or uniformise the various time
intervals. Note that, among the special enlargements that may be considered, some
or all the upper bounds of time intervals may be replaced by ∞, and some or all the
lower bounds of time intervals may be replaced by 1. In fact, it may be observed
that lower bounds may even be replaced by 0: this may introduce Zeno behaviours,
but does not kill existing deadlocks. Finally, one may observe that going from a
constraint x < e to x ≤ e is a form of a temporal widening, and going from x < e
to x ≤ e − 1 is a form of strengthening.

Modifying the time intervals may be used to check the presence or absence of bad
behaviours, but it may also be used to get a modified system, easier to model check,
while maintaining its realistic aspect and its implementability.

Proposition 2 Let MS be a MIRELA system. If a component deadlocks in MS, then
so do all its input components, all its output Both, all its master output Priority,
and all its output First units having a unique input. A memory component is never
the source of a deadlock, but it may incur a deadlock propagation, if all its user
components deadlock (which may not occur if there is a corresponding rendering
loop). �

Note that if a component deadlocks while it is a source of a slave input to a
Priority, the latter does not necessarily deadlocks; a similar situation may occur if a
First component has many inputs and one (or more, but not all) of them deadlocks,
since it may still manage inputs from non-deadlocking units. In both cases, the
deadlock does not necessarily extend.

While temporal widening and strengthening do not modify the structure of a sys-
tem, it is also possible to build modified (in general structurally simplified) systems.
For instance, since rendering loops never deadlock, one may drop them. We may
even also drop the memory units, since they are never the source of a deadlock.

Definition 2 LetMS be aMIRELA system andC be one of its sensors or processing
units. We shall denote by

• ̂MS the system obtained from MS by replacing all the time intervals by [0,∞),
i.e., a form of untimed version of MS;

• ˜MS the system obtained from ̂MS by dropping all its rendering loops;
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• C(˜MS) the part of ˜MS (i.e., the set of components) which, in the abstract scheme, is
connected toC without needing to traverse a memory unit; notice that it comprises
the memory units.

• x2C(˜
˜MS) the system C(˜MS) without its memory units.

Proposition 3 Let MS be a MIRELA system and C a sensor or processing unit in
it. Let MS′ = C(˜MS) and MS′′ = C(˜

˜MS). Then C deadlocks in ̂MS iff it deadlocks
in MS′ iff it deadlocks in MS′′. �

Combining Propositions 1 and 3 allows in some circumstances to detect the absence
of local deadlocks while reducing the systems to be considered, both in terms of
structure and temporal constraints. And if we add Proposition 2, this may even
reduce the problem of detecting the absence of a local deadlock to the detection of the
absence of global deadlocks in simplified systems, when the deadlock propagation
ensures that a local deadlock extends to a global one. This may be useful since
there are efficient algorithms to detect (the absence of) global deadlocks, and special
commands to check it (in UPPAAL for instance).

Finally, we may observe that a local deadlock, in the original or temporally
widened or strengthened model, may be handled by a model checker with query
ψw = EF AG w, which checks if there is a situation (EF) where the considered
component reaches w while there is no way (AG w) to get out of it: this thus corre-
sponds to a local deadlock. Note that this formula pertains to CTL but uses a nesting
of path formulas, so that it is not handled byUPPAAL and its optimised implementa-
tion. On the contrary, it is accepted by another model checker, PRISM, for which an
automatic translation from MIRELA has also been developed (see Sect. 5). It is also
possible to detect which components, at which locations, may be blocked simultane-
ously (recall that local deadlocks are due to many components blocking each others):
if w1 is a wait location in some component C1, w2 is in C2, …, one may use the
same formula ψw, but where w = w1 ∧ w2 ∧ . . . ∧ wk , to check if C1, C2, . . . , Ck

may be blocked simultaneously, in locations w1, w2, …, wk , respectively.
In summary, to detect the presence or absence of deadlocks, we may use a pro-

cedure, which first tries to get some information from simplified versions of the
given system, using Propositions 3 and 2, and next uses Proposition 1 to try to get
information on the remaining undecided wait locations.

3.2 Indefinite Waiting Detection

Even if there is no deadlock, it may happen that a component gets stuck in some
location. In our case, there are essentially two sources of such an indefinite waiting.

For instance, this may occur with an aperiodic sensor, since no upper bound is
specified for the time separating two successive data acquisitions. If we do not want
that this propagates to other components, we should in particular avoid to use them
in a Both unit, as a master to a Priority, or in a First when there is no other kinds of
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input. This may be qualified as an unbounded waiting, since the assumption is that
the time between data acquisitions is finite, but unbounded.

Another kind of situation occurs if many components compete to communicate
and, due to the non-deterministic way choices are performed, some of them never
succeed. This then corresponds to a potentially infinite waiting, also termed starva-
tion.

In a MIRELA system, this may for instance occur when performing a lock on a
Memory unit (note that unlocks may only be performed by the components having
succeeded in the lock): it may happen that a component (Rendering loop, Sensor
or Processing unit) tries to access a Memory, fails because, when the memory is
unlocked, the latter is attributed to another requesting component, and due to an
unfortunate choice of the timing constraint (intervals), whenever the memory is
unlocked, there are (remaining or new) requesting components and the considered
one is never chosen, unfortunately, again and again. This also shows that, if we
are concerned by starvations, in general it is not a good idea to consider systems
simplified by removing Memory and Rendering units, since these can be essential
ingredients for inducing infinite waitings.

This may be avoided by an adequate choice of the timing constraints, or by
suitable fairness assumptions (and implementations) but in the latter case, ensuring
that the waiting time will be finite does not necessarily imply that this time is (upper)
bounded.

Proposition 4 Let MS be a MIRELA system, a component may only incur an indefi-
nite waiting in the initial activity location of an aperiodic sensor, or in a wait location,
but never while waiting for an unlock. �

Proposition 5 Let MS be a deadlock-free MIRELA system, a component incurs an
indefinite waiting at a location w iff the CTL formula φw = EF EG w is true. �

If w is the activity location of an aperiodic sensor, we know that there is an
unbounded waiting, and it is not necessary to perform the model checking for that.
The other interesting cases correspond towait locations, fromwhich communications
k! or k? only are offered (with k �= unlock).

Since φw is a nesting of two path formulas, like ψw it may not be checked with
UPPAAL. However, if we already know that w is reachable, instead of using this
nested query, it is possible to use equivalently (up to contraposition) a leads to
property, for which UPPAAL has an efficient algorithm: ˜φw = w−−>¬w means
that, if true, after w we shall eventually leave it, i.e., we shall have no deadlock and
no indefinite waiting inw. Again, instead of working directly on the original system,
one may consider temporally widened and/or strengthened versions of it.

Proposition 6 Let MS be a MIRELA system, MS be one of its temporal widenings
(while avoiding to start an interval from 0), and MS be one of its strengthenings. If
a component incurs an indefinite waiting at some location w in MS, the same is true
in MS, and if a component incurs an indefinite waiting at some location w in MS,
the same is true in MS. �
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Note that, here, we may not drop memory units and/or rendering loops, since the
latter may be needed ingredients to cause an indefinite waiting. A procedure to detect
an indefinite waiting of a component C at location w may thus be proposed. If an
indefinite waiting is found for a temporally widened system, nothing may be inferred
in general on the original system; however, it may happen that in some circumstances
a closer (manual) analysis of the found indefinite wait reveals that the same situation
occurs in the original system: then the procedure may be stopped with a positive
answer.

If the system presents deadlock situations (checkable with ψ), we could wonder
if it also presents indefinite waitings. If ψw is false while φw is true, clearly we have
an indefinite waiting at location w. But if ψw is true, it could still happen that the
system also presents an indefinite waiting at the same location, but for a different
environment than the deadlock. This may be checked by a slightly more elaborate
CTL formula: ρw = EF EG (w ∧ (EF ¬w)).

Proposition 7 Let MS be a MIRELA system. It presents an indefinite waiting at
some location w iff ρw is true. �

3.3 Starvation Viz. Unbounded Waiting Detection

If a system has no aperiodic sensor, it is sure that there is no unbounded waiting
and that any found indefinite waiting (hence formula ρw) corresponds to a starvation
phenomenon. The same is true if there are aperiodic sensors, but it is sure their
unbounded delays do not propagate. But otherwise we could want to know if there
are pure starvations and/or pure unbounded waitings, even for a same location (but
for different environments).

Let us assume the considered specificationMS presents n aperiodic sensors and let
us denote bya1, a2, . . . , an their respective initial locations (in theTAST translation),
and that there is a possible propagation of unbounded waitings.

To check a starvation in a wait location w, we may use the following property
formula: σw = EF EG (w ∧ (EF ¬w) ∧ (F ¬a1) ∧ · · · ∧ (F ¬an)) which means it is
possible to stay indefinitely in w, but also to escape from it, without needing that an
aperiodic sensor (or many of them) indefinitely stays in its activity location. Hence,
if true, this means there is a pure starvation in w.

To check an unbounded waiting in the same location (or another one), one may
use the formula: ζw = EF ((EG w) ∧A((G w) ⇒ (FG a1) ∨ · · · ∨ (FG an))) which
means it is is possible to stay indefinitely in w, but not without being stuck in some
ai at some point. If this is true, this thus means we have an unbounded waiting in w.

Unfortunately, those last two formulas belong to CTL* and, while it is known that
CTL* is decidable, the corresponding decidability algorithm is extremely intricate,
and we do not know any implementation of it.
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4 Temporal Properties

Another kind of question that may be asked on such systems concerns the minimal
and/or maximal durations taken by components to perform their operations. We may
be interested in exact values, or in bounds such as: “is this time greater than n units”
or “is it between n and m”. For instance, one may ask how much time a component
may wait in some location until a rendez-vous is performed, one may wonder how
much time a component takes to perform its (main) loop, or to go from one location
to another one. We may need for that to add a new clock y that is reset when we
enter the starting location, and then we check the greatest and smallest values of that
clock when reaching the goal location s. Since the greatest value is calculated when
we leave s, if we want to know that value when we enter it, a general trick to do
it in UPPAAL is to add an urgent location su before s, i.e., a location where time
may not progress (an urgent location is time-freezing), while redirecting the input
arcs of s to su . The same trick will avoid to consider for the minimal value the initial
value 0 when the goal location is the initial one. A typical query to do that with
UPPAAL is sup{C.su}:y (resp. inf{C.su}:y) which determines the supremum
(resp. infimum) of y when entering location s in component C .

However, in some complex cases such a method reveals inefficient due to the
large number of states of the system, and an abstraction method like the following
may be useful. The general idea is to consider iteratively some simplified, temporally
widened systems, on which the duration bounds estimation is feasible, and to use the
obtained bounds to get better temporal widenings, hence to progressively improve the
bounds until either no improvement is possible or the obtained bounds are considered
satisfactory. To get such simplified systems, the idea is to cut the original system into
parts, with some components in the common boundaries, and no communication
between components in the interior of different parts (the communications with
the exterior must go through the boundaries). Then, one considers iteratively each
part (let us call it P) and we isolate it by replacing each connection between P
and the other parts by an activity location associated with an interval encompassing
(hence the temporalwidening) the interval inwhich the actual connection takes place.
By analysing the durations in the simplified system for P , we shall get intervals
encompassing the durations of the interactions between the other parts and P . When
we shall consider another part P ′, these intervals will be used for abstracting the
interactions between P ′ and P .

5 Support for PRISM

Besides the translation of MIRELA specifications into TASTs, in a form adequate
to use theUPPAALmodel checker, another translation mechanism has been devised
to the input format of PRISM [12], another model checking framework, able to
analyse probabilistic systemsbut also non-deterministic ones. In particular, thedigital
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clocks engine of PRISM accepts CTL requests that UPPAAL doesn’t. However, the
translation is less easy than to TAST, due to various characteristics of the models:

• Discrete clocks: the digital clocks engine uses discrete clocks only (and conse-
quently excludes strict inequalities in the logical formulas). This modifies the
semantics of the systems, but it may be considered that continuous time, as used
by UPPAAL, is a mathematical artefact and that the true evolutions of digital
systems are governed by discrete time devices;

• Communication semantics: in UPPAAL, communications are performed through
binary (input/output) synchronisations on some channel k. A synchronisation tran-
sition triggers simultaneously exactly one pair of edges k? and k!, that are available
at the same time in two different components. PRISM implements n-ary synchro-
nisations, where an edge labelled [k] may only occur in simultaneity with edges
labelled [k] in all components where they are present. Implementing binary com-
munications in PRISM is easy by demultiplying and renaming channels in such a
way that a different synchronous channel [k] is attributed to each pair k? and k!
of communication labels. In MIRELA specifications, the only labels we have to
worry about are the lock? and unlock? labels in each Memory M and the lock!
and unlock! labels in the components that communicate with M ;

• Urgent channels:UPPAAL offers a modelling facility by allowing to declare some
channels as urgent. Delays must not occur if a synchronisation transition on an
urgent channel is enabled. PRISM does not have such a facility and thus it should
be “emulated” using a specific construct compliant with PRISM syntax. This was
done by duplicating some locations and by introducing adequate guards [5].

This was realised by adding a dedicated plugin to the translator J2TADD [16]
aiming at producing specifications for the PRISM probabilistic model checker.

This may also be a gateway to add probabilities to the framework, hence to turn
non-deterministic MIRELA models into stochastic ones. This may be done at two
different levels. First, one may replace the time intervals min–max by (continuous
or discrete) probability distributions. Next, when many synchronisations are offered
to a component at some point (which may happen with a non-null probability when
discrete distributions are used), a random drawing mechanism must be defined to
perform the choice. It is also possible to mix probabilistic and nondeterministic
features, and to allow for alternative paths.

Let us discuss a possible example of such an extension, by modifying two com-
ponents in Ex1, as illustrated in Fig. 3a. We would thus have a sensor S2 which skips
data transmission at a given ratio. Let r be the skipping probability: this could be
specified by an optional modifier drop=r after the list of output components of the
sensor. We also have a processing unit F2, which undergoes, in an unspecified man-
ner, occasional time–consuming clean–up computations. This could be specified by
a + operator between the various execution possibilities.

In effect, in the resulting system Ex1′, whose specification is shown in Fig. 3b, the
sensor S2 now skips every 100th data transmission on average, and the processing
unit F2 occasionally, in an unspecified manner, undergoes an additional clean–up
computations, which last from 100 to 150 ms.
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(a)

(b)

Fig. 3 a An example ofMirela components, which would replace the respective automata in Fig. 2,
and b the corresponding specification of the modified example

An example of a probabilistic property, against which we could check Ex1′, using
Prism’s parametric model checking, and replacing the constant drop=0.01 with
and undefined value drop=R, might be “how the value of R affects the maximum
probability that a deadlock will occur in the first 10 time units”. If the result would
be a function with R absent or reducible, it would mean that the drop does not affect
the probability of the deadlock.

6 Implementation Strategy

Given a verifiedMIRELA specification MS, which satisfies some properties consid-
ered important, the idea is to use this specification for producing an implementation
aiming at preserving those properties. The approach from [7] considers implementa-
tion prototypes, which take the form of a looping controller CMS,Δ, obtained from the
TAST representation of MS and parameterised with a well-chosen sampling period
Δ. Such a controller may execute zero or several actions in the same period Δ.
Obviously, there are semantic differences between the implementation and the spec-
ification, coming mostly from the interpretation of the continuous clock values in the
sampled world of the implementation and the immediate reaction of the systemwhen
a synchronisation becomes possible. For example, one may easily observe that even
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if the original specification MS does not reach some error state, the controller CMS,Δ

may reach it because the sampling allows to evaluate transition conditions potentially
larger than it was the case in MS. The approach then proposes an over-approximating
model of the implementation in order to check if the essential properties of the orig-
inal specification are still satisfied by the implementation. The new model “covers”
the evolutions of the controller CMS,Δ, hence “sandwiching” the implementation
between the original specification and this auxiliary model. This model, MS, is very
similar to MS, but with relaxed timing constraints, and essentially allows to check if
the safety properties of the specification are preserved by the implementation.

7 Conclusion and Future Work

The analysis techniques described above have been checked on various realistic
examples, with satisfactory results [4, 5]. For instance, when analysing our running
example, the evaluation of φ̃w with UPPAAL takes a few seconds for the various
interesting locations w, while the evaluation of ψw and ρw with PRISM takes a hun-
dred of seconds. Similarly, obtaining bounds for the looping time of each component
took a few seconds, with UPPAAL and the abstraction technique.

In the future, we plan to extend theMIRELA specification by approximate prob-
abilistic distributions, and also by explicit state variables.
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A Generative Approach to Tracking Hands
and Their Interaction with Objects
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Abstract Markerless 3D tracking of hands in action or in interaction with objects
provides rich information that can be used to interpret a number of human activities.
In this paper, we review a number of relevant methods we have proposed. All of
them focus on hands, objects and their interaction and follow a generative approach.
The major strength of such an approach is the straightforward fashion in which
arbitrarily complex priors can be easily incorporated towards solving the tracking
problem and their capability to generalize to greater and/or different domains. The
proposed generative approach is implemented in a single, unified computational
framework.

Keywords 3D hand tracking · 3D tracking of hand-object interactions · Model-
based 3D tracking

1 Introduction

Thiswork discusses the problemof observing and understanding human (inter)action
through markerless observations, i.e. in a non noninvasive manner. Human action is
considered with focus on human hands. Understanding human hands in action is
a theoretically and practically interesting problem. Humans are readily capable of
understanding hand actions of their own and of other humans. Interestingly, the idea
supported in the literature is that to achieve such understanding, humans employ
mental simulation [6, 7], which could tentatively be corresponded to the generative
approach in computer vision. On the practical side, achieving the understanding
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of human hand action sets the foundation upon which a variety of socially helpful
applications can be established, in the fields of safety, medicine, education, industry,
entertainment, etc. Substituting occasionally flawed visual scrutiny by humans for
systematically robustmechanised processing of images canhave a significant positive
impact on the success of the underlying tasks.

As demonstrated in our work, rich understanding of hand action and interaction
with objects can be successfully built upon robust and detailed 3D tracking of hands
and objects, from images captured by noninvasive camera setups. However, the 3D
tracking task is not an easy one. The structural complexity of the human hand corre-
sponds to multiple Degrees of Freedom (DoFs) which yield a tracking problem with
a difficult to explore high-dimensional search space. Highly frequent and temporally
prolonged self-occlusions lead to insufficient observations for full and proper estima-
tion of hand articulation. The uniformity of finger appearance introduces ambiguities
in observation, where e.g. one finger can be mistaken for another. It is common that
human hands occupy little area in captured images and therefore correspond to obser-
vations of low spatial resolution. On top of that, hands may move quite fast, resulting
in a relatively low temporal resolution, too, even if observed by cameras operating
in 30 fps. Adding more hands and/or objects in 3D tracking only aggravates the
aforementioned problems and also increases computational complexity.

2 The Proposed Generative Approach

Wepresent our generative approach in problems pertaining to 3D tracking of hands in
isolation Sect. 2.1 and hands in interaction with objects Sect. 2.2. A unified approach
[11] is employed in all of the presented work.

The presentedwork is foundedon the premise that there exists a simulation process
which can synthesize data similar to acquired observations. The configuration of the
simulation that best matches some observations is the “explanation” or understand-
ing of the observations. Simulations involve synthesizing appearance, through 3D
rendering, and even behaviour, if physics-based simulation is employed.

Assuming temporal continuity, tracking objects in 3D amounts to searching for the
3D configuration of the objects whose simulation best matches actual observations.
Searching is performed in the vicinity of the tracking result for the previous frame.
For each tracking frame the simulation error E is minimized:

E (x, o, h) = ‖M (x, h) − P (o)‖ + λL (x, h) , (1)

where x is the state of all tracked objects, o are the observations of the current
frame, h is the tracking history, M is the simulation function, P is the pre-processing
function which maps observation to the same feature space as M and L is a prior on
the 3D configuration of objects. The first term is a notational abstraction of a data
term, i.e. a quantification of the discrepancy between a given hypothesis and actual
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Fig. 1 The outline of the implementation for the generative 3D tracking framework. For more
details the reader is referred to [11]

measurements. The prior term and data term are balanced with a weight λ that is
empirically defined.

The tracking solution s for the current frame amounts to minimizing (1):

s
Δ= argmin

x
E (x, o, h) . (2)

During search for the optimal x , (1) is invoked several times. To favor speed, par-
allel search techniques are incorporated and the implementation of (1) exploits GPU
acceleration. An outline of the implementation of the generic approach is depicted
in Fig. 1.

2.1 Tracking Hands in Isolation

There is significant interest in pursuing fast and robust 3D tracking of a single hand.
However, as already discussed, tracking a single hand in 3D is already a formidable
challenge. We hereby present a series of successful 3D single hand tracking efforts.
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Relevant Work The problem of 3D hand tracking has received significant attention.
There exist several approaches to solving the problem, with every one including a
top-down component and a bottom-up component. According to the contribution
weight of each component, approaches can be characterized as top-down (dom-
inating top-down component), bottom-up (dominating bottom-up component) and
hybrid (equally contributing top-down and bottom-up components). Top-downmeth-
odswork by establishing amodel of the hand and fitting it tomoderately preprocessed
observations, through search [3, 14, 29, 31, 35, 38, 42, 43, 48]. The methods
presented in this paper call within this category too. Bottom-up methods work by
learning, via machine learning tools, the mapping from the image space to the con-
figuration space, from large training corpora [1, 4, 8, 9, 16, 34, 36, 44, 46]. Hybrid
methods work by fusing top-downmodels with strong bottom-up features, which are
a product of learning [30, 40, 41, 49].

Contribution We have investigated the 3D tracking problem for a hand in isolation
and under different cases of camera setups, representations and optimization tools
[5, 15, 20–22, 24].

With respect to camera setups we have explored two options, namely a set of
calibratedRGBcameras and a singleRGBDcamera (MSKinect,ASUSXtion).What
is differentiated between the two classes is the feature space used while computing
(1). For the case of multiple RGB cameras we have employed per camera 2D features
(silhouettes, edges) which are fused in 3D information as a result of incorporation
in an objective function (see 1) defined over 3D configuration [24]. We have also
employed 3D features (visual hulls) which, conversely, where computed as a fusion
of multiple 2D cues prior to their incorporation in the computations of the objective
function [21]. The latter [21] presents favorable traits for the small baseline stereo
(2 cameras) case and is otherwise similar to the former [24]. For the RGBD case we
have employed both 2D (silhouettes) and 3D (depth) features in (1) [5, 15, 20, 22].
The benefit of employing a single RGBD camera instead of multiple RGB cameras
is the significant decrease of data which require processing while maintaining the
required 3D information. This allows for 3D tracking of a single hand which can
currently be performed at a rate of 30 fps.

The default representation of a hand in all presented work has been a kinematics
tree (skeleton) of 27 parameters, redundantly encoding 26 DoFs. However, it is
noticed that hand motion is often modulated by an underlying task. We investigated
whether by conditioning on tasks, hand motion could be described with a reduced
amount of parameters. In [5] we came up with per-task sub-spaces of hand motion,
which we successfully employed in 3D hand tracking.

Last but not least, we have employed different optimization schemes for comput-
ing (2). In most of the hand tracking work [5, 20, 21, 24] (2) was computed using
a variant (see [20] for details) of the Particle Swarm Optimization algorithm [28].
Introducing a custom evolutionary technique for search [22] and replacing PSO with
it dramatically decreased the amount of required invocations to (1) for computing
(2), with respect to [20], while preserving the accuracy level. By substituting the find-
best optimization schemes of [20, 22] with a probability density propagation scheme,
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(a)

(c)

(b)

Fig. 2 Exemplar results of 3D tracking of a single hand from a multiple 2D cues [24], b a single
RGBD camera [20] and c convex hulls computed from multiple views [20]

namely Hierarchical Particle Filtering [15], not only 3D hand tracking became even
faster (90 fps) but it also became more robust, due to the persistence of several
hypotheses across frames, instead of a single one as in [5, 20, 22, 24]. Indicative
results of the 3D hand tracking methods are provided in Fig. 2. For more details the
reader is referred to the corresponding papers.

2.2 Tracking Interacting Hands

In a significant subset of the scenarios which involve observation of a human, hands
are not isolated. They are usually found interacting with other hands or with objects
in the surrounding of the subject. The amount of objects manipulated over time can
vary from one (explore or use a single object) to many (preparing multi-ingredient
food). Tracking such scenes in 3D inherits the list of single hand tracking problems,
in aggravated forms, accentuated by the cardinality of the scenes.

Relevant Work There exist some approaches in the literature to handle 3D tracking
of hand-object interactions, that can be corresponded to the categorization of top-
down [47], bottom-up [33] and hybrid [2] methods. However, they all regard a single
object. On the other hand, there exist approaches that tackle the problem of tracking
multiple objects in 3D, but do not include a hand [10, 37, 45].

Contribution We have performed work which spans across several choices over
setups, representations, etc. Even more importantly, the corresponding methods also
regard different scene scales. We will present the corresponding methods focusing
on the axis of scene scale and denoting important points on the way.
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The multi-camera 3D hand tracking method of [24] has been extended in [19]
to also include an object of known parametric shape. The extension amounted to
introducing the DoFs of the object and its 3D shape in the computations of (1) and
(2). Thus, both the hand and the object where tracked, by requiring a computational
budget which was a bit larger than that used in [24]. In [23] we showed that this
extension can successfully scale up to the case of the object being as complex as
another hand, increasing the DoFs to 54 (27 for each hand) and also increasing the
computational budget. In both cases, the state of the hand and the other hand or
object were considered jointly, as required in order to model constraints such as, for
example, that two physical objects cannot occupy the same physical space. PSO was
used in both cases and succeeded, given enough computational budget.

However, generalizing to larger scenes is problematic, as the total DoFs dramat-
ically increase. Because of lack of gradient or any other type of focus, PSO cannot
effectively explore arbitrarily large search spaces with limited resources. To intro-
duce a sense of focus, the joint problem of tracking many objects and/or hands in
3D was carefully decomposed to several semi-independent tracking problems, one
for each entity [13]. Instead of a single tracker for the entire scene, an Ensemble of
Collaborative Trackers is incorporated. Each of these trackers treats the last known
state of all others as static and thus becomes independent of them, while at the same
time it incorporates their state in its computations. This allows to simultaneously
decompose the problem but also preserve reasoning over the entire state in each
tracker. The decomposition, along with the parallel implementation (CPU and GPU)
yield sub-linear increase in computational time as the number of objects increases
and significantly outperforms schemes such as the joint optimization of [19, 23] and
truly independent trackers (e.g. multiple instances of [20]).

The ECT method in [13] was also endowed with a hand-object manipulation
prior which allowed for even computing forces from vision alone [27]. When a
hand and an object are tracked by an ECT, erroneous measurements or optimization
hiccups can lead to physically implausible manipulation estimations. By tracking
the acceleration of the manipulated object and consulting a per finger force prior
(learned through training) the hand-object estimation can be rectified so as to become
physically plausible. At the same time, the actual forces exerted by the subject are
also computed.

The notion of physical plausibility has also been exploited in [12] to enable scal-
able tracking of a scene comprising a hand and several objects. The observation that
objects move only due to the motion of the hand leads to the formulation of a hand-
objects tracking problem whose DoFs are the same as the hand’s alone. Otherwise
stated, the amount of passive objects makes no difference in the size of the search
space, since in order to track any subset of moving objects it suffices to only search
for a hand motion whose physical consequences would have the objects move. Some
results of the 3D hand-object(s) tracking methods can be viewed at Fig. 3. For more
details the reader is referred to the corresponding papers.
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(a)

(b)

(c)

(d)

Fig. 3 Exemplar results of 3D tracking of hands and objects in interaction: a hand-object interaction
observed from a multi-camera system [18], b two strongly interacting hands observed from an
RGBD camera [23], c a hand interacting with a few objects observed from an RGBD camera [12]
and d two hands interacting with many objects observed from an RGBD camera [13]

3 Discussion

We presented a series of methods to solving the problem of tracking hands in action
or in interaction with objects, in 3D. All the works followed the generative approach,
as implemented in a single unified and modular architecture [11]. The generative
approach has successfully led to tackling the 3D tracking problems and establishing
state-of-the-art solutions. At the same time, the generative approach, as opposed
to discriminative or hybrid approaches, has straightforward means to facilitate
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generalization to larger and/or different domains. As an example, the same approach
used in the presented work has also been successfully employed in problems of
tracking hands with markers [32], tracking head motion [25] and tracking the full
body [17]. The results of the presented 3D hand-object tracking methods have also
been employed to fuel even higher-level inference. Specifically, reconstructed and
detailed 3D trajectories of hands manipulating objects have been used to establish a
high-level action grammar for everyday tasks [26] and also to enable the inference
of the manipulation intent a subject has while approaching an object, even before
manipulation is actually observed [39].
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Design of Biomedical Robots for the Analysis
of Cancer, Neurodegenerative and Rare
Diseases
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Abstract Studies of genomics make use of high throughput technology to discover
and characterize genes associated with cancer and other illnesses. Genomics may
be of particular value in discovering mechanisms and interventions for neurodegen-
erative and rare diseases in the quest for orphan drugs. To expedite risk prediction,
mechanism of action and drug discovery, effectively, analytical methods, especially
those that translate to clinical relevant outcomes, are highly important. In this paper,
we define the term biomedical robot as a novel tool for genomic analysis in order
to improve phenotype prediction, identifying disease pathogenesis and significantly
defining therapeutic targets. The implementation of a biomedical robot in genomic
analysis is based on the use of feature selection methods and ensemble learning
techniques. Mathematically, a biomedical robot exploits the structure of the uncer-
tainty space of any classification problem conceived as in an ill-posed optimization
problem, that is, given a classifier several equivalent low scale signatures exist pro-
viding similar prediction accuracies. As an example, we applied this method to the
analysis of three different expression microarrays publically available concerning
Chronic Lymphocytic Leukemia, Inclusion Body Myositis/Polimyositis (IBM-PM)
and Amyotrophic Lateral Sclerosis (ALS). Using these examples we showed the
value of the biomedical robot concept to improve knowledge discovery and provide
decision systems in order to optimize diagnosis, treatment and prognosis. The goal
of the FINISTERRAE project is to leverage publically available genetic databases
of rare and neurodegenerative diseases and construct a relational database with the
genes and genetic pathways involved, which can be used to accelerate translational
research in this domain.
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1 Introduction

Studies of genomics make use of high throughput technology to discover and char-
acterize genes associated with cancer and other illnesses. Genomics may be of par-
ticular value in discovering mechanisms and interventions for rare diseases. Cancer
genomics is a sub-field of genomics that employs high throughput technology to dis-
cover and characterize genes associated with cancer. It could be also defined as the
application of genomics and personalized medicine to cancer research. The goal of
oncogenomics is to identify new genes related to cancer that may improve diagnosis,
treatment and prognosis [13]. While much has been published about genomics and
cancer development, limited mutations are only associated with 5–10% of cancers
which limits the utility of genetic testing to determine cancer risk for most malig-
nancies. Furthermore, although genetic testing for cancer risk has received a huge
amount of attention, a recent report seems to undermine its importance, concluding
that much of cancer risk is due to random causes. Nonetheless, the use of genomics in
cancer may certainly contribute to understanding how mutations impact the expres-
sion of different important cancer risk genes and also how patients may or may not
respond to specific forms of cancer therapy.

Rare diseases, when taken together, are not that rare at all, since according to
the National Institutes of Health (NIH) they affect 30 million Americans, and also
almost 5 per 10.000 citizens of the European Union, that is, 30 million of people
as well. There are nearly 7000 diseases that are officially catalogued as rare. The
classification of a disease as rare is not ubiquitous. In the U.S. rare classification
requires an incidence of less than 200.000 individuals, whereas it is defined as less
than 1 per 2000 individuals in Europe. The majority of rare diseases are of genetic
origin and half impact children. Both cancer and neurodegenerative diseases are
high priorities for the biopharmaceutical industry as they both represent significant
and growing unmet clinical needs. Cancer incidence is increasing and is likely to
accelerate in the near future secondary to the aging population and better therapies
for other late-in-life diseases. Similarly improved diagnostic tools and therapies for
neurodegenerative diseases are priorities. In Europe 16% of the population is older
than 65years old; of neurodegenerative diseases, Alzheimer disease alone affects
more than 7 million Europeans and is expected to double every 20years.

“As noted by Eli and Edythe of the Broad Institute for Biomedical Research of
Harvard and MIT we have a historic opportunity and responsibility to transform
medicine by using systematic approaches to dramatically accelerate the understand-
ing and treatment of disease”. Here we present the concept of “Biomedical Robots”
and their genomic analytic applications.
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Biomedical Robots are a set of bioinformatic algorithms derived from a combi-
nation of applied mathematics, statistics and computer science that are capable of
analyzingdynamically (as a function of time) very highdimensional data, discovering
knowledge, generating new biomedical working hypotheses, and supporting medical
decision-making with its corresponding uncertainty assessment. The structure of the
paper is as follows: first the oncogenomics problem is formally introduced. Secondly
we describe the methodology to address the problem and the techniques used for the
design of a biomedical robot. This formalism is applied to a synthetic dataset to
get some preliminary conclusions (sensitivity analysis). Finally we apply this set
up to different datasets concerning the analysis of Chronic Lymphocytic Leukemia
(CLL), Inclusion BodyMyositis (IBM)-Polimyositis(PM), andAmyotrophic Lateral
Sclerosis (ALS).

2 The Oncogenomics Problem

The main target in oncogenomics is identifying the set of genes that are related to
cancer (oncogenes) or to the development of any other illness in order to improve
diagnosis, treatment and prognosis. For that purpose the problem will be posed as a
classification problem in order to find the sets of genes that provide an optimal classi-
fication of a given phenotype. Typically the phenotype discrimination will consist in
finding the sets of genes that optimally differentiate between a person developing the
illness from others control samples corresponding to healthy individuals. The classi-
fication problem of phenotype discrimination does not need necessarily to be binary,
that is, it could be multiclass. Also the problem could consist in predicting toxicity
risks in patients, identifying biological and molecular pathways differences between
normal and cancer cells, or investigating drug mechanisms of action. Accordingly,
the corresponding machine learning oncogenomics problem can be established as
a nonlinear classification problem, since the classifier and the genetic features that
serve to achieve an optimum prediction of the phenotype are unknown, because no
physical relation is at disposal to predict the phenotype based on the genetic infor-
mation. Therefore, as a first step, a given type of classifier (nearest-neighbor, neural
networks, SVM, etc.) should be built ad-hoc. This can be considered as a first source
of uncertainty. Let us imagine that we have at disposal a set of expressions of n
genes (or probes) for a set of m samples whose phenotype classes are provided by
a medical expert annotation. Without loss of generality, let us also suppose that the
classification problem is binary, that is, the phenotype of the samples belong either
to class 1 or class 2. This information is typically organized in the expression matrix
E ∈ Mm×n(R) with m � n and in the class vector cobs . The classifier L∗ can be
formally defined as an application between the set of genetic features g ∈ M ⊂ R

n

and the set of classes C = {c1, c2}:

L∗ : M → C = {c1, c2}. (1)
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Fig. 1 IgVH classification in CLL: considering all the samples the problem is nonlinear

Nevertheless not all the genes (or genetic probes) are involved in the oncogenomics
inverse problem. Furthermore, when all the genetic information from samples is
considered, the corresponding classification problem becomes nonlinear separable.
This can be easily viewed performing clustering in the PCA base deduced taking
into account all the genetic information that has been sampled and showing that it
is impossible to find a hyper plane separating both classes. As an example of this
fact, Fig. 1 shows the PCA clustering for the case of Chronic Lymphocytic Leukemia
(CLL), where we tried to classify the IgVHmutational status, that is crucially impor-
tant to predict prognosis in CLL patients. As it was already mentioned, it can be
observed that using the entire genetic information of the patients, the classification
problem is nonlinearly separable.

Nevertheless, it is possible to discard irrelevant features, that is, those genes that
do not provide any useful information for the phenotype discrimination, since these
featuresmight introduce noise/ambiguity in the classification. Therefore, the relevant
genes would be the ones that minimize a given target function O(g) related to the
class prediction:

g : O(ḡ) = min
g∈RS

O(g), (2)

O(g) = ||L∗(g) − cobs ||p (3)

L∗(g) = (L∗(g1), . . . , L∗(gi ), . . . , L∗(gm)), (4)
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Fig. 2 IgVH classification in CLL: using the most discriminatory genes the classification problem
becomes linearly separable

where cobs is the set of observed classes, p is the norm applied in the distance
criterion, L∗(g) is the set of predicted classes and gi ∈ R

N S
is the genetic signature

corresponding to sample i .
An important conclusion is that the selected relevant genes make the classification

problem tobe linear separable, as it is shown inFig. 2 for theCLLproblem. In this case
we have only used the most discriminatory genes (13) to make the PCA projection.
It can be observed that classification becomes almost linearly separable and only a
few samples are misclassified.

Several considerations are important at this point:

• Ill-posed character: the oncogenomic problem as any inverse problem is ill-
posed, that is, several genetic signatures with the same number of genes exist,
explaining the phenotype class equally well (similar predictive accuracy). Also if
we allow the number of genes to vary, the number of equivalent genetic signatures
increases. It is possible to introduce the parsimony principle, which consists in
finding small scale signatures by introducing the concept of redundant feature.
Given a genetic signature g ∈ R

s characterized by its class prediction accuracy
and length s, redundant features (or genes) are those that provide no additional
information than the currently selected features, that is, the prediction accuracy
does not increase by adding these genetic features to g in the classifier.

• High degree of underdeterminacy: the ill-posed character of the classification
is due to the high underdetermined character of the inverse problem involved,
since the number of samples m is much lower that the total number of probes n.
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Fernández-Martínez et al. [2, 4] analyzed the uncertainty space of linear and
nonlinear inverse (and classification) problems showing that the topography of the
cost function O(g) in the region of lower misfits (or higher predictive accuracies)
correspond to flat elongated valleys with null gradients, where high predictive
genetic signatures of the same length s reside. This valley is unique and rectilinear
if the classification/inverse problem is linear, and bends and might be composed
of several disconnected basins if the inverse problem is nonlinear. Obviously the
topography changes if the space where the optimization is performed (Rs) is
changed. Also, if we are somehow able to define the discriminatory power of
the different genes, a classification problem could be interpreted as the Fourier
expansion of a signal, that is, there will be genes that provide alone high accuracy
for the classification problem (head genes), while others will provide the high
frequency details (helper genes) to improve the prediction accuracy. Nevertheless,
there is a time when adding more details to the classifier does not increase its
predictive accuracy.The smallest scale signature is the one that has the least number
of highest discriminatory genes. This knowledge could be important for diagnosis.

• Noise in data: the presence of noise in genomic data will impact the classification.
There are two main sources of noise:

– Noise in the genes expressions that is introduced by the process ofmeasurement.
– Noise in the class assignment, that is due to an incorrect labeling of the sample
by the experts (or medical doctors). For instance, sometimes the classification
problem is parameterized as binary and in reality more than two classes exist.
Therefore, assigning two different classes to the samples will provide noise in
the classification. In this case, finding a predictive accuracy lower than 100%
would be an expected result, otherwise the algorithm will find a wrong genetic
signature in order to fit (or explaining) the wrong class assignment. Obviously
this situation is always difficult to detect, since the normal strategy usually
consists in achieving a perfect prediction.

In presence of these types of noise the genetic signature with the highest predictive
accuracy (and therefore the lowest misfit error) will never perfectly coincide with
the genetic signature(s) that explains the disease (noise-free phenotype classifica-
tion problem). For that reason it is desirable to look also for genetic signatures
with lower predictive accuracy than the optimum.
To show this fact, let us imagine that we introduce noise δc in the class assignment,
that is, cobs = ctrue + δc, then:

O p(g) = ||L∗(g) − cobs ||p

= ||L∗(g) − ctrue + δc||p

= ||L∗(g) − ctrue||p + δL∗(g)
= Ot (g) + O p(g), (5)



Design of Biomedical Robots for the Analysis of Cancer . . . 35

where O p(g), Ot (g) stand respectively for the perturbed and noise-free cost func-
tions, and δc for the noise in modeling induced by the noise in data. For instance,
in the case where the Euclidean norm is used (p = 2) we have:

δL∗(g) = (L∗(g) − ctrue)T δc + δcT δc. (6)

Therefore it is straight forward to conclude that O p(g) and Ot (g)will achieve their
corresponding minima (in case they exist and are unique) in different g models.
Besides, the classifier L∗ is built ad-hoc and it is just a mathematical abstraction
used to discover the genes that are involved in the phenotype discrimination, but
it is not the reality itself.

For the reasons mentioned above uncertainty analysis of the oncogenomic classi-
fication is always needed. The ensemble of genetic signatures that predict the class
of the samples with a similar high accuracy will be therefore related to the disease
development. These sets of genes will serve to explore the genetic pathways that are
responsible for the illness development. Moreover, from this analysis it is possible
to deduce the correlation networks, that is how the most discriminatory genes are
interrelated taking into their differential expressions.

3 Biomedical Robots

We define a Biomedical robot as the set of bioinformatic algorithms coming from
applied mathematics, statistics and computer science that are capable of analyz-
ing dynamically (as a function of time) very high dimensional data, discovering
knowledge, generating new biomedical working hypothesis, and supporting medical
decision making with its corresponding uncertainty assessment. In this definition the
data does not need to be of genetic type or even homogeneous, that is, several types
of medical data could be mixed for decision-making purposes. In the present case
the data come from microarray differential expression analysis, between individuals
that develop the illness and others that do not.

Generating new working hypothesis in this case includes the analysis of biomark-
ers and mechanisms of action involved in the illness development, and finding exist-
ing drugs that could target the main actionable genes. Also, a benefit of this approach
could be the design of intelligent systems to support medical doctors/researchers in
the decision making process of new incoming uncatalogued samples to decide ques-
tions relative to their diagnosis, treatment and prognosis before any decision is taken.
These techniques can help for instance in segmenting patients with respect to drug
response based on genetic signatures, to predict the development of induced toxici-
ties, to predict the surgical risk, etc, among many different applications that we can
imagine.
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Fig. 3 Biomedical robot scheme

A scheme of a Biomedical robot is depicted in Fig. 3. From a training data set we
built Nr robots. The robot in the present case is in fact a classifier characterized by its
small scale genetic signature g and its corresponding set of parameters p needed to
perform the classification of samples. These robots will be deduced from the dataset
by applying different supervised filter feature selection methods and dimensional
reduction algorithms. Each robot will also be characterized by its predictive accuracy
according to the classification cost function O(g). The design of the cost function
is important because the set of genetic signatures found depend on that design. In
this paper we have used a LOOCV (Leave-One-Out-Cross-Validation) average error
because it makes use of most of the sample information that is available, and also
mimics the process that we will find in real practice.

It is important to remark that we are not only interested in building a black-box
predicting approach, but also being able of inferring the mechanism of action and
the genetic pathways involved. The final decision approach is as follows: given a
new incoming sample, each of the equivalent robots will perform a prediction. A
final prediction with its uncertainty assessment will be given using all these predic-
tions and a consensus strategy (majority voting). This approach has been used by
Fernández-Martńez and Cernea [3] in the face recognition problem, obtaining very
high accuracies and stable results. Ensemble classification is related to majority vote
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decisions that are based on Condorcet’s jury theorem, which is a political science
theorem about the probability of a given group of individuals arriving at a correct
decision. In the context of biomedical robots and ensemble learning, it implies that
the probability of being correct for a majority of independent voters is higher than
the probability of any of the individual voters, and tends to 1 when the number of
voters (or weak classifiers) tends to infinity. In this case the weak classifiers are any
of the biomedical robots of the ensemble that have a high predictive accuracy.

An important question in this design is how tomeasure the discriminatory power of
a genewith respect to a given phenotype. There is not a unique answer to this question.
Several methods exist to assign the discriminatory power of a gene: Fold-Change,
p-value, Fisher’s ratio, entropy, mutual information, percentile distance between
statistical distributions, etc. Generally speaking high discriminatory genes are those
that have very different distributions in both classes (in a binary problem) and whose
expression remains quite stable or homogeneous within each class.

The algorithm used in this paper is similar to the one that was presented in [1]
and [12], and consists in several steps (see Fig. 3):

1. Applying one (or several) filter feature selection methods to find different lists of
high discriminatory genes.

2. Finding the predictive accuracy of the ranked list of genes by Leave-One-Out-
Cross-Validation (LOOCV) using a k-Nearest-Neighbor (k-NN) classifier. Others
classifiers can be also used.

3. Obtaining different biomedical robots from these lists with their associated pre-
dictive accuracy. One possibility is applying Backwards Feature Elimination.

4. Selecting robots above a certain predictive accuracy (or below a given error tol-
erance) and performing the consensus prediction through a majority voting.

According to the definitions stated in (1), (2), (3), (4) we can formally define a
biomedical robot as the set of classifiers:

Ltol = {L∗(gk) : k = 1, . . . ,Nr }, (7)

fulfilling that the number of misclassified samples is less than a given bound tol. The
oncogenomic problem with uncertainty estimation consists in, giving an incoming
sample snew, apply the set of Biomedical robots Ltol with predictive accuracy higher
than (100− tol)%, and performing the consensus classification. Following the rules
of importance sampling, and supposing that the uncertainty analysis was correctly
performed, then the probability of snew to belong to class c1 is calculated as the
number of robots that predicted the sample to belong to class c1 divided by the total
number of selected robots in the set Ltol .

In this paper we apply this concept to the analysis of three kinds of diseases:
Cancer (CLL), Neurodegenerative (ALS) and Rare diseases (IBM-PM). Although
the concept is theoretically correct, before applying it to omics data,we have analyzed
its robustness and stability. For such purpose, we have generated a synthetic data set
with different types of noise and performing sensitivity analysis of the methodology
that has been proposed.
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3.1 Sensitivity Analysis

We have generated different synthetic data sets using three types of noise: additive
Gaussian noise, lognormal noise, and noise in the class assignation. These last two
types belong to the category of non-Gaussian noise, since they are multiplicative and
systematic random noises. The method consists in building a synthetic dataset with
a predefined number of differentially expressed discriminatory genes, and subse-
quently introducing different types of noise, and determining the predictive accuracy
(Acc) as a function of the number of used robots (#R). The synthetic dataset was
built using theOCplus package available for The Comprehensive RArchiveNetwork
[11]. Table1 shows the results obtained for the sensitivity analysis, where δc, δg and
δlg represent the level of noise imputed in these 3 cases.

The results can be summarized as follows:

• The predictive accuracy using the biomedical robots systematically decreases
when a higher level of the noise is added in the class assignment. This result is very
interesting and suggests that the use of the biomedical robots do not dramatically
over fit the expression data in order to fulfill a wrong class assignment.

• The predictive accuracy of the biomedical robots generally improves when
Gaussian and non-Gaussian noise is added to the expression data, meaning that the
biomedical robots are robust with respect to the presence of noise in the expres-
sions. This result also suggests that noise acts as regularization, as it has been
theoretically proved by Fernández-Martínez et al. [5, 6] in inverse problems. An
additional corollary of this fact is that working with raw data would have some
benefits with respect of working with filtered microarray data. Filtering is a step
that it is usually performed in microarray data and might have important conse-
quences with respect to the conclusions that are obtained. Future research will be
devoted to this important subject.

Therefore we can conclude that if the biomedical robots are unable to improve the
accuracy of the best prediction, the dataset must have some wrong class assignment
that prevents achieving a perfect classification. Other possibility is that parameter-
ization of the samples is incorrect, that in the present case would mean that none
of the genes that have been measured bring enough information to achieve a good
phenotype discrimination.

Table 1 Noise results

Class assignation Gaussian Log Gaussian

δc(%) Accc(%) #Rc δg(%) Accg(%) #Rg δlg(%) Acclg(%) #Rlg

10 90.18 98 20 100.00 11 20 100.00 43

15 87.12 3 30 99.39 7 30 100.00 14

20 80.98 1 40 98.77 24 40 88.96 8

25 77.30 10 50 98.77 71 50 100.00 52

30 73.62 43 60 100.00 1 60 100.00 11
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3.2 Chronic Lymphocytic Leukemia

B-cell Chronic Lymphocytic Leukemia (CLL) is a complex and molecular hetero-
geneous disease, which is the most common adult Leukemia in western countries.
In our cohort DNA analyses served to distinguish two major types of CLL with dif-
ferent survival times based on the maturity of the lymphocytes, as discerned by the
Immunoglobulin Heavy chain Variable-region (IgVH) gene mutation status [7]. In
this first example we had at disposal a microarray data set consisting of 163 samples
and 48807 probes. The IgVH mutational status was predicted with 93.25% accu-
racy using small-scale signature composed by 13 genes: LPL (2 probes), CRY1,
LOC100128252(2 probes), SPG20 (2 probes), ZBTB20, NRIP1, ZAP-70, LDOC1,
COBLL1 and NRIP1.

Table2 shows the results of applying the methodology of biomedical robots to
this problem. In this case the highest prediction accuracy obtained by the set of
biomedical robots equal the accuracy provided by the best robot (93.25%). This
result implies that some samples are behavioral outliers or might be misclassified.
This happened with 11 samples. Recently it has been suggested the possibility of
existence of a third group of CLL patients.

The pathway analysis deduced from the biomedical robots has revealed the impor-
tance of the ERK signaling super pathway that includes ERK signaling, ILK signal-
ing, MAPK signaling, Molecular Mechanisms of cancer and Rho Family GTPases
pathway.These pathways control Proliferation,Differentiation, Survival andApopto-
sis.Also, other important pathways foundwereAllograftRejection, the Inflammatory
Response Pathway, CD28 Co-stimulation, TNF-alpha/NF-kB Signaling Pathway,
Akt Signaling, PAK Pathway and TNF Signaling. The presence of some of these
pathways opens the hypothesis of viral infection as a cause for CLL.

Table 2 CLL, IBM and PM and ALS results

CLL IBM and PM ALS

Acc(%) tol #R Acc(%) tol #R Acc(%) tol #R

92.64 85.89 488 87.50 82.50 223 84.71 83.53 547

92.64 86.50 487 87.50 85.00 159 85.88 84.71 441

92.64 89.57 486 90.00 87.50 138 87.06 85.88 241

92.64 90.18 479 90.00 90.00 71 88.24 87.06 197

92.64 90.80 446 92.50 92.50 32 90.59 88.24 134

92.64 91.41 373 100.00 95.00 2 91.76 89.41 96

93.25 92.02 255 97.50 97.50 1 90.59 90.59 54

93.25 92.64 120 92.94 91.76 32

93.25 93.25 22 95.29 92.94 20

94.12 94.12 10

95.29 95.29 6

96.47 96.47 1
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3.3 Inclusion Body Myositis and Polymiositis

Myositis means muscle inflammation, and can be caused by infection, injury, certain
medicines, exercise, and chronic disease. Some of the chronic, or persistent, forms
are idiopathic inflammatory myopathies whose cause is unknown. We have dealt
with the IBM/PM dataset published by Greenberg et al. [8]. The data consisted
in the microarray analysis of 23 patients with IBM, 6 with PM and 11 samples
corresponding to healthy control. The classification of the IBM+PM versus control
has obtained a predictive accuracy of 97.5% using a reduced base with only 20
probes.

Table2 shows the results using the biomedical robots methodology. In this case
we are able to hit the 100% of the samples with two robots, improving the results
of the best robot. The genes belonging to the highest predictive small-scale genetic
signature are HLA-C (3 probes), HLA-B (4 probes), TMSB10, S100A6, HLA-G,
STAT1, TIMP1, HLA-F, IRF9, BID, MLLT11 and PSME2. It can be observed the
presence of different HLA-x genes of the major histocompatibility. Particularly the
function of the geneHLA-Bwould explain alone the genesis of IBM: “HLA-B (major
histocompatibility complex, class I, B) is a human gene that provides instructions
for making a protein that plays a critical role in the immune system. HLA-B is part
of a family of genes called the human leukocyte antigen (HLA) complex. The HLA
complex helps the immune system distinguish the body’s own proteins from proteins
made by foreign invaders such as viruses and bacteria”.

The analysis of biological pathways has revealed the importance of viral
infections, mainly in IBM patients: Allograft Rejection, Influenza A, Class I MHC
Mediated Antigen Processing and Presentation, Staphylococcus Aureus Infection,
Interferon Signaling, Immune Response IFN Alpha/beta Signaling Pathway, Phago-
some,Tuberculosis, CellAdhesionMolecules (CAMs), Epstein-BarrVirus Infection,
and TNF Signaling. It can be observed several viral infections appearing in this list.
Interesting, it has been found that 75% of the cases of viral myositis are due to
Staphylococcus Aureus infection.

Finally, Fig. 4 shows the correlation network of the most discriminatory genes
found in this analysis. This is an interesting tool to understand how the most discrim-
inatory genes are interrelated and regulate the expression of other genes. The head
of graph is formed by the genes that are highly correlated to the class array.

3.4 Amyotrophic Lateral Sclerosis

ALS is a motor neuron disease that characterized by stiff muscles, muscle twitching,
and gradually worsening weakness. Between 5 and 10% of the cases are inherited
from a relative, and for the rest of cases, the cause is still unknown [10]. It is a
progressive disease that the average survival from onset to death is three to four
years, in which most of them die from a respiratory failure. There is no cure yet.
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Fig. 4 Correlation network for IBM and PM

We reinterpreted a dataset published by Lincecum et al. [9] consisting of 57 ALS
cases and 28 healthy controls. The best result yields an accuracy of 96.5% with
small scale signature involving the following genes: CASP1, ZNF787 and SETD7.
Table2 shows the results of applying this methodology to this problem. The bio-
medical robots in this case did not improve this prediction. The pathway analysis has
revealed the importance of theGPCRPathway, RhoASignaling Pathway, EPHBFor-
ward Signaling, EphrinA-EphR Signaling, EBV LMP1 Signaling, and Regulation of
Microtubule Cytoskeleton. These pathways have different important signaling roles
and suggest a possible link to the Epstein-Barr virus (EBV).
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4 Conclusion

In this paper we have introduced the concept of biomedical robots and its application
to the analysis of cancer, rare and neurodegenerative diseases in a project that we have
named FINISTERRAE: the use of genomics as a crucial tool for pharmacological
discovery. The concept of biomedical robot is based in exploring the uncertainty
space of the phenotype classification problem involved, and using the structure of
the uncertainty space to adopt decisions and inferring knowledge. The application to
a synthetic dataset has shown that the biomedical robots are robust in the presence
of different kind of noise in the expressions and class-assignment. The synthetic
experiment has proved that the biomedical robots do not overfit the expression data
to justify a wrong class assignment. Finally we have shown the application of this
novel concept to 3 different illnesses: CLL, IBM-PM and ALS, proving that it is
possible to infer both, high discriminatory small scale signatures and the description
of the biological pathways involved.
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Generation of Power Law: Maximum
Entropy Framework and Superstatistics

Karmeshu, Shachi Sharma and Sanjeev Kumar

Abstract The ubiquitous nature of power law in a variety of systems is a well-
known phenomenon. We describe various mechanisms responsible for emergence of
power law behavior. Maximum entropy based framework with appropriate moment
constraints provides a useful approach for generating power law. It is found that max-
imization of Shannon entropywith either geometric or shifted geometric mean yields
power tail behavior. Tsallis entropy maximization with arithmetic mean constraint
also results in long tail distributions. A new framework based on superstatistics is
discussed which also has the capability to generate heavy tail distributions. Illustra-
tive examples from communication systems, computational neuroscience, Brownian
motion in state dependent random force and social systems are briefly discussed.

Keywords Heavy tail · Communication networks · Spiking neurons · Inter spike
interval distribution · Learning-forgetting

1 Introduction

It is being increasingly observed that systems ranging from physical to engineering
to biological depict power law tails [7, 18, 23, 34, 37, 45]. In addition to these
systems, man made systems like internet [8, 29, 49] and natural phenomenon related
to intensity of earthquake [14], turbulence [36], occurrence of floods [26] are also
known to exhibit heavy long tail behavior. Existence of rare events is a characteristic
feature of distributions with heavy tail, implying that rare events are the ingredient of
power law [3]. Severalmechanisms have been discussed in the literature to explain the
underlying mechanisms which are responsible for generation of such a phenomenon.
Interestingly, this behavior is also seen in social science [38], Zipf’s law for statistical
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structure of language [27, 28, 51], financialmarket [11], city size distribution [25] etc.
Mathematically, a continuous random variable X with probability density function
f (x) is said to follow power law when

f (x) = Ax−α, x ≥ xmin (1)

where A is normalization constant. A discrete random variable X with probability
mass function p(x) obeys power law when

P(X = x) = p(x) = Cx−α, x = 1, 2, . . . (2)

where C is normalization constant.
Besides systems showing power law, there are many other systems that depict

1/ f noise [2], a phenomena also intimately connected with power law behavior. As
pointed out by Milotti [30], “the outstanding feature of 1/ f noise is that it is scale
invariant i.e. it looks the same for any choice of frequency or time unit,”.Montroll and
Shlesinger [31, 32] have argued that log normal distribution over a certain range can
mimic 1/ f noise. Many situations can be described by a multiplicative mechanism
where it would be possible to show by invoking central limit theorem in probability
that the resulting distribution follows a log normal distribution. For large variance,
it is easy to see that the log normal density function can mimic power law tail.
The frequent presence of log normal distribution in various scenarios is on account
of the process being characterized by multiplicative mechanism. The appreciation
of this aspect lends justification to the log normal distribution observed in many
other situations which may appear to be totally unconnected but are moderated by
an implicit multiplicative mechanism. For example, we consider problems related
to income distribution [24], fading phenomenon in communication network [17],
ultra sound fading back scattered envelope in ultrasound imaging [13], scientific
productivity of researchers [43] are totally unconnected, the underlying mechanism
is multiplicative.

In this paper, we describe various mechanisms for generation of power law. We
consider application of maximum entropy principle (MEP) to communication net-
works. Depending on the choice of entropy measures, we show that emergence of
heavy tail probability distribution is a consequence of appropriate moments of vari-
ables of interest. Section2 presents a brief introduction of extensive Shannon entropy
and non-extensive Tsallis entropy measures. This section also discusses the maxi-
mum entropy principle. Section3 provides MEP based mechanisms for generating
power law in the context of communication networks. Section4 provides an overview
to obtain power law by representing it through a mixture of exponentials. In Sect. 5,
we discuss the power law behavior in Brownian motion of a particle in presence
of state dependent random force. Section6 explains power law in social systems.
As an illustration of superstaistical framework in computational neuroscience, we
describe in Sect. 7 generation of power law in inter-spike interval distribution when
an ensemble of neurons group together and fire together. Last section contains con-
cluding remarks.
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2 Entropy Measures and Maximum Entropy Principle

Entropy can be regarded as a measure of uncertainty or randomness in a system.
The word entropy is well-known in statistical thermodynamics and it measures
amount of disorder. Shannon [40] in the context of mathematical theory of commu-
nication, introduced the concept of average amount of uncertainty associated with
a probabilistic system. Recognizing the analogy with statistical thermodynamics,
Shannon called this measure of average uncertainty (or average amount of infor-
mation) as entropy. For a discrete random variable X which can take n values such
that P(X = xi ) = pi , i = 1, 2, . . . , n, Shannon entropy of random variate X is
defined as

H(X) = −
n

∑

i=1

pi ln2 pi (3)

Accounting for an impossible event p = 0, one takes 0 log 0 = 0. In case of inde-
pendent random variables X and Y , the joint entropy H(X, Y ) equals the sum of
entropy of independent random variables [21]

H(X, Y ) = H(X) + H(Y ) (4)

and Shannon entropy satisfies properties of extensive systems.

Tsallis Entropy: Tsallis [46] proposed non-extensive entropy with parameter q

Sq = K
1 − ∑

i pq
i

q − 1
, i = 1, 2, . . . (5)

This entropy for two independent systems A and B satisfies quasi-additivity property
[12],

Sq(A, B) = Sq(A) + Sq(B) + (1 − q)Sq(A)Sq(B) (6)

Tsallis entropy is non-extensive which in the limit q → 1 yields additivity property
and the entropy measure (5) reduces to Shannon entropy [12].

MEP and Shannon Entropy: Jaynes’ [15] proposed that the most objective
probability distribution of a system consistent with partial information, usually avail-
able in the form of moments of random variables describing the system, is the one
which maximizes entropy. This principle is known as Maximum Entropy Principle
(MEP). Based on Shannon entropy, MEP has been applied to study variety of queue-
ing systems as well [21, 22]. When the knowledge about first moment viz. queue
size is available i.e.

∞
∑

i=1

i pi = A (7)
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Maximization of Shannon entropy (3) by Lagrange’s method subject to (7) and
normalization constraint

∞
∑

i=0

pi = 1 (8)

yields

pi = e−βi
∑∞

i=0 e−βi
, i = 1, 2, . . . (9)

where β is Lagrange’s parameter. Equation (9) on substitution ρ = e−β gives result
for equilibrium distribution of M/M/1 queueing system

pi = (1 − ρ)ρi , i = 1, 2, . . . (10)

It is important to note that arithmetic mean is the characterizing moment to describe
M/M/1 queueing system through MEP framework. Further, it is worth noting that
maximization of Shannon entropy results in exponential class of distributions.

In next section, we discuss how these two entropy measures enable to generate
power law in communication networks.

3 MEP and Power Law

WediscussMEP based approach andmethods to generate power law. For the purpose
of illustration, we consider a single server queueing system driven by power law
input. Such a queueing system emulates a node of the communication network and
for performance study it is important to examine the behavior of such a queueing
system. Our objective is to obtain analytical closed form solution for such a queueing
system driven by input having power law distribution.

3.1 MEP and Tsallis Entropy

Kameshu and Shachi [19] have studied the applicability of Tsallis entropy to study
power law behavior in broadband communication network. It is known that the
distributions showing power law may not possess finite first moment. It can be seen
that the mean value or first moment of power law distributed random variable X may
not exist. In such a scenario, fractional moment of the variable of interest is assumed
to exist. The kth fractional moment can be defined as
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∞
∑

i=1

i k pi = Ak, 0 < k < 1 (11)

When Tsallis entropy (5) is maximized subject to fractional moment constraint
(11) and normalization (8), the optimization problem can be stated as follows:

Max Sq = K
1 − ∑

i pq
i

q − 1
, n = 1, 2, . . . (12)

subject to

∞
∑

i=1

i k pi = Ak, 0 < k < 1 (13)

and

∞
∑

i=0

pi = 1 (14)

Solving constrained optimization problem, the Lagrangian function is,

Lq = Sq

K
− α(1 −

∞
∑

i=0

pi ) + αβ(q − 1)(Ak −
∞
∑

i=1

i k pi ) (15)

where α and β are Lagrange’s parameters. Differentiating Lq with respect to pi and
equating the result to zero yields

pi =
[

1 + β(1 − q)i k
] 1

q−1

∑∞
i=0

[

1 + β(1 − q)i k
] 1

q−1

, q > 1 − k (16)

which asymptotically follows power law i.e.

pi ∼ i−k/(1−q) (17)

Further, it is also observed that buffer over flow probability exhibits power law

P(i > x) ∼ x− k
1−q +1

,
k

1 − q
> 1 (18)

In the limit q → 1, the overflow probability becomes

P(i > x) ∼ e−βxk
(19)
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corresponding to tail ofWeibull distribution. This is similar to results derived byNor-
ros [35] in the context of fractional Brownianmotion input in broadband networks. In
case of finite buffer system [41], loss probability also asymptotically follows power
law. Thus, Tsallis entropy maximization subject to fractional moment constraints
provides a useful method to study power law in communication networks.

3.2 MEP, Geometric Mean and Shannon Entropy

It has been observed that power law emerges if average of logarithm of the variables
of interest is specified. Also, since the power law is connected to log normal distri-
bution which is symmetrical and unimodal on log scale, it can thus be argued that
geometric mean may be good measure of central tendency for characterizing distrib-
utions with power law. In this light, Singh and Karmeshu [44] in a recent paper have
revisited Shannon entropy to capture power law. They note the wider applicability
of maximization of Shannon entropy to obtain power law in queueing systems when
either geometric mean or shifted geometric mean is prescribed as constraints.

We consider moment constraint in the form of geometric mean is available. Max-
imization of Shannon entropy (3) subject to geometric mean constraint

∞
∑

i=0

pi log i = log G (20)

normalization constraint
∞
∑

i=0

pi = 1 (21)

and system utilization

h(i) =
{

0, i = 0
1 i �= 1

(22)

results in

pi = e−α−βh(i)i−γ, i ≥ 1 (23)

where α,βand γ are Lagrange’s parameters that can be calculated from the con-
straints. The probability distribution {pi , i ≥ 1} can also be re-written as

pi = (1 − p0)i
−γζ(γ), i ≥ 1 (24)
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which clearly follows power law for large i

pi ∼ i−γ, γ > 1 (25)

Singh andKarmeshu [44] have shown that if geometricmeanwith a shift parameter
a is available i.e.

Q =
(

∏

i

(i + a)

)1/ i

− a (26)

then maximization of Shannon entropy (3) subject to (8) and (26) gives

pi = (i + a)γ
∑

i (i + a)γ
, i = 1, 2, . . . (27)

Asymptotically, this results in power law distribution

pi ∼ i−γ, γ > 1 (28)

The probability that large buffer size x is exceeded, is given by

P(i > x) ∼ x−γ+1 (29)

On introducing parameters s �= 1 such that a = 1/(s − 1)β and γ = α/s − 1,
(27) becomes

p(i; s) = [1 + (s − 1)βi]
α

1−s

∑∞
i=0 [1 + (s − 1)βi]

α
1−s

(30)

which is similar to (16) when k = 1. Thus, the equivalence between maximum
Shannon and Tsallis entropy frameworks holds by appropriate choice of constraints.
In other words, Tsallis entropy parameter q and shifted geometric mean parameter
a get connected.

4 Power Law: Weighted Mixture of Exponentials

In the context of video traffic and internet traffic, Feldman andWhitt [9] suggest that
it is possible to approximate long tail distribution, like Pareto, Weibull, log normal
by a weighted mixture of the exponentials in the region of interest. One can write

f (x) =
k

∑

i=1

wi e
−λi x (31)
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where f (x) is distribution following power law, k is the number of exponentials and
wi ≥ 0 are weights such that

∑k
i wi = 1. Their finding is based on the Bernestein

theorem [5] which states that every completely monotone pdf f is a mixture of
exponential pdfs

f (x) =
∫ ∞

0
λe−λt dG(λ), x > 0 (32)

for some CDF G.
Consider Levy distribution having the form

Gr (x) = Cr

[

1 − (1 − r)
x

λ

]1/(1−r)

(33)

which in the limit r → 1 converges to

Gr=1 = g(x) = c.e− x
λ (34)

Wilk and Wlodarczyk [48] prove that when the distribution f (1/λ) of random vari-
able 1/λ is gamma, then exponential distribution (34) leads to Levy distribution (33).
Let 1/λ0 be the mean value of fluctuations then

Gr (x;λ0) = Cr

(

1 + x

λ0

1

α

)−α

= Cr

∫ ∞

o
e−x/λ f

(

1

λ

)

d

(

1

λ

)

(35)

where α = 1/(r − 1). Using Euler gamma function in (35), one can immediately
derive the distribution of f (1/λ) as gamma distribution

f

(

1

λ

)

= 1

Γ (α)
(αλ0)

(

αλ0

λ

)α−1

e− αλ0
λ (36)

In other words, the distribution of λ is given by inverse gamma distribution.

5 Brownian Motion in State Dependent Random Force:
Emergence of Power Law

Brownian motion in state dependent random force can be modeled by stochastic dif-
ferential equation (SDE) with additive and multiplicative noise sources. The motion
of the particle is described by Langevin equation which is given as

du(t)

dt
= −[β + α(t)]u(t) + 1

m
F(t) (37)
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where u(t) is the velocity of the Brownian particle, m the mass and F(t) is random
driving force. The damping is stochastically perturbed with mean part β and sto-
chastic part α(t). It is assumed that both α(t) and F(t) are independent white noise
sources such that

E[α(t)] = 0, E[α(t1)α(t2)] = 2λδ(t1 − t2)

E[F(t)] = 0, E[F(t1)F(t2)] = Sδ(t1 − t2) (38)

The Fokker-Planck equation corresponding to SDE (37) is

∂P(u, t)

∂t
= ∂2

∂u2

[(

λu2 + S

2m2

)

P(u, t)

]

+ ∂

∂u
[(β − λ)u P(u, t)] (39)

Following Wong [50], Karmeshu [16] has obtained explicit time-dependent solution
as given by

P(u, t; u0) =
√

(

2m2λ

S

)(

a + 2m2λ

S
u2

)(−α+ 1
2 )

⎧

⎨

⎩

1

π

N
∑

n=0

α − n

n!Γ (2α + 1 − n)
e−nλ(2α−n)t

θn

⎛

⎝

√

(

2m2λ

S

)

u0

⎞

⎠

θn

⎛

⎝

√

(

2m2λ

S

)

u

⎞

⎠ + 1

2π

∫ ∞

0
e−λ(α2+μ2)t

⎡

⎣ψ

⎛

⎝μ,

√

(

2m2λ

S

)

u0

⎞

⎠ψ

⎛

⎝−μ,

√

(

2m2λ

S

)

u

⎞

⎠

+ψ

⎛

⎝−μ,

√

(

2m2λ

S

)

u0

⎞

⎠ψ

⎛

⎝−μ,

√

(

2m2λ

S

)

u

⎞

⎠

⎤

⎦ dμ

⎫

⎬

⎭

(40)

The pdf P(u, t) in the limit of large t yields stationary pdf given by

P(u,∞) = P(u) =
√

(

2m2λ

S

)

Γ (α + 1
2 )

Γ
( 1
2

)

Γ (α)

(

1 + 2m2λ

S
u2

)(−α+ 1
2 )

(41)

For large u,

P(u) ∼ u−2α+1 (42)

displaying power law behavior. For α = 1/2, P(u) reduces to Cauchy density
function,
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P(u) =
√

(

2m2λ

S

)

1

π

(

1 + 2m2λ

S
u2

)−1

(43)

It is known that no integral moment of Cauchy density function exist except its prob-
ability density function. The mechanism of generation of power law in the presence
of both additive and multiplicative noises has also been discussed by Anteneodo and
Tsallis [1].

6 Power Laws in Social Systems

There are several problems in social sciences where heavy tail distribution arise. As
illustration, we discuss following two examples.

6.1 Power Law in Learning/Forgetting

The learning process entails forgetting which over time with practice declines. The
rate of learning or forgetting varies across the population. The probability of for-
getting declines as a person progresses during the process of learning. Murre and
Chessa [33] note that probability of committing errors in a test reduces with duration
of study time. They assume exponential learning curve with

p(t |μ) = e−μt , μ > 0, t ≥ 0 (44)

This may reflect fundamental cognitive process. Murre and Chessa [33] assume that
learning rateμ of individual participants follow gamma probability distribution g(μ).
Averaging over random variable μ, yields

p(t) =
∫ ∞

0
p(t |μ)g(μ)dμ

=
∫ ∞

0
e−μt 1

Γ (a)ba
μa−1e

μ
b dμ

= (1 + bt)−a (45)

For large t , we have

p(t) ∼ t−a (46)

exhibiting power law. Murre and Chessa [33] argue that power law arises as a result
of data aggregation.
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6.2 Frequency of Causalities in a Deadly Conflict

The number of casualties during Iraq conflict is found to follow a heavy tail distribu-
tion. Clauset, Young and Gleditsch [6] note that the relatively peaceful days with low
number of killed were occasionally punctuated by large number of killed. It has been
observed that on some days there have been hundreds of casualties and on certain
days this number went up to thousands of casualties. The rare events resulting in
large number of deaths are characteristic feature of power law.

7 ISI Distribution and Power Law: Superstatistics

In recent years researchers have empirically observed power law behavior in the spik-
ing patterns of the neuronal system. Salinas and Sejnowski [39] note the existence
of high variability in the spike train data due to presence of temporal correlation in
the membrane potential dynamics of the neuron. Feng [10] suggests that such high
variability could be on account of correlated firing in an ensemble of similar neurons
which group together and fire together. Beck [4] propose superstatistical framework
which deals with the long-term stationary states of non-equilibrium systems char-
acterized by parameter fluctuating spatiotemporally. They find that averaging over
these fluctuationswill lead to an infinite set ofmore general statistics called ’supersta-
tistics’. Sharma and Karmeshu [42] have proposed a mechanism based on supersta-
tistical framework for the emergence of power law behavior in the inter spike interval
(ISI) data of integrate-fire (IF) neurons. The dynamics of the membrane potential of
perfect IF model as obtained by diffusion approximation is governed by

dV = μdt + σdW (t), V (0) = V0 (47)

where W (t) is Wiener process representing noise in the system. The drift μ and
variance σ2, are obtained in terms of excitatory λe and inhibitory λi rates and their
jump magnitudes ae an ai respectively. We have

μ = λeae − λi ai (48)

and

σ2 = λea2
e + λi a

2
i (49)

The drift is taken to be nonnegative to ensure that membrane potential reaches the
threshold with probability one. The first passage time (FPT) can be defined as

T = inf {t ≥ 0|V (t) > Vth, V (0) < Vth} (50)
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FPT distribution of IF neuronal model follows inverse Gaussian distribution [47]
with pdf

f (t) = (Vth − V0)√
2πσ2t3

exp

[

− (Vth − V0 − μt)2

2σ2t

]

, t > 0 (51)

where Vth corresponds to the threshold value and V0 is resting potential value.
Sharma and Karmeshu [42] consider an ensemble of neurons when several nearby

neurons with similar functions group together and fire together [47]. Each neuron is
characterized by rates which may vary spatiotemporally throughout the population
of neurons. Accordingly, we may regard the rates to be randomly distributed. Thus,
the pdf f (.) of the first passage time becomes a conditional pdf for a given realization
of these rates, i.e.

f (t |λe,λi , ae, ai ) = Vth − V0
√

2π(λea2
e + λi a2

i )t3

× exp

[

(Vth − V0 − (λeae − λi ai )t)
2

2(λea2
e + λi a2

i )t

]

, t > 0 (52)

Averaging over random rates yields the pdf for ISI distribution for IF model, viz.,

f (t) =
∫ ∞

0

∫ ∞

0
f (t |λe,λi , ae, ai ) × g(λe,λi )dλe dλi (53)

For studying the effect of random rates on ISI distribution, we assume that the
random rates are governed by independent gamma random variates. Averaging over
the gamma distributed rates of EPSP and IPSP, the asymptotic behavior of ensemble
average of first passage time distribution of IF model is given by

f (t) ∼ t−ξ (54)

with ξ = n + c + 1, here n and c are scale parameters of gamma distributed rates of
EPSP and IPSP. This clearly shows that the spiking pattern asymptotically follows a
power law. Similarly, one can observe power law behavior in the ISI distribution of
Leaky integrate and fire (LIF) model when the inverse membrane decay constant is
considered to be gammadistributed [20].Karmeshu andSharma [20] have also shown
that the emergence of power law behavior is not on account of particular distribution
or parameters of the model but due to averaging process over the ensemble of several
similar neurons which group together and fire together. Superstatistical framework
thus provides amechanism for generation of power law of spiking pattern of neurons.
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8 Conclusion

Wehave discussed some possiblemechanismswhich can lead to emergence of power
law. Maximization of different entropy measures viz. Shannon and Tsallis entropies,
with appropriate moment constraints are shown to result in the generation of heavy
tail probability distributions. An important aspect which needs to be underlined is
that maximization of extensive entropy in conjunction with non-extensive moment
constraints and vice-versa yields distributionswith power law. This establishes equiv-
alence of maximization of Shannon entropy with geometric/shifted geometric mean
and maximization of Tsallis entropy with arithmetic mean. Another approach based
on superstatistics also results in generation of power law distributions. An area of
future enquiry would be to examine the underlying mechanisms which may provide
some deeper connection between different mechanisms.
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Optimal Control of Multi-phase Movements
with Learned Dynamics

Andreea Radulescu, Jun Nakanishi and Sethu Vijayakumar

Abstract In this paper, we extend our work on movement optimisation for variable
stiffness actuation (VSA) with multiple phases and switching dynamics to incor-
porate scenarios with incomplete, complex or hard to model robot dynamics. By
incorporating a locally weighted nonparametric learning method to model the dis-
crepancies in the system dynamics, we formulate an online adaptation scheme capa-
ble of systematically improving the multi-phase plans (stiffness modulation and
torques) and switching instances while improving the dynamics model on the fly.
This is demonstrated on a realistic model of a VSA brachiating systemwith excellent
adaptation results.

Keywords Optimal control · Variable stiffness actuators · Adaptive dynamics
learning · Adaptive control

1 Introduction

The accuracy of model-based control is significantly dependent on that of the models
themselves. Traditional robotics employs models obtained from mechanical engi-
neering insights. Kinematic equations will provide accurate information about the
evolution of a rigid body configuration, given a precise knowledge of its geome-
try. Similarly, the dynamics equation can incorporate well modelled factors such as
inertia, Coriolis and centrifugal effect or external forces.

However, there are certain elements that cannot be fully captured by thesemodels,
such as friction from the joints or resulting from cablemovement [22], which can vary
in time. The introduction of flexible elements in the structure of a system increases
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the complexity of the model and makes the identification of accurate dynamics sig-
nificantly more difficult. Additionally, during operation, the robot can suffer changes
in its mechanical structure due to wear and tear or due to the use of a tool (which
modifies the mechanical chain structure) [23].

On-line adaptation of models can provide a solution for capturing all these prop-
erties. Early approaches, such as on-line parameter identification [21], which tunes
the parameters of a predefined model (dictated by the mechanical structure) using
data collected during operation, proved sufficient for accurate control and remained
a popular approach for a long time [1, 7]. The increased complexity of latest robotic
systems demands novel approaches capable of accommodating significant non-linear
and unmodelled robot dynamics. Successful non-parametric model learning meth-
ods use supervised learning to perform system identification with only limited prior
information about its structure—removing the restriction to a fixed model structure,
allowing the model complexity to adapt in a data driven manner.

In this work, wewill build on our significant prior efforts to engage this techniques
in the context of robot control [11, 13, 17] and apply this in the context of multiphase
variable impedance movements. Indeed, adaptive model learning has been used suc-
cessfully in a wide range of scenarios such as inverse dynamics control [18, 26],
inverse kinematics [5, 24], robot manipulation and locomotion [6, 20].

1.1 Adaptive Learning for Optimal Control

Classical OC (Optimal Control) is formulated using an analytic dynamics model, but
recent work [2, 10] has shown that combining OC with dynamics learning can pro-
duce a powerful and principled control strategy for complex systems with redundant
actuation.

In [10], using online (non-parametric) supervised learning methods, an adaptive
internal model of the system dynamics is learned. The model is afterwards used to
derive an optimal control law. This approach, named iterative Linear Quadratic-
Gaussian (iLQG) method with learned dynamics (iLQG-LD), proved efficient in a
variety of realistic scenarios, including problems where the analytic dynamics model
is difficult to estimate accurately or subject to changes and the system is affected by
noise [10, 12].

In iLQG-LD the update of the dynamics model takes place on a trial-by-trial basis
[12]. The operating principle (depicted in Fig. 1) is to (i) compute the iLQG solution,
(ii) run the obtained control law on the plant and collect data, (iii) use the plant data
to update the dynamics model.

The initial state and the cost function (which includes the desired final state)
are provided to the iLQG planner, alongside a preliminary model of the dynam-
ics. An initial (locally optimal) command sequence ū is generated, together with
the corresponding state sequence x̄ and feedback correction gains L. Applying the
feedback controller scheme, at each time step the control command is corrected by
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Fig. 1 The iLQG-LD learning and control scheme as first introduced in [12]

δu = L(x − x̄), where x is the true state of the plant. The model of the dynam-
ics is updated using the information provided by the applied command u + δu and
observed state x.

This methodology employs the Locally Weighted Projection Regression (LWPR)
[8] as the nonparametric learning scheme of choice to train a model of the dynam-
ics in an incremental fashion. In LWPR, the regression function is constructed by
combining local linear models. During training the parameters of the local models
(locality and fit) are updated using incremental partial least squares (PLS). PLS
projects the input on to a small number of directions in the input space along the
directions of maximal correlation with the output and then performs linear regres-
sion on the projected inputs. This makes LWPR suitable for high dimensional input
spaces. Local models can be pruned or added on an as-need basis (e.g., when training
data is generated in previously unexplored regions). The areas of validity (receptive
fields) of each local model are modelled by Gaussian kernels. LWPR keeps a number
of variables that hold sufficient statistics for the algorithm to perform the required
calculations incrementally.

We incorporate the iLQG-LD scheme into our approach involving learning the
dynamics of a brachiation system with VSA (variable stiffness actuator) capabilities
and employing it in planning for locomotion tasks.

2 Problem Formulation

In our previous work [14], we introduced a general formulation of optimal control
problems for tasks with multiple phase movements including switching dynamics
and discrete state transition arising from iterations with an environment. Given a
rigid body dynamics formulation of a robot with a VSA model, a hybrid dynamics
representation with a composite cost function is introduced to describe such a task.
In this section we briefly describe this approach, for details we refer the interested
reader to [14].We also introduce the changes dictated by the use of the LWPRmethod
in the context of iLQG-LD, for integration within our approach.
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2.1 Hybrid Dynamics with Time-Based Switching
and Discrete State Transition

We employ the following hybrid dynamics representation to model multi-phase
movements having interactions with an environment [4]:

ẋ = fi j (x, u), Tj ≤ t < Tj+1 (1)

x(T +
j ) = �i j−1,i j (x(T −

j )) (2)

with j = 0, . . . , K for (1) and j = 1, . . . , K for (2) and where fi : Rn ×R
m → R

n

is the i th subsystem, x ∈ R
n is a state vector, u ∈ R

m is a control input vector.
When the dynamics switch from subsystem i j−1 to i j at t = Tj , we assume

that instantaneous discrete (discontinuous) state transition is introduced, which is
denoted by a map �i j−1,i j in (2). The terms x(T +

j ) and x(T −
j ) denote the post- and

pre-transition states, respectively. In this case, the sequence of switching is assumed
to be given, e.g., (1, 2, . . . , K , K +1) or (1, 2, 1, 2, . . .). Figure2 depicts a schematic
diagram of a hybrid system we consider in this work.

2.2 Robot Dynamics with Variable Stiffness Actuation

To describe multi-phase movements, we consider multiple sets of robot dynamics,
as described by (1). An individual rigid body dynamics model is defined for each
associated phase of the movement as a subsystem. The servo motor dynamics in the
VSA are modelled as a critically damped second order dynamics:

Mi (q)q̈ + Ci (q, q̇)q̇ + gi (q) + Di q̇ = τ i (q, qm) (3)

q̈m + 2αi q̇m + α2
i qm = α2

i u (4)

Fig. 2 A hybrid system with time-based switching dynamics and discrete state transition with a
known sequence. The objective is to find an optimal control command u, switching instances Ti
and final time T f which minimises the composite cost J
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where i denotes the i th subsystem, q ∈ R
n is the joint angle vector, qm ∈ R

m is
the motor position vector of the VSA, M ∈ R

n×n is the inertia matrix, C ∈ R
n is

the Coriolis term, g ∈ R
n is the gravity vector, D ∈ R

n×n is the viscous damping
matrix, and τ ∈ R

n are the joint torques from the variable stiffness mechanism. In
the equations above, (3) denotes the rigid body dynamics of the robot and (4) denotes
the servo motor dynamics in the variable stiffness actuator. In (4), α determines the
bandwidth of the servomotors1 and u is the motor position command [3].We assume
that the range of control command u is limited between umin and umax.

In this work, we consider a VSAmodel in which the joint torques are given in the
form

τ (q, qm) = AT (q, qm)F(q, qm) (5)

where A is the moment arm matrix and F is the forces by the elastic elements [3]
and the joint stiffness is defined as K = −∂τ

∂q .
We consider the state space representation as the combined plant dynamics con-

sisting of the rigid body dynamics (3) and the servo motor dynamics (4):

ẋ = fi (x, u) (6)

where

fi =

⎡

⎢

⎢

⎣

x2
M−1

i (x1) (−Ci (x1, x2)x2 − gi (x1) − Di ẋ2 + τ i (x1, x3))
x4

−α2
i x3 − 2αi x4 + α2

i u

⎤

⎥

⎥

⎦

(7)

and x = [xT
1 , xT

2 , xT
3 , xT

4 ]T = [qT , q̇T , qT
m, q̇T

m]T ∈ R
2(n+n) is the state vector

consisting of the robot state and the servo motor state.
Employing the iLQG-LD framework we aim to create an accurate model of the

dynamics model of the real hardware using supervised learning. We assume the
existence of a preliminary analytic dynamics model which takes the form presented
in (3), (4), which is inaccurate (due to various factors such as: the inability of the
rigid body dynamics to incorporate all the elements of the system’s behaviour or
changes suffered during operation).

We use the LWPR method to model the error between the true behaviour of the
system and the initial model provided. Thus we replace the dynamics fi in (6) with
the composite dynamics model fci :

ẋ = fci (x, u) = f̃i (x, u) + f̄i (x, u) (8)

where f̃i ∈ R
2(n+n) is the initial inaccurate model and f̄ ∈ R

2(n+n) is the LWPR
model mapping the discrepancy between f̃i ∈ R

2(n+n) and the behaviour of the

1α = diag{a1, . . . , am} and α2 = diag{a2
1 , . . . , a2

m} for notational convenience.
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system. We note that the changes introduced by iLQG-LD only affect the dynamics
modelling in (1), while the instantaneous state transition mapped by� in (2) remains
unchanged.

2.3 Movement Optimisation of Multiple Phases

For the given hybrid dynamics, in order to describe the full movement with multiple
phases, we consider the following composite cost function:

J = φ(x(T f )) +
K

∑

j=1

ψ j (x(T −
j )) +

∫ T f

T0
h(x, u)dt (9)

where φ(x(T f )) is the terminal cost, ψ j (x(T −
j )) is the via-point cost at the j th

switching instance and h(x, u) is the running cost.

2.4 Optimal Control of Switching Dynamics
and Discrete State Transition

In brief, the iLQR method solves an optimal control problem of the locally linear
quadratic approximation of the nonlinear dynamics and the cost function around a
nominal trajectory x̄ and control sequence ū in discrete time, and iteratively improves
the solutions.

In order to incorporate switching dynamics and discrete state transition with a
given switching sequence, the hybrid dynamics (1) and (2) are linearised in discrete
time around the nominal trajectory and control sequence as

δxk+1 = Akδxk + Bkδuk (10)

δx+
k j

= �k j δx−
k j

(11)

Ak = I + Δt j
∂fi j
∂x

∣

∣

∣

∣

x=xk

, Bk = Δt j
∂fi j
∂u

∣

∣

∣

∣

u=uk

(12)

�k j = ∂�
i j−1,i j

∂x

∣

∣

∣

x=x−
k j

(13)

where δxk = xk − x̄k , δuk = uk − ūk , k is the discrete time step, Δt j is the sampling
time for the time interval Tj ≤ t < Tj+1, and k j is the j th switching instance in the
discretised time step.

When using the composite model of the dynamics (fc) introduced in (8) the lin-
earisation of the dynamics is provided in two parts. The linearisation of f̃ is obtained
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by replacing f with f̃ in (10) and (12). The derivatives of the learned model (f̄)
are obtained analytically by differentiating with respect to the inputs z = (x; u) as
suggested in [2]:

∂ f̄(z)
∂z

= 1

W

∑

k

(

∂wk

∂z
ψk(z) + wk

∂ψk

∂z

)

− 1

W 2

∑

k

wk(z)ψk(z)
∑

l

∂wl

∂z

= 1

W

∑

k

(−ψkwkDk(z − ck) + wkbk) + f̄(z)
W

∑

k

wkDk(z − ck) (14)

where

∂ f̄(z)
∂z

=
(

∂ f̄/∂x
∂ f̄/∂u

)

. (15)

Since there are no changes on the encoding of the instantaneous state transition
(2) the equations in (11) and (13) remain unchanged for the iLQG-LD framework.

The composite cost function (9) is locally approximated in a quadratic form as

ΔJ = δxT
N φx + 1

2
δxT

N φxxδxN +
K

∑

j=1

(

(δx−
k j

)T ψ
j
x + 1

2
(δx−

k j
)T ψ

j
xxδxk−

j

)

+
N

∑

k=1

(

δxT
k hx + δuT

k hu + 1

2
δxT

k hxxδxk + 1

2
δuT

k huuδuk + δukhuxδxk

)

Δt j

(16)

and a local quadratic approximation of the optimal cost-to-go function is

vk(δxk) = 1

2
δxT

k Skδxk + δxT
k sk . (17)

For notational convenience, note that in (16), φx and φxx denote φx = ∂φ
∂x and

φxx = ∂2φ
∂x2 , respectively. Similar definitions apply to other partial derivatives.

The local control law δuk of the form

δuk = lk + Lkδxk (18)

is obtained from the Bellman equation

vk(δxk) = minδu{hk(δxk, δuk) + vk+1(δxk+1)} (19)
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by substituting (10) and (17) into the Eq. (19), where hk is the local approximation
of the running cost in (16) (see [9] for details).

Once we have a locally optimal control command δu, the nominal control
sequence is updated as ū ← ū+δu. Then, the new nominal trajectory x̄ is computed
by running the obtained control ū and the above process is iterated until convergence.

In order to optimise the switching instances and the total movement duration, we
introduce a scaling parameter and sampling time for each duration between switching
as (cf. (12) and (16)):

Δt ′j = 1

β j
Δt j for Tj ≤ t < Tj+1, where j = 0, . . . , K . (20)

By optimising the vector of temporal scaling factors β = [ β0, . . . , βK ]T via
gradient descent [19] we obtain each switching instance Tj+1 and the total movement
duration Tf . This approach was applied previously [15, 16] to optimise the frequency
of the periodic movement and the movement duration of swing locomotion in a
brachiation task.

In the complete optimisation, computation of optimal feedback control law and
temporal scaling parameter update are iteratively performed until convergence. A
pseudocode of the complete algorithm is summarised in Algorithm 1.

3 Brachiation System Dynamics

We evaluate the effectiveness of the approach on a robot brachiation task which
incorporates switching dynamics and multiple phases of the movement in a realistic
VSA actuator model. We consider a two-link underactuated brachiating robot with
a MACCEPA [25] variable stiffness actuator. The equation of motion of the system
used takes the standard form of rigid body dynamics where only the second joint is
actuated2:

M(q)q̈ + C(q, q̇)q̇ + g(q) + Dq̇ =
[

0
τ (q, qm)

]

(21)

where q = [q1, q2]T is the joint angle vector, M is the inertia matrix, C is the
Coriolis term, g is the gravity vector, D is the viscous damping matrix, τ is the joint
torque acting on the second joint given by the VSA, and qm is the motor positions
vector in the VSA as described below.

The MACCEPA actuator is equipped with two position controlled servo motors,
qm = [qm1, qm2]T , which control the equilibrium position and the spring

2For notational simplicity, the subscript i is omitted.
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Algorithm 1 Complete optimisation algorithm for hybrid dynamics with temporal
optimisation
1: Input:

– Timed switching plant dynamics fi (1 or 8), discrete state transition�i j−1,i j (2) and switching
sequence

– Composite cost function J (9)
2: Initialise:

– Nominal switching instance and final time T1, · · · , TK and T f
– Nominal control sequence ū and corresponding x̄

3: repeat
4: repeat
5: Optimise control sequence ū:

– Obtain linearised time-based switching dynamics (10 or 14) and state transition (11)
around x̄ and ū in discrete time with current Δt j

– Compute quadratic approximation of the composite cost (16)
– Solve local optimal control problem to obtain δu (18)
– Apply δu to the linearised hybrid dynamics (10) and (16)
– Update nominal control sequence ū ← ū + δu, trajectory x̄ and cost J

6: until convergence
7: Temporal optimisation: update Δt j :

– Update the vector of temporal scaling factor β and corresponding sampling time
Δt0, · · · ,ΔtK in (20) via gradient descent [19].

8: until convergence
9: Output:

– Optimal feedback control law u(x, t): forward optimal control sequence uopt , optimal trajec-
tory xopt (t) and optimal gain matrix Lopt (t):
u(x, t) = uopt (t) + Lopt (t)(x(t) − xopt (t))

– Optimal switching instance T1, · · · , TK and final time T f
– Optimal composite cost J

pre-tension,3 respectively. The servo motor dynamics are approximated by a sec-
ond order system with a PD feedback control, as mentioned in (4):

q̈m + 2αq̇m + α2qm = α2u (22)

where u = [u1, u2]T is the motor position command, α determines the bandwidth
of the actuator. In this study, we use α = diag(20, 25). The range of the commands
of the servo motors are limited as u1 ∈ [−π/2,π/2] and u2 ∈ [0,π/2].

We use the model parameters shown in Table1 and the MACCEPA parameters
with the spring constant κ = 771 N/m, the lever length B = 0.03 m, the pin
displacement C = 0.125 m and the drum radius rd = 0.01 m (Fig. 3).

3Which is used to modulate the stiffness of the joint, for details see [25].
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Table 1 Model parameters of the two-link brachiating robot

Robot parameters i = 1 i = 2 i = 1

Mass mi (kg) 1.390 0.527 1.240

Moment of inertia Ii (kgm2) 0.0297 0.0104 0.0278

Link length li (m) 0.46 0.46 0.46

COM location lci (m) 0.362 0.233 0.350

Viscous friction di (Nm/s) 0.03 0.035 0.03

The final column shows the change of parameters of the first link of the system under the changed
mass distribution described in Sect. 4

Fig. 3 Two-link brachiating robot model with the VSA joint with the inertial and geometric para-
meters. The parameters of the robot are given in Table1, where the indices i denote the link number
in this figure and Table1

4 Experimental Setup

To test the efficiency of our approach we create a scenario where the difference
between the true and the assumed model is caused by a change in the mass (and
implicitly mass distribution) on one the links (i.e. the mass of the true model is
smaller by 150 g (located at the joint) on link i = 1). The changed model parameters
are shown in the right column of Table1.4

Due to the nature of the discrepancy introduced, the error in the dynamics man-
ifests itself only in the joint accelerations. Thus, we require to map the error just in
those two dimensions, reducing the dimension of the output of the LWPR model f̄
from n = 8 to 2, where the predictions are added on the corresponding dimension
of f̃ within fc (8). Note that different discrepancies will necessitate estimation of the
full 8-dim state error.

In line with previous work, we will demonstrate the effectiveness of the proposed
approach on a multi-phase, asymmetric swing-up and brachiation task with a VSA

4The MACCEPA parameters are the same as described in the previous section.
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while incorporating continuous, online model learning. Specifically, in the multi-
phase task, the robot swings up from the suspended posture to the target at d1 = 0.40
m and subsequently moves to the target located at d2 = 0.42 m and d3 = 0.46 m,
respectively.

Since the system has an asymmetric configuration and the state space of the swing
up task is significantly different from that of a brachiation movement we proceed by
first learning a separate error model for each phase. The procedure used is briefly
described in Algorithm 2. The initial exploration loop is performed in order to pre-
train the LWPRmodel f̄i (as an alternative to applyingmotor babbling), the later loop
is using iLQG-LD to refine the model in an online fashion. In our experiments the
training data is obtained by using a simulated version of the true dynamics, which is
an analytic model incorporating the discrepancy.

Algorithm 2 Description of the learning and exploration procedure
Given:
– analytic dynamics for one configuration f̃i and start state x0
– thresholds for target reaching εT and model accuracy εM
– the associated cost function J (including desired target xT )
– p number of initial exploration training episodes
Initialise
– f̄i (x, u) ; fc i (x, u)=f̃i (x, u) + f̄i (x, u)

repeat
generate ū, x̄, L using f̃i (x, u) for an artificial target (a new target at each iteration obtained by
sampling around xT )
apply the solution to the true dynamics and train the model on the collected data

until p training episodes have been performed

repeat
apply iLQG-LD for target xT

until εT and εM conditions are met

4.1 Individual Phase Learning

Using the traditional OC framework in the presence of an accurate dynamics model,
the multi-phase task described previously was achieved with a position error of just
0.002 m. Once the discrepancy detailed in Sect. 4 is introduced, the planned solution
is no longer valid and the final position deviates from the desired target (Fig. 5, blue
line). We deploy the iLQG-LD framework in order to learn the new behaviour of the
system and recover the task performance.

As a measure of the model accuracy we use the normalised mean square error
(nMSE) of the model prediction on the true optimal trajectory (if given access to
the analytic form of the true dynamics of the system). The nMSE is defined as
nMSE(y, ỹ) = 1

nσ2
y

∑n
i=1 (yi − ỹi )

2 where y is the desired output data set of size n
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Fig. 4 Evolution of the
nMSE for each phase of the
movement, at each episode
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and ỹ represents the LWPR predictions. The evolution of the nMSE at each stage of
the training for every phase is shown in Fig. 4.

In the first part (pre-training phase in Fig. 4) we generate random targets around
the desired xT . A movement is planned for these targets using the assumed model
(f̃). The obtained command solution is then applied to the simulated version of the
true dynamics, using a closed loop control scheme. We repeat the procedure for a
set of 10 noise contaminated versions of the commands. The collected data is used
to train the model.

This pre-training phase seeds the model with information within the region of
interest, prior to using it for planning. This reduces the load on the iLQG-LD by
lowering the number of iterations required for convergence. For each phase of the
movement, at the end of the procedure, the planned trajectory matched the behaviour
obtained from running the command solution on the real plant (the final nMSE has
an order of magnitude of 10−4).
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Fig. 5 Phase plot: comparison of the final position achieved (for each individual phase) when using
the initial planning (erroneous model—blue) and the final planning (composite model—black).
Intermediary solutions obtained at each step of the iLQG-LD run are depicted in grey

Overall the discrepancy is small enough to allow reaching the desired end effector
position within a threshold of εT = 0.040 m accuracy.5 Figure5 shows the effect
of the learning by comparing the performance of the planning with the erroneous
model and with the composite model obtained after training.

4.2 Multi-phase Performance

In the previous section we showed that our approach to iLQG-LD is able to cope
with the requirements of the task in each phase of the movement. For a full solution
we use the newly learned models from each phase to obtain the global solution
for the multi-phase task wrt. the composite cost function J (9). We use the phase
optimal solutions obtained at the previous stage as the initial command sequence, the
resulting behaviour is displayed in Fig. 6. The planner is able to use the learnedmodel
to achieve the intermediary and final goals, while the expected behaviour provides a
reliable match to the actual system’s behaviour.6 The cost of multi-phase optimised
solution (J = 39.17) is significantly lower than the sum of the costs of the individual
phase solutions (J = 58.23).

5The error in the swing up task is 0.033 m, while for brachiations the value is 0.004 m. In future
work we aim to bring the former value to the same magnitude.
6We consider that if the position at the end of each phase is within our prescribed threshold εT =
0.040 of the desired target the system is able to start the next phase from the ideal location, thus
resembling the effect of the grabber on the hardware.
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lines planned movement. Black and blue lines actual system movement

4.3 Performance of Learning

In the previous experiment, we investigated a single (arbitrarily chosen) mass distri-
bution discrepancy. Next we investigate the capacity of our approach to cope with
a wider range of mismatched dynamics. For this, we consider the magnitude of the
change that is bounded by the capability of the altered system to achieve all the
phases of the movement presented in Fig. 6. We define these bounds as the limit val-
ues of mass change that allow the same accuracy in task execution, under the same
cost function (9). The corresponding values for these limits, found empirically, are
−0.200 kg and +0.300 kg, respectively.7

We apply our framework to the scenarios where the mass has been altered to these
boundary values and demonstrate the result on just one of the phases, namely the
first brachiation move, to study the relative effects.

Figure7a shows the effect of the alteration introduced, when executing the com-
mands resulting from the initial planning (using the erroneous model). After training
and re-planning the model starts approximating the true behaviour of the system,
such that in less than 10 episodes, the system is once again able to reach the desired
target, as depicted in Fig. 7b, c.

7We note that in our experiments, we assume that modulating the mass distribution does not affect
the motor dynamics—this represents a simplified scenario. In the real hardware, the speed of the
motor dynamics (4) is indeed a function of the overall load distribution.
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Fig. 7 Phase plot: a Effect of the discrepancy introduced by the limit values on themassmodulation
(blue lines). The behaviour when the model match is correct is depicted for comparison (green line).
b–c Comparison of the final position achieved (for each individual phase) when using the initial
planning (erroneous model—blue) and the final planning (composite model—black). Intermediary
solutions obtained at each step of the iLQG-LD run are depicted in grey. Results for the boundary
value discrepancies on the mass distribution

5 Conclusion

In this work we have presented an extension of our methodology for movement opti-
misationwithmultiple phases and switching dynamics, including variable impedance
actuators.We broaden the approach by incorporating adaptive learning, which allows
for adjustments to the dynamics model, based on changes occurred to the system’s
behaviour, or when the behaviour cannot be fully capture by a rigid body dynamics
formulation. In future work we aim to investigate a wider range of model discrepan-
cies and show the performance of the extended approach on a hardware implemen-
tation.
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Computable Extensions of Advanced
Fractional Kinetic Equation and a Class
of Levy-Type Probabilities
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Abstract In recent year’s fractional kinetic equation are studied due to their use-
fulness and importance in mathematical physics, especially in astrophysical prob-
lems. In Astrophysics kinetic equations designate a system of differential equations,
describing the rate of change of chemical composition of a star for each species in
terms of the reaction rates for destruction and production of that species. Methods for
modeling processes of destruction and production of stars have been developed for
bio-chemical reactions and their unstable equilibrium states and for chemical reac-
tion networks with unstable states, oscillations and hysteresis.The aim of present
paper is to find the solution of generalized fractional order kinetic equation, using
a new special function. The results obtained here is moderately universal in nature.
Special cases, relating to the Mittag-Leffler function is also considered.

Keywords Fractional kinetic equation · Generalized M function · Riemann-
Liouville operator · Laplace transform · Modified riemann-liouville fractional
derivative operator · Differential equation · Probability density function
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1 Section I

1.1 Introduction

The talk divided into two sections: Firstweobtain computable extensions of advanced
fractional kinetic equation and then in second section applied Modified Riemann-
Liouville fractional Integral i.e. ms-operator and differential equation for a Class
of Levy-type probabilities. The aim of this talk is to explore the behavior of physi-
cal and biological systems from the point of view of fractional calculus. Fractional
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calculus, integration and differentiation of an arbitrary or fractional order, provides
new tools that expand the descriptive power of calculus beyond the familiar integer-
order concepts of rates of change and area under a curve. Fractional calculus adds
new functional relationships and new functions to the familiar family of exponentials
and sinusoids that arise in the area of ordinary linear differential equations. Among
such functions that play an important role, we have the Euler Gamma function, the
Euler Beta function, the Mittag-Leffler functions, the Wright and Fox functions,
M-Function, K-Function and so forth.The Fractional Calculus applied in The dis-
tributions of a extensive variety of physical, biological, and man-made phenomena
approximately follow a power law over a wide range of magnitudes. More than a
hundred power-law distributions have been identified in biology (e.g. species extinc-
tion and body mass), in physics (e.g. sand pile avalanches and earthquakes), and
the social sciences (e.g. city sizes and income).When the probability of measuring
a particular value of some quantity varies inversely as a power of that value, the
quantity is said to follow a power law. A power law distribution is a special kind of
probability distribution. Fractional moments are very useful in dealing with random
variable with power law distributions, F(x) ∼|x|−α, α>0 where F(x) is the distrib-
ution function. In such cases, moments E(|x|p) exist only if p< α and integer order
moments greater then α diverge. This type of problem arises in the distributions
where power law statistics appear in many fields of applied science.

We give the new special function, called Generalized M function, which is the
most generalization of M function [21]. Here, we give first the notation and the
definition of the New Special Generalized M function, introduced by the author as
follows:

α,β,γ,δ,ρ
p M

k1,...kp,l1,...lq ;c
q (t)

= ∑∞
n=o

(a1)n ···(ap)n(γ)n
(b1)n ···(bq )n

(δ)n
(ρ)n

kn
1 ···kn

p
ln
1 ···ln

q

(t−c)(n+γ)α−β−1
∏p

i=1(ni )!n!Γ ((n+γ)α−β)

(1)

There are p upper parameters a1,a2,. . .ap and q lower parameters b1,b2,. . .bq ,
α,β, γ, δ, ρεC , Re (α) > 0, Re (β) > 0, Re (γ) > 0, Re (δ) > 0, Re (ρ) > 0,
Re (αγ − β) > 0 and (a j )k(b j )k are pochhammer symbols and k1, . . .kp, l1,. . .lq
are constants. The function (1) is defined when none of the denominator parameters
b j s, j = 1, 2, . . .q is a negative integer or zero. If any parameter a j is negative then
the function (1) terminates into a polynomial in (t − c).

1.2 Relationship of the α,β,γ,δ,ρ
p M

k1,...kp,l1,...lq;c
q (t)

Function and Other Special Functions

In this section, we defined relationship ofGeneralized M function and various special
functions.

(i). For
∏p

i=1 (ni )! = 1, Then Eq. (1) converts in M function [21]
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α,β,γ,δ,ρ
p M

k1,...kp,l1,...lq ;c
q (t)

= ∑∞
n=o

(a1)n ···(ap)n(γ)n
(b1)n ···(bq )n

(δ)n
(ρ)n

kn
1 ···kn

p
ln
1 ···ln

q

(t−c)(n+γ)α−β−1

n!Γ ((n+γ)α−β)

(2)

(ii). For k1 = a, k2. . .kp = 1, l1,. . .lq = 1, δ = 1 ∧ ρ = 1 ,
∏p

i=1 (ni )!
∏q

j=1 (n j )! = n! K4—function is given by Sharma [20] (2012),

α,β,γ,1,1
p Ma,1;c

q (t) =
∞
∑

n=o

(a1)n · · · (ap)n(γ)n

(b1)n · · · (bq)n

an

n!
(t − c)(n+γ)α−β−1

Γ ((n + γ)α − β)
(3)

(iii). If we take no upper and lower parameter (p = q = 0) in Eq. (3) then the
function reduces to the G-Function, which was introduced by Lorenzo and
Hartley [6] (1999).

α,β,γ,1,1
1Ma,1;c

1 (t) =
∞
∑

n=o

(γ)n(a)n(t − c)(n+γ)α−β−1

n!Γ ((n + γ)α − β)
= Gα,β,γ(a, c, t) (4)

(iv). Taking γ = 1, in Eq. (4), we get the R—function given by introduced by
Lorenzo and Hartley [6] (1999).

α,β,1,1,1
1Ma,1;c

1 (t) = ∑∞
n=o

(γ)n(a)n(t−c)(n+γ)α−β−1

n!Γ ((n+γ)α−β)

= Rα,β[a, t]α > 0,β > 0, (α − β) > 0
(5)

Now, we take c = 0, in various standard function.
(v). For c = 0, in Eq. (4), the Generalized M function reduces to NewGeneralized

Mittag-Leffler Function [17]

α,β,γ,1,1
1Ma,1

1 (t) = tαγ−β−1
∞
∑

n=o

(γ)n(a)n(t)an

n!Γ ((n + γ)α − β)
= tαγ−β−1Eγ

α,αγ−β[atα]
(6)

(vi). We take γ = 1, in (6) obtained Generalized Mittag-Leffler Function [17], we
get

α,β,1,1,1
1Ma,1;c

1 (t) =
∞
∑

n=o

(a)n(t)(n+1)α−β−1

Γ ((n + 1)α − β)
= tα−β−1Eγ

α,α−β[atα] (7)

(vii). Further β = α − 1 in (6), this Generalized M function converts in to Mittag-
Leffler Function [8, 9], we have

α,α−1,1,1,1
1Ma,1

1 (t) =
∞
∑

n=o

(a)n(t)na

Γ (na + 1)
= Eα,β[tα] (8)
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(viii). When a = 1, c = 0 ∧ β = α − β in (4) then the Generalized M function
treats as Agarwal’s Function [1]

α,α−β,1,1,1
1M1,1

1 (t) =
∞
∑

n=o

(t)na+β−1

Γ (na + β)
= Eα,β[tα] (9)

(ix). Robotnov and Hartley Function [6] is obtained from M function by putting
β = 0, a = −a, c = 0 in (9), we have

α,0,1,1,1
1M−a,1

1 (t) =
∞
∑

n=o

(−a)n(t)(n+1)α−1

Γ ((n + 1)α)
= Fα[−a, t] (10)

(x). On substituting α = 1,β = −β in (5), we get Miller and Ross Function [7].

1,−β,1,1,1
1Ma,1

1 (t) =
∞
∑

n=o

(a)n(t)n+β

Γ (n + β + 1)
= Et [β,α] (11)

(xi). Let us consider c = 0 in Eq. (4), this function converts into Wright Func-
tion [16]. We have,

α,β,γ,1,1
1Ma,1

1 (t) = tαγ−β−1

Γ γ
0
1Ψ1

[

(γ, 1)
(α, γ − β),α; atα

]

(12)

where 0
1Ψ1(t) is special case of thewright’s generalizedHypergeometric func-

tion 0
pΨq(t).

Or
(xii). Thus we get H-Function [16] from last case.

α,β,γ,1,1
1Ma,1

1 (t) = tαδ−β−1

Γ γ
H1,1
1,2

[

−atα
∣

∣

∣

∣

(1 − γ, 1)
(0, 1) (1 − αγ + β) ,α

]

(13)

The Laplace transform of (1), from Lorenzo and Hartley [6] (1999) with
shifting theorem (Wylie, p.281) we have

L
{

α,β,γ,δ,ρ
p M

k1,...kp,l1,...lq ;c
q (t)

}

= (a1)n ...(ap)n
(b1)n ...(bq)n

∏p
i=1 (ni )!

1
ln
1 ...ln

q

sβe−cs
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sα+
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kn
1 ...kn

p

)}γ
(14)
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1.3 Governing Fractional Kinetic Equation

Let us define an arbitrary reaction which is dependent on time N = N (t). It is
possible to calculate rate of change dN/dt to a balance between the destruction rate
d and the production rate p of N, then

d N

dt
= −d + p.

The production or destruction at time t depends not only on N(t) but also on the
previous history N (t1), t1 < t , of the variable N.

This was represented by Haubold and Mathai [5] as follows:

d N/dt = −d(Nt) + p(Nt) (15)

where N (t) denotes the function defined by

Nt(t1) = N (t − t1), t1 > 0. (16)

Haubold and Mathai [5] considered a special case of this equation, when spatial
fluctuations inhomogeneities in quantity N (t) are neglected. this is given by the
equation

d Ni

dt
= −ci Ni (t) (17)

where the initial conditions are Ni (t = 0) = N0, the number density of species i
at time t = 0; constant ci > 0, is called standard kinetic equation and ci > 0 is a
constant.

The solution of the Eq. (15) is as follows:

Ni (t) = N0e−ci t (18)

Or
N (t) − N0 = c0D−1

t N (t) (19)

As D−1
t is the integral operator, Haubold and Mathai [5] described the fractional

generalization of the standard kinetic Eq. (15) as
N (t) − N0 = cv

0 D−v
t N (t)

Where D−v
t is the Riemann-Liouville fractional integral operator; Miller and

Ross [7]) defined by

0D−v
t N (t) = 1

Γ (ν)

∫ t

0
(t − u)v−1 f (u) du, R (v) > 0 (20)
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The solution of the fractional kinetic equation (18) is given by (see Haubold and
Mathai [5])

N (t) = N0

∞
∑

k=0

(−1)vk

Γ (vk + 1)
(ct)vk (21)

Also, Saxena, Mathai and Haubold [17] studied the generalizations of the fractional
kinetic equation in terms of the Mittag-Leffler functions which is the extension of
the work of Haubold and Mathai [5].

In the present work, we studied of the generalized fractional kinetic equation. The
advanced generalized fractional kinetic equation and its solution, obtained in terms
of the M—function.

1.4 Advanced Generalized Fractional Kinetic Equations

In this section, we investigate the solution of advanced generalized fractional kinetic
equation. The results are obtained in a compact form in terms of generalized M—
function. The result is presented in the form of a theorem as follows:

Theorem 1 If b ≥ 0, c > 0,α > 0,β > 0, γ > 0, δ > 0, ρ > 0 and (γα − β) > 0
then for the solution of the Advanced generalized fractional kinetic equation

N (t) –N0
α,β,γ,δ,ρ

p M
k1,...kp,l1,...lq ;c
q (t) (t) = −

n
∑
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(

n

r

)

crα D−rα
t N (t) (22)

Then
N (t) = N0

α,β,γ,δ,ρ
p M

k1,...kp,l1,...lq ;c
q (t) (t) (23)

Proof We have,

N (t) − N0
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n=o
(a1)n ···(ap)n(γ)n

(b1)n ···(bq )n

(δ)n
(ρ)n
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q
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r

)

crα
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t N (t)
(24)

Taking the Laplace transforms of both the sides of Eq. (24), we get
L {N (t)} –L .

L{N (t)} − L
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t N (t)
}

(25)



Computable Extensions of Advanced Fractional Kinetic Equation … 83

From Lorenzo and Hartley [6] (1999) using shifting theorem for Laplace transform,
we have

N (s) − N0
(a1)n ...(ap)n
(b1)n ...(bq)n

(δ)n
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Or,
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N (s) = N0
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Now, taking inverse Laplace transform, we get
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N (t) = Nα,β,(γ+n),δ,ρ
0 p M

−cα,b1,...bn;b
q (t) (34)

This is the complete proof of the theorem.
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1.5 Special Cases

Corollary 1 If we take (a1)n . . .
(

ap
)

n = 1 = (b1)n . . .
(

bq
)

n, δ = 1, ρ = 1 and
bn
1 . . .b

n
q = 1

∏p
i=1 (ni )! = 1 then for the solution of the Advanced generalized

fractional kinetic equation

N (t) –Nα,β,γ,1,1
0 1M−cα,1;b

1 (t) = −
n

∑

r=1

(

n

r

)

crα D−rα
t N (t) (35)

There holds the result

N (t) = Nα,β,(γ+n),1,1
0 1M−cα,1;b

1 (t) (36)

In view of the relation (33), this result coincides with the main result of Chaurasia
and Pandey [3].

Corollary 2 If we put b = 0 in Corollary (1) then the solution of the Advanced
generalized fractional kinetic equation reduces to the special case of Theorem(1) in
Chaurasia and Pandey [3] (2010), given as follows:

For the solution of

N (t) –Nα,β,γ,1,1
0 1M−cα,1;0
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n
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r

)

crα D−rα
t N (t) (37)

There holds the result

N (t) = Nα,β,(γ+n),1,1
0 1M−cα,1;0

1 (t) (38)

Corollary 3 If we put β = γα−β in Corollary (1) then the solution of the Advanced
generalized fractional kinetic equation reduces to the special case of Theorem(1) in
Chaurasia and Pandey [3] (2010), which is given as follows:

For the solution of

N (t) –Nα,γα−β,γ,1,1
0 1M−cα,1;b

1 (t) = −
n

∑
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n

r
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crα D−rα
t N (t) (39)

There holds the formula

N (t) = Nα,γα−β,(γ+n),1,1
0 1M−cα,1;b

1 (t) (40)

Corollary 4 If we put b = 0 in Corollary (3) then the solution of the Advanced
generalized fractional kinetic equation reduces to another special case of Theo-
rem(1) in Chaurasia and Pandey [3] which is given as follows:
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For the solution of

N (t) –Nα,γα−β,γ,1,1
0 1M−cα,1;0

1 (t) = −
n

∑

r=1

(

n

r

)

crα D−rα
t N (t) (41)

There holds the formula

N (t) = Nα,γα−β,(γ+n),1,1
0 1M−cα,1;0

1 (t) (42)

This completes the analysis.

1.6 Result and Discussion

In this present part of talk, we have introduced a fractional generalization of the
standard kinetic equation and a new special function given by author and also estab-
lished the solution for the computational extension of Advanced fractional kinetic
equation. The results of the computational extension Advanced generalized frac-
tional kinetic equation and its special cease are same as the results of Chaurasia and
Panday [3] (2010). And also, the relations function to the various standard functions
is discussed in this present section.

2 Section II

The aim of the second part of talk to obtain the solution of differential equations
involvingModified Riemann-Liouville fractional derivative i.e. ms-operator in addi-
tion to it Levy-type one sided probability density function. Some scientist studied a
small number of interesting problems regarding diffusing processes in media with
fractal geometry [15], and formulated fractional diffusion [11].

The theory of stochastic processes may be regarded as the ‘dynamic’ part of
statistical theory with a multiplicity of applications.By a stochastic process we shall
in the first placemean some possible actual, e.g. physical process in the realworld that
has some randomor stochastic element involved in its structure. Themost elementary
examples of stochastic processes are classical enough to be discussed by statisticians
are random sequences in which the variable Xr at time tr is independent of the entire
previous set of X’s. The statistical interest of such sequences lies in the properties
of derived variables or sequences, such as the cumulative sums

Sr = X1 + X2 + · · · + Xr (43)
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The process Sr is called a ‘random walk’, as it represents the position at time tr of a
person talking a random step Xr independently of his previous ones.

The Random variables are bases of starting the theory of probability. Non stan-
dard random walk, which is depends on a variable step size x . Generally, one-sided
probability distribution function of asymptotic type (large x values) [13]

f (x) ∼ x1−μ,μ > 0, x > 0 (44)

And are called Levy flights since Eq. (1) represents a Levy distribution [4], and the
trace of the site visited by the walker forms a set of fractal dimension μ [10]. Here,
we will show that for a certain class of one sided probability densities f (x) , defined
on R+, Levy index μ can be related to the order of a fractional integral operator. We
apply the fractional calculus [15] based on the Riemann-Liouville operator 0D−q

x
given by

0D−q
x f (x) = 1

Γ (q)

∫ x

0
(x − y)q−1 f (y)dy, 0 < q (45)

The author introduced a new fractional integral operator by generalization of classical
c ms
0 D−v

x which deal with differentiable functions is denoted by ms
0 D−v

x and called
M-S operator, which is a modification in Riemann-Liouville operator, and Ali [2]
operator which is defined as follows:

ms
0D−v

x f (x) = 1

Γ (ν)

∫ x

0
(x − t)v−1 f (at) dt, R (v) > 0, a > 0, n > 0 (46)

When a = 1 it converts in the Classical definition of Reimann—Liouville frac-
tional calculus operator.

The fractional differential operator 00Dq
x for q > 0 is given by the definition

0Dq
x f (x) = dn

dxn (0Dq−n
x f (x)), q − n < 0 (47)

where 0Dq−n
x for q − n < 0 is defined in (48) indicating that for differentegrable

(i.s. differentiable and Integrable ) functions f(x). The operation fractional differ-
entiation can be decomposed in to a fractional integration followed by an ordinary
differentiation dn

dxn . Here n is the least positive integer greater than q. If 0 < q < 1
then we choose n 1 and if 1 < q < 2 we take n 2 and so on.

Just about a decade ago it had already been suggested [19] that Levy-type
probability function are not just solutions of standard type differential equations
but moderately are to be represented by integral equations with an integral kernel
K (x − y) (x − y)−α of some fractional orderα.Newly, a class probability densities
f (x) such as Fox function representation [18] given by the integral equation

xm f (x) =
∫ x

0
(x − y)−α f (y) dy, x > 0 (48)
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where α > 0 is non integer number, and m is positive integer (m = 1, 2, 3. . .). The
special class of normalized one-sided Levy-type probability densities is developing
by deeply study and analysis. Therefore,

f (x) = aμ

Γ μ
x−μ−1e

−a
x , a > 0, x > 0 (49)

is a solution of fractional differential equation.

avms
0D−v

x f (x) = a5μ−2

Γ μ
xμ−1e−1/x (50)

If we recover the Levy-index μ as the fractional order q of the differential operator
A
0 D−v

x . We note that f (x), given in (49), tends to zero for x → 0 and has a for large
x-values the desired asymptotic behavior Eq. (44). To show the f (x) for several
values of μ. It is obvious that the asymptotic power-law tail satisfies the scaling
property f (λx) = λ−μ−1 f (x), where λ is the scaling factor and μ has been
identified as a fractal (similarity) dimension [10]. In the study of random walks,
of ion-channel getting kinetics [12] and in the understanding of regular structures
and pattern formation in biophysical systems [12, 22] self-similar processes play a
dominant part based on Levy dynamics. The class of probability densities (49) is
non-negative, and has the moments (k = 0, 1, 2, . . .)

〈

xk
〉

=
∫ x

0
xk f (x)dx = ak Γ (μ − k)

Γ μ
(51)

Including normalization
〈

x0
〉 = 1

To show that (49) is a solution of (50) we insert f (x), given in (49), into the
integral (48) and substitute

t = ax

(xz + a)
(52)

We have,

avms
0D−v

x f (x) = av

Γ (v)

aμ

Γ μ

{∫ x

0
(x − t)v−1(at)−μ−1e−a/at dt

}

(53)

avms
0D−v

x f (x) = av

Γ (v)

a4μ−2

Γ μ

{

∫ x

0

( z
a

)v−1

(xz + a)v−1 e−z/adt

}

(54)

On putting v = μ the remaining integral is just Euler’s definition of theΓ -function
Γ μ for μ > 0. Thus we have,

avms
0D−v

x f (x) = a5μ−2

Γ μ
xμ−1e−1/x (55)
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Which is more correct and feasible due to new applied ms-operator. This operator
can applied in physics and bio-engineering, bio-informatics, Statistical mechanics,
Control engineering, PSO Theory etc.

3 Conclusions

The fractional calculus is little studied and it is very useful in diffusion process
in media with fractal geometry [11, 15] and also have formulated fractional diffu-
sion [23] and fractionalBoltzmann equations [14]. In this paperwehave studied a new
generalized special function i.e. generalized M–function and a new fractional calcu-
lus operator i.e. ms-operator both will be applied in applications of fractional calcu-
lus in signal processing, Artificial Intelligence, Bio-Medical engineering, Mechani-
cal engineering, Automobile engineering, Control engineering and automation . In
designing of control systems and new machines, advantages and disadvantages of
human being operator have to be taken into account. Better work organization should
ensure high inspiration, increase competencies, personnel firmness and human work
efficiency with new approach of Mathematical Modeling using above New Math-
ematical functions and Operators. It seems to be obvious that the new approach to
the process of man-machine interaction should be developed. It has to be based on
the latest achievements of the software engineering, new unconventional possibil-
ities of hardware systems and deep knowledge about human performance. Better
employment of human and modern manufacturing systems’ advantages by proper
man-machine interaction design should be the aim of the multidisciplinary research.

References

1. Agarwal, R.P.: A propos d’une note de m. pierre humbert. C. R. Acad. Sci. Paris 236(21),
2031–2032 (1953)

2. Ali, M.: Fractional calculus operators and their applications in science and engineering. Ph.D.
thesis, Jiwaji University Gwalior (2014)

3. Chaurasia, V.B.L., Pandey, S.C.: Computable extensions of generalized fractional kinetic equa-
tions in astrophysics. Res. Astron. Astrophys. 10(1), 22–32 (2010)

4. Feller,W.: An Introduction to Probability Theory and its Applications.Wiley, NewYork (1971)
5. Haubold, H., Mathai, A.: The fractional kinetic equation and thermonuclear functions. Astro-

phys. Space Sci. 273(1–4), 53–63 (2000)
6. Lorenzo, C.F., Hartley, T.T.:Generalized functions for the functional calculus. Technical Report

NASA/TP-1999-209424/REV1, NASA (1999)
7. Miller, K.S., Ross, B.: An Introduction to the Fractional Calculus and Fractional Differential

Equations. Wiley, New York (1993)
8. Mittag-Leffler, G.: Sur la nouvelle fonction Eα (x). C. R. Acad. Sci. Paris 137, 554–558 (1903)
9. Mittag-Leffler, G.M.: Sur la representation analytique d’une branche uniforme d’une fonction

monogene. Acta Mathematica 29, 101–181 (1905)
10. Montroll, E.W., Shlesinger, M.F.: On 1/f noise and other distributions with long tails. Proc.

Natl. Acad. Sci. 79(10), 3380–3383 (1982)



Computable Extensions of Advanced Fractional Kinetic Equation … 89

11. Nigmatullin, R.: The realization of the generalized transfer equation in a medium with fractal
geometry. Physica Status Solidi (b) 133(1), 425–430 (1986)

12. Nonnenmacher, T.: Fractal scaling mechanisms in biomembranes. Eur. Biophys. J. 16(6), 375–
379 (1989)

13. Nonnenmacher, T.: Fractional integral and differential equations for a class of levy-type prob-
ability densities. J. Phys. A: Math. Gen. 23(14), L697S (1990)

14. Nonnenmacher, T., Nonnenmacher, D.: Towards the formulation of a nonlinear fractional
extended irreversible thermodynamics. Acta Physica Hungarica 66(1–4), 145–154 (1989)

15. Oldhman, K., Spanier, J.: The Fractional Calculus: Theory and Applications of Differentiation
and Integration to Arbitrary Order. Academic Press, New York (1974)

16. Perdang, J.: Lecture Notes in Stellar Stability. Part I and II. Instito di Astronomia, Padov (1976)
17. Saxena, R., Mathai, A., Haubold, H.: On generalized fractional kinetic equations. Phys. A:

Stat. Mech. Appl. 344(3), 657–664 (2004)
18. Schneider, W.: Stable distributions: fox function representation and generalization. In: Albev-

erio, S., Casati, G., Merlini, D. (eds.) Stochastic Processes in Classical and Quantum Systems.
LNP, vol. 262, pp. 497–511. Springer, Berlin (1986)

19. Seshadri, V.,West, B.J.: Fractal dimensionality of lévy processes. Proc. Natl. Acad. Sci. 79(14),
4501 (1982)

20. Sharma, K.: On application of fractional differential operator to the K4 function. Boletim da
Sociedade Paranaense de MatemĞtica 1(30), 91–97 (2012)
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A Model-Driven Engineering Approach
to the Evaluation of a Remote Controller
of a Movement Assistant System

Anna Derezińska and Karol Redosz

Abstract In Model-Driven Engineering, structural and behavioral models can be
applied in codegeneration. Statemachinemodels are an importantmeanof describing
behavioral features of a system. This paper presents development of a controller of
an exoskeleton system and its interface. Exoskeleton is a system to assist movement
abilities of a person that is carrying on a mechanical suit and controlling the system
operations. The controller development is based on UML class models and their
state machines. The models are transformed into code, extended to an executable
application and run with a test scenario. Different transformation approaches are
compared in experiments and adequacy of the derived implementation is observed.
Moreover, the model can be used as a benchmark in experiments with other code
generation tools.

Keywords UML ·MDE ·Code generation · State machine · Statechart · Exoskele-
ton system · Remote controller

1 Introduction

An exoskeleten system is a kind of an orthotic robot that supports basic movement
of persons with various motoric disorders, including spinal cord injury [3]. A system
has a form of a mechanical skeleton that is attached to a user body, to its shoulders
and legs [9, 13]. There are two main goals of the system. (i) A person has an ability
to move around in a vertical position, without a wheelchair. (ii) A person can make
exercises, mimicking the typical pattern of leg movements, which is very beneficial
for a certain range of wheelchair users.

A user operates a system directing commands to system components. Therefore, a
system is equipped in an electronic device to controlmoves of particular system parts.
A user can use an interface of a remote controller to cooperate with the skeleton. An
important issue is specification of the system behavior in the terms corresponding to
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a real system. Furthermore, this specification should be transformed to executable
code in an automatic way. Therefore, the system interface, behavior, and their mod-
ifications can be observed and interpreted.

In this paperwe showed how a problemof development and evaluation of a control
system of an exoskeleton can be dealt with a Model-Driven Engineering Approach
(MDE) [10, 14]. Themain idea ofMDE is to create appropriate structural and behav-
ioral models and transform them into an executable code. Consequently a system
can be effectively evaluated by testing of the corresponding application. Considering
approaches that use UMLmodels as a source of a model to code transformation (m2c
in short) themost of them concentrate on structural models, i.e. class diagrams. How-
ever, behavioral models are also an important source of code generation services.
The mostly used in this context are UML state machines and other automata-based
relatives, like Finite State Machines, and Harel statecharts [7].

In the presented solution, a system development is based onm2c covering not only
classes but also comprehensiveUML statemachinemodels. First, we present amodel
consisting of UML class and state machine submodels. The model was developed to
serve as amock system in the development of an exoskeleton [18] and has an intuitive
interpretation in the real system. This paper is not dealing with design problems of
mechanical structure of the system and the system power supply [1]. We focus on
an interface and a system remote controller. Other parts of the exoskeleton system
are modeled with so many details that allow for effective testing of this controller.
The model specifies behavior of system classes using various notions of UML state
machine. Hence, different scenarios of a user-system cooperation can be examined.

Having the model, its corresponding application was developed and evaluated.
The main challenge was a complete and accurate automatic transformation of com-
plex state machine models. Therefore, different MDE approaches were verified. The
created model was used in experiments with three code generation tools, two com-
mercial [11, 12], and FXU—an m2c tool developed in the Institute of Computer
Science WUT [16, 17]. The adequacy of the final applications was verified. More-
over the presented system can be used as a benchmark model that could be served
as a transformation source in evaluation of different model to code transformation
tools.

The paper is structured as follows. The next section reviews a related work. The
basic ideas of the exoskeleton system and its models are described in Sect. 3. The
code generation tools and experiment results are discussed in Sect. 4. Finally, Sect. 5
concludes the paper.

2 Related Work

Transformation of models is a central concept of Model-Driven Engineering (MDE)
[10, 14]. Transformations can be focused on the domain-specific models [8],
but transformation of UML models into a code of general purpose programming
languages is of the most practical impact.
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A taxonomy of code generators is summarized in [2]. The authors compare three
tools using a set of UMLmodels and point out at various errors in the transformation
results, such as compilation errors, execution errors, information loss and missing
notation. However the research was focused on the class models, and state machines
were not taken into account in model transformations.

Transformations of class models are commonly supported by CASE tools. Struc-
tural models are sometimes enhanced with data from profiles, OCL constraints, etc.
[4, 5].

Different approaches to transformations of behavioral models are surveyed in [7].
Various solutions are used for the implementation of state concepts, from simple
state attributes [15], to the run-time libraries supporting all notions of state machine
diagrams [16]. Many code generation approaches, and the most attempts to formal-
ize state machine semantics, are covering a small subset of UML state machines,
ignoring complex states and several pseudostates like fork and join, history concepts
etc. However, these advanced state machine concepts are especially important for
modelling of control systems and embedded systems.

Another variant of dealing with models is their direct execution using a dedicated
virtual machine instead of building an application from a model [20].

Different robots are developed in order to assist people movements [3]. Most of
the problems discussed in this context refer tomechanical solutions of the equipment.
Oneof the systems available to the patients is theReWalk exoskeleton [19]. Its general
functionality is similar to the system considered in this paper, but the details about
its control design are not known [9]. Another system of this kind has been developed
in WUT [13]. Programing of its control system inspired the work presented here.
The modeling and simulation performed for this system [1] refers to problems of the
kinematic research and power supply that are not discussed in this paper.

3 Modelling of Exoskeleton System

An orthotic robot supports basic movements of a handicapped person. A robot of this
kind is worn by a person in a form of a medical exoskeleton. An exoskeleton enables
a person to stand up, sit down and walk in a vertical position over ground. Using
some robots it could be possible to walk down and up the stairs. It also helps patients
to re-learn walking and perform medical training during rehabilitation therapy. A
system is equipped with a control unit, so a patient controls the movement with a set
of commands.

3.1 Exoskeleton System

One of the authors was involved in the research on a robot of this kind within the UE
project Eco-mobility [13]. It included the development of the robot control system
and its software. Based on this experience, various conceptual models were created
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Fig. 1 Remote controller of the orthotic model and its screens

for the control system of an orthotic robot [18]. Themodels coveredmainly structural
UML models based on classes and description of behavior using state machines.

The modeled system assists in walking, standing up and sitting down by a person
carrying an exoskeleton. A system of each leg is equipped with two active joints: a
knee joint and a hip join. There is a set of sensors in the upper part of the skeleton.
The exoskeleton is battery powered and facilitated with a remote controller. The
controller is mounted to a hand wrist.

The remote controller has several buttons, LED diodes, and an alphanumerical
screen (Fig. 1). On the left side of the controller, there are three diodes showing a bat-
tery status, a diode indicating power supply, and a power switch. Four control buttons
are placed on the right side, namely: Esc, Accept, Up and Down. The alphanumeric
screen allow to display two lines of information.

In the remote controller, a hierarchical menu is presented on the screen. It can be
navigated by buttons. Examples of two menu screens are given in Fig. 1. Main menu
corresponds to selection of movement options. After expanding a Walk submenu, a
user can adjust a number of steps and launch a walking function.

3.2 UML Structural Models

TheUMLmodel focuses on a basic exoskeleton systemand its system remote control.
The main parts of the structural model are shown in Fig. 2.

The RemoteController class stores a current status of the controller, a currently
selected function, and a number of steps to walk. It also keeps information about a
battery supplying the controller. Available operations allow to activate the controller
buttons and to switch the controller lightning indicators.

Control signals from the remote controller can be passed to the ExoSkeleton class.
This class aggregates Joint classes, depicting joints in hips and knees of two legs.
ExoSkeleton also includes Sensor objects and the MemoryCard class.

3.3 UML Behavioral Models

Behavior of each class of the model was specified with a state machine. Any state
machine was intended to completely describe all events influencing an object state.
In Figs. 3 and 4, a part of the behavioral model of the system is presented.



A Model-Driven Engineering Approach to the Evaluation … 97

Fig. 2 ExoSkeleton—a part of the class model

An object of the ExoSkeleton class can stay in one of three major states: Idle,
MotionInitializing and Motion (Fig. 3). If the system is switched on and not oper-
ating, the skeleton is idle. The movement can be launched and initialized. During
initialization two operations should be completed: loading of a trajectory and check-
ing of a threshold. Both operations can be performed in any order. This situation
was represented by orthogonal regions in the complex state MotionInitializing. The
operations are started in parallel using a fork pseudostate. After the operations have
been finished, a transition to the Motion state can be done. This fact is shown by the
join pseudostate.

Apart from triggers of operation calls that are associated with transitions, we have
used some internal activities performed on entry to a state, on exit from a state, or
while being in a state, e.g., motion in the Motion state. An exoskeleton movement
performed in the Motion state can be abandon, and the object returns to its idle state
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Fig. 3 ExoSkeleton—behavioral state machine

Fig. 4 RemoteController—behavioral state machine
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waiting for next events. In each state an error can occur and afterward the object will
be transformed into its final state.

The most interesting part of the system was the behavioral specification of the
remote controller. The main parts of the model describing the RemoteControler class
are shown in Fig. 4. The controller can remain in two general modes: PowerOff and
PowerOn. The state corresponding to the PowerOn mode consists of two orthogonal
regions. The upper region represents actions performed by the device. The lower
region is devoted tomonitoring of the battery level. TheBatteryLevel state is specified
by an external statemachine. The upper region of the PowerOn state reflects the
control facilities of the device. From the welcome screen we can move on to the
main menu. In the main menu three substates can be handled: Walk, Sit down, and
Stand up. Detailed control of walking is applied in the walking menu.

Coming back from the walking menu or from the warning screen we enter the
same substate of themainmenu. This requirement is assured by the usage of a history
substate.

In state machines of the remote controller and the battery level, different kinds of
triggers, guard conditions, choice pseudostate and other state machine concepts are
used to model their behavior.

4 Experiments

4.1 Code Generation

Many CASE tools support transformation of UML classes into code. A result of
a transformation constitutes draft of classes in a given programming language.
These classes include fields transformed from attributes, signatures of methods orig-
inated from operations, and corresponding implementation of class relations. The
classes can be accompanied with implementation details according to stereotypes
used in a model, for example reflecting design patterns, or language-specific features
[2, 4, 5]. More complicated is transformation from the behavioral models. States and
other concepts of state machines have not straightforward representation in general
purpose programming languages [7, 15].

In experiments three different tools were applied that support transformation from
UML state machines:

• Framework for eXecutable UML v.5.0 (in short FXU),
• IBM Rational Software Architect v.9.0 (in short RSA),
• IBM Rational Rhapsody Developer v.8.0.5 (in short Rhapsody).

Framework for eXecutable UML (FXU) is a tool for code generation from UML
class models and state machines [17]. Since its first version, C# code was the target
of the transformation supported by the tool [16]. Further versions were enhanced
with new facilities, such as off-line tracing of state machines [6], incorporation of a
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part of OMG MARTE profile, different UML semantic variants of state machines,
and code reuse in the multiple model transformation.

The tool (versions 0.1–0.5) is a stand-alone environment. It inputs an external file
with an UML model created with a CASE tool. The current, 5.0 version of FXU
accepts as an input UML files in the XMI/OMG UML v.2.2 format An output of the
transformation process is a C# project with generated code fragments. The project
together with the FXURun-time Library can be used for creation of a C# application.

The IBMRational SoftwareArchitect [12] is a commercial CASE tool. It is used to
design, modelling and development of software with the UML notation. It supports
many kinds of model transformations. The tool is built on the top of the Eclipse
environment, therefore it is integrated well with Java development tools. Java code
can be generated from a class model and state machines. However, only simple state
machines are represented, as a transformation of state machines is based on a simple
usage of an additional attribute in a class. Dealing with the C# language requires
a special extension of the tool to support the .NET environment. Though, a model
transformation to C# code takes into account only class models.

The IBM Rational Rhapsody tool [11] originates from the tool developed in
I-Logix in 1996, and further advanced by Telelogic. It was one of the first tools
that implemented code generation from state machines with complex states. Cur-
rently the tool is a member of the IBM portfolio. Its functionality covers preparation
of UML models, as well as transformation to an executable code. It supports code
generation of UML class and state machine models in C, C++, Java and Ada. Code
generation for C# is limited to a class model only, no state machines are assisted. A
special library OXF makes possible to use predefined state machine concepts, such
as pseudostates or events.

4.2 Model Testing

In approaches based on automatic code generation, a final outcome is an executable
application. Such an application should reflect the ideas expressed in source behav-
ioral models. An open issue is howwe can verify that the target application conforms
to expectations articulated by the model developers. In particular, does an m2c trans-
formation if correctly performed.

The problem is correspondence of the generated code to the expectation of a
developer reflected in UML models. A developer expresses several system ideas in
the model designs. Therefore a verity of state machine concepts provided by the
UML specification can be used in models. The meaning of the model elements, their
syntax and semantics should be consistent with UML specification.

A verification procedure of the presented model was based on a benchmark sce-
nario. Therefore, a sequence of events was prepared. It reflected procedures of an
exoskeleton usage, which were expressed in notion of events accepted by the model.
The events triggered different transitions of the state machines. This kind of behavior
can be run and observed at the model level. However, the aim of the experiment was



A Model-Driven Engineering Approach to the Evaluation … 101

examination of the corresponding applications at the program level. Therefore, the
sequence of events was transformed into a list of appropriate function calls. Finally,
the list was prepared in two programming languages, C# and Java, as these languages
were the target of the model to code transformations.

The test scenario covered all states and all transitions of the state machines. All
sequences of the typical usage of the remote controller were taken into account.
The exceptional and erroneous situations were also applied in the testing scenarios.
Moreover, some tools can generate traces that includes series of events. In an FXU
trace, the events are originated from an application but are interpreted in the terms
of source models [6].

The target programs were developed in C# (for FXU), and Java (RSA, and Rhap-
sody). The application built with RSA has the biggest number of discrepancy to the
original models. It was caused by the insufficient support for the complex states in
the m2c transformations. The better results were obtained for Rhapsody and FXU.
In general, the application behavior follow the expectation of the modeled system.
The one exception was the usage of timing events that were not correctly served (in
FXU) or provided compilation errors (in Rhapsody). Only FXU correctly supported
all types of an internal behavior in a state, an operation performed on Entry, Do
and Exit. The final recommendation of m2c depends on the target language, for C#
it is FXU. The effects for Java, although with some limitations, were the best for
Rhapsody.

5 Conclusions

In the paper we presented a model-driven approach for evaluation and testing of a
control system and its interface. The system structure and its behavior were modeled
withUMLclass and statemachine diagrams.Different toolswere used in experiments
for the model to code transformation. The experiments showed that the tools sup-
porting state machine transformations covering the most of UML concepts, includ-
ing complex states, can give the valuable solutions. The simplified transformation
approaches, as in RSA, were not suitable to evaluation of the modelled system. The
results of applications built with use of Rhapsody (Java) and FXU (C#) were helpful
in the verification of the expected system behavior.
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Neural Network and Kalman Filter
Use for Improvement of Inertial
Distance Determination

Piotr Kopniak and Marek Kaminski

Abstract Appropriate distance estimation is very important in different applications,
e.g. in navigation or developing natural interfaces for man-machine interaction. Arti-
cle refers to this problem and presents two approaches in improving estimation of
the distance. The distance is computed on the base of linear acceleration. The accel-
eration data is captured by an inertial sensor mounted on moving object. The first
approach usesKalman filter and appropriate preprocessing steps to denoisemeasured
acceleration. This method improves the distance estimation in noticeable manner but
is not optimal because of time growing errors. These errors results come from the
imperfection of the accelerometer and double integration of acceleration data dur-
ing computational step. The second approach improves the estimation accuracy by
using a neural network. The neural network estimates position of moving object
on the base of statistical properties of the acceleration signal. Both of mentioned
approaches were compared and the results are described in this article. Theoretical
contemplation was confirmed by practical verification which results are also pre-
sented. Conducted research show that these two approaches can be combined for an
optimal problem solution.

Keywords Motion capture ·Distance measurement ·Accelerometer · Inertial mea-
surement unit · Kalman filter · Neural network · Inertial navigation ·Man-machine
interface ·MEMS · IMU

1 Introduction

Inertial measurement units (IMU) are very popular sensors for many different appli-
cations. They are commonly used in various branches of research and industry. For
example, smartphones use accelerometers to position determination [14], medicals
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may use accelerometers tomeasure patient activity [17, 29], sportsmenmay use them
for improvement of their training [21] and animators for creating natural animation
or movies [13]. An another application of inertial sensors is also measurement of
vehicle work conditions and dynamics of unmanned aircrafts or cars [9, 25].

One of the most popular use of IMUs is inertial navigation. Standard navigation
solutions are based on GPS system, but when the GPS signal is weak, additional
position determination system is needed. Many developed solutions are based on
IMUs [1, 4, 22, 27]. It means that to determine position of vehicle or human accel-
eration measurement is used. The acceleration data is double integrated to determine
changes of subject position in time. As it was mentioned above, the most advanced
navigation solutions use GPS and inertial data fusion based on extended Kalman
filtering [4, 22, 23, 28]. Some of them apply neural networks or genetic algorithms
to improve the inertial data processing and better position prediction [4, 20, 22, 23].

Previously conducted research on remote controlling of the robotic arm showed
that inertial sensors are good solution for development of man-machine natural inter-
faces [12]. Research concerned remote controlling of robotic arm with Xsens MTx
motion capture trackers [15] and developing Java software for this sole purpose [16].
Results of the research showed that acceleration data is full of noise and highly error
prone during integration. The distance computation and linear positioning of the
robotic arm was prone to drift. It was necessary to reset the robot position frequently.
The noise influence for accelerationmeasurement is known andwaswidely examined
[3, 4, 19, 22, 24, 27]. Kalman filtering may be used for the problem minimization,
but its effect is limited. It is giving rise to additional research with use of artificial
intelligence to better distance determination. Many researchers use neural network
to INS/GPS navigation and accuracy improvement [4, 9, 20, 23, 28], but it is hard to
find research which in straight manner compares effects of Kalman filtering and use
of neural networks for improvement of the distance computing. This article replies
to this absence and describes comparison of the two approaches.

2 Kalman Filtering

Estimation of the velocity and distance covered by subject of measurement is
achieved by integration and double integration of acceleration data recorded by IMU
(XsensMTx sensor in this case). It results in unbounded estimation error growth over
time [7, 19]. This problem may be overcome by correction feedback. Such feedback
may be realized by Kalman filter.

Kalman filtering is a computational algorithm for combining noisy sensor output
to estimate a state vector of the system with dynamics that needs to be modeled
in the most precisely manner. The state vector includes system variables and inner
variables representing time correlated noise sources [6].

Equations of process state and measurement model may be written as follows
[6, 26]:

xn = Axn−1 + Bun + wn (1)



Neural Network and Kalman Filter Use for Improvement … 105

and
zn = H xn + vn , (2)

where: A—state transition matrix, x—state vector, B—control input matrix, u—
control input vector,w—process noise vector, z—measurement vector, H—transfor-
mation matrix, v—measurement noise vector, and n—number of current processing
step.

If there is no control input u function component equals zero. Process noise and
measurement noise are statistically independent.MatricesA,B andHcan be assumed
constant and equal to 1 inmost cases. It means that it is necessary to estimate standard
deviation of the noise functions w and v to fit Kalman filter to particular problem.
The signal may be assumed as pure Gaussian because Kalman algorithm tries to
coverage into correct estimation, even for poorly estimated noise parameters.

Made assumptions simplify standard filter equations. The equations in one dimen-
sional form for a computation algorithm may be written as:

xn = xn−1 (3)

pn = pn−1 + q (4)

kn = pn

pn + r
(5)

pn = (1− kn) pn (6)

xn = xn + kn (zn − xn) , (7)

where: x—predicted state, p—error covariance, q—processing noise covariance,
r—measurement noise covariance, k—Kalman gain, z—measured value.

As it was mentioned above the most important is to define appropriate noise
values. They are processing noise q and measurement noise r in this case. These
parameter’s values for described application were defined on the base of publications
[19, 27]. The measurement noise covariance r was estimated by computing variance
of measured acceleration by MTx tracker in no movement conditions. The process
noisewas estimated experimentally on the base of initial noise value equal to 0.008 m

s2
taken from individual Motion Tracker Test and Calibration Certificate attached to
used MTx sensor by its producer. The chosen values for Kalman filter parameters
were: process noise q = 0.01 and measurement noise r = 0.00088.

To start the filtering process loop, we need to know the estimate of x0, and p0. If
the initial state of the system is nomovement conditions the values may be set x0 = 0
and p0 = 1, respectively. The filtering process is done in a loop where the first step is
prediction equations computing and the second one is computing corrections. Output
values are input for next loop iteration.
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The described filter was used to denoise the accelerometer data and improve
distance computing of moving MTx tracker. The tracker was a part of man-machine
natural controlling interface. The tracker was attached to a hand of the operator who
was controlling a robotic arm remotely.

3 Distance Determination with Kalman Filter

The research of distance determination was done with use of MTx motion tracker
from Xsens, as it was mentioned before, and obtained results and parameters of
computation process presented below are valid for this type of IMU.

Distance measurement on the base of acceleration data requires double integra-
tion. A result of the first integration is a velocity. A result of the second integration
is a distance. To increase accuracy of integration linear approximation between suc-
cessive samples was done. The process requires additional data processing to avoid
huge computation errors. The computation steps should look like that:

1. RemovingEarth acceleration influence to other linear accelerationmeasurements.
The IMUdoes notmove in a horizontal plane so a part ofEarth accelerationmaybe
added or subtracted from accelerations measured along other axis. This influence
is removed by multiplication of rotation matrix achieved from MTx and Earth
acceleration vector and subtracting from measured acceleration.

2. Kalman filtering to remove signal noise. White noise may strongly change the
integration results. Computed initial values of noise covariances for Kalman filter
was: q = 0.01 and r = 0.00088.

3. Acceleration threshold to remove low values of acceleration. The acceleration
value is not equal to zero even after Kalman filtering. Its value fluctuates below
0.1 m

s2
. It should be zeroed because it causes of increasing velocity in nomovement

conditions.
4. Force the velocity down to zero if acceleration is equal to zero. This is done

because the computed velocity is not equal to zero even the acceleration is equal
to zero and the sensor does not move. This action was performed after 20 samples
of acceleration equal to zero.

An example of a positive influence of Kalman filtering is shown at Fig. 1. The
measurements presented at Fig. 1 are achieved after two pairs of moves. Each pair
included one move forward and one move backward at distance 0.5m. As we can
see, the filter caused better velocity cut off when acceleration is 0 and distance deter-
mination with small drift, but more accurate than in no filtering case where the error
is huge and growing fast with time. To approve the distance computation a neural
network was used in the next step of the research.
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4 Neural Networks

A neural networks can be used to determine unknown processing function. It can
be done by supplying network with a sufficient data to its input and usually telling
what output is expected and that technique is used in current study. The name of
this technique is described as training with supervisor, as the input and output data
is known from beginning, which is described in following part of paper. Method is
used, where finding a connection between input and output is somehow difficult and
it needs complex analytic approach [5, 8, 10]. Training without supervisor is also
possible, but in the current study, supervised training is much more efficient due to
type of data.

A working process of artificial neural networks can be simply described as a
operation that convert input space into output space by certain function, so logical
representation is created from three logical layers: input, processing and output, but
usually network is described as a three physical layers: input layer, hidden layer and
output layer (where hidden layer can be created bymanymore sublayers) [8, 10, 18].

Data used to supply input layer during training process is called pattern, so doing a
training process implies collection of sufficient amount of patterns [8, 10]. One of the
most popular method of training technique is back propagation algorithm [2, 11, 18]
and in short, the idea of this algorithm is about supplying network with pattern and
then, reading response of trained network. Response value or values are compared
with desired output value and overall error is calculated, which is propagated back to
all neurons in network. In order to do that, activation function must have a derivative.
The end of training is usually chosen by programmer, when overall error is sufficient
[11]. One of the main problem of this approach is the way to determine, when error
is sufficient enough and when chosen structure matches designer problem. Large
error means, that due to topology, network can not find solution that can solve stated
problem or more training time is still needed—overall, network can not be used
in that state as response seems like random value [11]. Second problem is present,
when calculated error is too small and system does not give any way of finding out,
if network learned everything exactly in one to one pattern, due to large amount
of memory. Good design of network use as low as can neurons to find a sufficient
solution to stated problem [11].

The specific algorithms and methods that helped to find a solution to problem
stated in the title of this paper are described in the following sections.

5 Distance Determination with Neural Network

In order to create working network that can solve stated problem, many different
criteria were studied and one specific model was chosen. In chosenmodel of network
there are 21 inputs, 3 hidden layers and only 1 output, which calculates distance value
in response to input data.
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Firstly, explanation of chosen input data is needed. During conducted research,
many individual samples has been taken, and each of them describes one specific
move or many different moves in one complete sample saved to file. One of the
first thing to think is to supply neural network with each of saved files and wait for
calculated response of the network. There are many problems in that solution and
many problems about choosing right topology. One of them is presence of many
samples in one file—each of file contains samples of move from few to dozen of
seconds and due to registering data in 150Hz, even short move is described by
one thousand samples, which is not a good thing for neural network in terms of
requirements of calculating power and therefore time.Muchmore simplified solution
is needed. Second problem is a way of telling the network, how the response should
look like, and without proper way of telling that to the network, a process of learning
is even more difficult. Going further, structure of network is also going to be chosen,
andwithout proper input and output values, created networkwill have large problems
in matching inner topology to the class of the problem.

To ensure that created network can work with any data coming from inertial
sensors, many actions have been taken. First thing to do is about reducing number of
inputs to the minimum as long, as there is possibility for network to tell from them,
what kind of move user has done and what is approximate distance of that move. In
order to do that, 21 inputs have been chosen. First one is average of all samples values
of accelerations read from file, so it can tell network in which way the move was
done. Parameter also tells about approximate distance of movement, but as Kalman
filter section shows, it is not usually precise representation. Second parameter is
average of positives accelerations and third parameter is average of negatives. There
are used to distinct movement further. Forth parameter is time of the movement in
minutes, so network can tell if movement is rapid or slow-paced (which is crucial,
when it comes to drift which is generated from accelerometer). Fifth one is about
how many times there is move from positive acceleration to negative. It is also can
help to distinct shaky movements, where data received from accelerometer contains
more bias about it real acceleration. Next sixteen parameters contain data about
percentage of distribution of acceleration values during study. One of the purpose
of that fragmentation is to show trained network hints to determine, where the drift
of the data is going to be bigger and when it is going to be smaller. Much bigger
purpose is about creating system which is unvulnerable to existing data noise. By
using described above parameters, impact of noise is highly reduced, mostly due
to use of average value of received samples. As being said, first three parameters
using approach which depends on average. Fourth parameter does not need a further
filtering. When gathering information from fifth parameter, necessary cutoff level
has been set to ensure, that noise is not counted as significant value. Last sixteen
parameters of percentage of acceleration distribution are by the nature average values
as first parameters, so they are not affected by bias occurrence. In short, this section
describes chosen model for the input of the network, but there is still need to choose
appropriate model for hidden layer.

Before going further, there is also need for explaining format of registered
data, that for conducted study can be limited to values of one of the axis of used
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accelerometer. As mentioned before, used network model required either input and
output to start training process. The way of receiving missing output value is possi-
ble due to additional information that is stored in file and tells, how far the device
moved from point of origin during all registered moves. That informational is crucial
to create a training patterns. After setting the input layer, there is a need to choose
number of neurons in hidden layer, which is not usually easy task to do, due to many
circumstances. In order to find out topology that can solve the stated problem, the
dedicated algorithm is needed. Implemented algorithm get all registered patterns and
divide them into two groups: one of them is group of patterns for input of the net-
work, second one is group of patterns used to verify network outcome during training
process. Ratio between two groups depends on number of registered patterns, but
usually 80–90% for training data and 10–20% for verification is enough to train
network. Algorithm starts without hidden layers and gradually increases amount of
layers and neurons within. In each iteration, overall error of network is calculated
(which is based on input patterns) and second error calculated upon verification data.
That kind of approach can help with choosing topology, where calculated error and
number of neurons are as small as possible.

Created algorithm was used to choose inner structure of network, that was set
as two hidden layers and each of them contains ten neurons. Final model can be
described as 21-20-20-20-1 model, where are 82 neurons and 1240 connections
between them and this model is used to calculate distance of new registered patterns.

6 Comparison of Kalaman Filtering and Neural
Network Approaches

As conducted study shows, using neural network to solve distance calculation prob-
lem give acceptable results only in certain circumstances, which can lead to the con-
clusion, that network still needs more various data about moving. Figure2a shows
calculated distance by double integration with andwithout use of Kalman filter.Mea-
sured distance in this case is about 0.0m, so distance line should eventually reset
to starting position however, there is a drift value that finally leads to positive value
at the end of move and it is about 0.18m for Kalman filter method and 0.34m for
no filtering approach. One of the primary use of neural network is its generalization
process, which is used to calculate distance value over time. In current study, network
recognizes oscillating movement and assumes that it will end in certain value, which
in this case is about 1mm above real value, which is precise result.

In another case presented in Fig. 2b, network once again predicted outcome in a
higher resolution that standard approach. Real distance was−0.40m, but computed
value with use of Kalman filter was equal to−0.35m and without filter it was about
−0.31m.Due to previous trainingmethod, the network could also determine this case
and returned value of distance which was −0.395m, which differed from expected
value in measurement error margin.
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In previous cases, the movement that was made, was relatively dynamic in terms
of acceleration gain, which can lead to conclusion, that growing bias is in pair with
higher acceleration values. The next case covered relatively low dynamic of move-
ment and it is shown in Fig. 2c. With lower acceleration gain, the outcome bias was
also much lower than in previous measurements. Expected value in this case was
about 0.10m and once again, Kalman filter helped with correcting measure bias over
time. Value gained from output of neural network was also close to expected value
and the difference value was about 0.002m.

Last case coveredmovement,where neural network had problemswith calculating
relatively simple, one directional move. Answer of the network was about 0.2m,
where expected value was about 0.15m. In that case, also standard approaches had
a problem with correct computation of the value (which suggests low precision of
conducted measurement), but by using Kalman filter, error was still smaller, than
network error. That movement is presented in Fig. 2d.

For many other cases, there are times, where neural network returns closer values
to expected value and times where filtering data with Kalman filter gives better
results. Overall, using neural network approach still needs additional development,
but for data recorded during conducted research it gave sufficient results.

7 Conclusions and Future Works

The article presents two approaches of distance determination with use of inertial
measurement unit. The acceleration data is not precise because of accelerometer bias,
white noise and other error types. It causes incorrect determination of a distance
covered by subject and the computing process should be additionally supported.
There are at least two methods to resolve this problem. They are: Kalman filtering
and use of artificial intelligence. Kalman filtering is a method sufficient to improve
measurements of single or double moves. When the number of moves grows the
measurement error grows, too. In these cases better results are achieved from a
neural network.

As study shows, the preferable way of using these two approaches can be done by
combining result of each other, which can be case in further study. Trained network
still can be used as a tool, which will help in certain cases. It is not sufficient enough
to replace analytical approach to calculate distance in few example cases and it will
require additional study about which topology suits problem better and is it possible
to completely replace standard way of calculating distance.

The distance covered by MTx sensor was measured with use of a metal measure
tape. It is not so precise method. The measurement accuracy may be raised in future
research. It is planned to use the distance measurement with game controller Razer
Hydra which returns more accurate data of 3D localization.
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Mobile Activity Plan Applications
for Behavioral Therapy of Autistic
Children

Agnieszka Landowska and Michal Smiatacz

Abstract This paper concerns technological support for behavioral therapy of
autistic children. A family of tools dedicated for mobile devices is presented, that
allows to design and perform an activity schedule in behavioral therapy. The paper
describes the main challenges, that were encountered, especially in meeting the
non-functional requirements of the application: simplicity, repeatability, robustness,
personalization, re-usability and learning support.

Keywords Autism · Behavioural therapy · Supportive technologies ·Mobile tech-
nologies · Activity schedule method

1 Introduction

Autism is a developmental disorder, that influences the ability to socialize, com-
municate as well as learning skills [1, 9]. Autistic children have diverse level of
deficits in language understanding, speaking and other areas, that make the therapy
and education very difficult [8]. Autism is not only a personal or family matter, but
a social problem, as the number of children diagnosed with autism rises all over the
world. Our motivations to develop e-technologies supporting autistic children lies
in a belief, that an appropriate therapy adjusted to the deficits of an individual, may
result in independent life as an adult, including not only daily routines, but also find-
ing a job. Moreover, late diagnosis as well as insufficient or inappropriate therapy
may result in becoming an adult dependent on the help of the others with medical and
social care financed from public money. Therefore a reliable diagnosis and effective
therapy are crucial for solving the social problem of autistics’ exclusion from society.
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There are several premises for supporting autistics’ therapy with e-technologies.
Most of the autistic children are eagerly using computers and tablets once they are
taught how to use them [8]. Autistics require repetitive environment for functioning
and learning. Technologies are able to perform the same activities in exactly the
same way and with indefinite patience. Moreover, systems and devices might be
customized in order to adjust to a unique set of deficits of an individual.

Some studies report, that tablets and dedicated applications are used in therapy in
half of the centers for autism therapy [5, 6]. Mobile devices have several advantages
over traditional personal computers: it’ easier to learn to operate a touch screen than
a mouse and a tablet can be taken home or to school to support an autistic child in
the real environment. E-technologies, and especially mobile solutions, can be used
outside specialized schools, are able to support parents in education of their autistic
children as well as enable autistic individuals to have an independent life in the
society.

In this paper, we describe a design of a set of tools, that support behavioural ther-
apy, based on the activity plan method. The applications are dedicated for mobile
devices (tablets). The paper describes, how the basic structure of an activity planmust
be multiplied and extended in order to fulfil the following non-functional require-
ments: simplicity, repeatability, robustness, personalization, re-usability and learning
support.

2 Background

Educating children with autism spectrum disorder could be a challenge in the best
of circumstances [10]. Autism is a developmental disorder that affects mainly social
and communication skills, and those deficits influence educational processes. Autis-
tics usually aren’t able to respond appropriately to their environment and learn from
other people by imitation. Children with autism often have delays in language skills,
including not only reading, but also speech. Some develop the ability to read simul-
taneously or even earlier, than the ability to speak.

Autistic children often do not perform acceptable forms of spontaneous play [8].
Instead, they use toys for knocking, putting into mouth or even throwing. Therapists
as well as parents are faced with the challenge of making a child busy every minute
all day long, as an autistic child often requires external support or at least initiative
in performing acceptable activities [10].

Behavioural therapy proved to be successful in education of autistic children,
especially when introduced in the first years of life [8]. Individualized early therapy
and treatment may result in (almost) normal functioning of some people with autism
in adulthood.



Mobile Activity Plan Applications for Behavioral Therapy of Autistic Children 117

The activity plan method of behavioural therapy was proposed by Lynn
McClannahan and Patricia J. Krantz in 1998 [7]. It is a method of teaching as well
as a way of organizing self-service activities and is widely used across the world in
therapy and education of autistic children. An activity plan is a detailed step-by-step
instruction of performing a specific task. The instruction might be visual (photos,
pictures) as well as verbal (words, sentences) and in practical settings those two
types of information are usually combined to additionally develop reading skills.
The tasks might include: self-service activities such as hand washing or dressing
up, development of basic skills like drawing, speaking, up to social interaction and
scholar challenges. The types of tasks and the mode of instructions in a specific plan
depend on the development stage of a child and an individual set of deficits, as the
activity plans must be highly personalized to be effective [7].

In 2014 a voluntary project has started atGdanskUniversity ofTechnology (GUT),
that aimed at implementation of an application, that supports a therapy with activity
plan methods [3]. The project is held with the support of Institute for Child Devel-
opment (ICD) from Gdansk, Poland, which uses the activity plan method on a daily
basis in children therapy. The institute runs a kindergarten for autistic children, that
accepts children aged 3–8, diagnosed with autism spectrum disorders. Therapists
prepare paper and binder versions of activity plans, that are designed for an individ-
ual child. Each child has tens of activity plans (and binders to guide them). Paper and
binder versions of plans are effective, but inefficient due to the following reasons:

• their preparation is labor-intensive and therapists spend hours modifying them for
the next use,

• their re-usability is limited,
• their storage is space consuming (large shelves of binders for each child),
• it’s hard to take them out (a child can carry one binder, however more would not
be handy).

For a couple of years therapists in the Institute use computers as well as tablets for
therapy support. Each child educated in the institute has a tablet assigned, however
only some of the activities are performed with the use of e-technologies. The Insti-
tute had tried to adapt some applications for activity plans support (a shopping list
program as well as photo gallery), however, they had faced the following challenges:

• modification of the plan or activity was almost as labor-consuming as with the
paper version,

• visualization of child’s plan execution was often modified by mistake,
• there was no tracking of the progress with the plan nor activity,
• the program was sometimes unintentionally escaped by a child and some infor-
mation was lost,

• the programs were hard to configure and contained irremovable distractors.

Due to the reasons mentioned above, a dedicated application would be a much better
solution and the joint initiative of GUT and ICD aimed at developing one. The project
goal is a dedicated personal activity plan, designed by a therapist on child’s tablet to
be used in the class as well as taken-away home and for holiday. Students of GUT
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develop the activity plan application within a group project under the supervision of
the paper author. The intention is not only to provide an executable version to ICD
and other parties, but also to share the developed application under an open source
license in order to enable extending and adjusting it by any willing institution or
individual.

3 Requirements and Evaluation Criteria

The main requirement for the application is to prepare, store and display an activity
schedule prepared by a therapist for a child. The basic model of an activity schedule
contains the following objects: activity plan, activity and step.

An activity plan is a sequence of activities that a child performs during therapy,
designed for one or a couple of days. The plan is always prepared by a therapist and
modified with the progress of a child, sometimes day-by-day.

An activity is a task to be performed by a child (a task can be a simple action
or more complex task, that requires additional instructions). During the learning
stage the activity is followed with a script (step-by-step instruction of performing the
task). The skills, that are addressed by activitiesmight include: self-service, receptive
speech, active speech, reading, writing, imitation and recognition, matching, artis-
tic skills, mathematics, physical activities (gymnastics), group activities and peer
interaction as well as reduction of inappropriate behavior.

An activity step is a single and simple unit actionperformed inorder to accomplish
a task (an activity). In the learning stage every activity step is supported with hints
(one step might have: visual, textual and/or audio hint). With child progress the
hints are gradually reduced and in the final stage a child is expected to perform a
specific task without a hint or a therapist intervention. Autistic people are usually
good at visual perception, therefore the visual hint is the most frequently used and
then gradually replaced with others.

The functional requirements seemed simple at the beginningof the project—to edit
and play slide show with sound. However, non-functional requirements and speci-
ficity of the user (i.e. autistic child) made the project challenging. The additional
criteria included: simplicity, repeatability, robustness, personalization, re-usability
and learning support. The criteria were explicitly or inexplicitly expressed by thera-
pists from ICD and are a result of years of practice in behavioral therapy of autistic
children.

Simplicity of application interface and interaction patterns is a basic require-
ment for autistic children. When provided with an application containing distractors
(animations, buttons etc.), children might fix on triggering them and be unable to
perform, what they are supposed to do.

Repeatability feature has at lest two meanings in this project: (1) it should be
possible to repeat the same activity in exactly the same way again and again in order
to support learning, but also to create habits like hand washing; (2) all activities in the
plan should be handled in exactly the sameway—the simpler the interface interaction
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pattern is, the quicker the child would learn to use it independently. The repeatability
of interaction pattern is critical due to twodeficits, that autistics typically have: limited
ability (or even inability) to make choices and lack of spontaneous exploration of
something they do not know.

Personalization is one of the most important features, as it influences directly
the effect of the therapy. With respect to the application it requires the ability to
design plan, activities and steps individually for every child. On the other side, per-
sonalization of paper versions of activity plans is the reason for low re-usability and
as a result, work-consuming preparation. Another expected feature, that is partially
related to personalization is learning support, that represents ability to re-design
and adjust the plans with child’s progress.

Re-usability of activity plans was claimed to be a very important requirement
for the designed application. Personalization and re-usability might seem in contra-
diction, but versioning and multiplication is easy with the use of technology. Both
criteria significantly influenced the database design.

Another required feature of the designed application is robustness, and that
requirement has significantly influenced the design decisions. Robustness in this case
means, that the application is tolerant for human errors and the ones are reversible.
An autistic child, especially in the early stage of therapy, does not follow typical paths
he/she is expected to.Moreover, some children have associatedmanual disorders that
make them very demanding tablet application users, as their tap and swipe gestures
could be imprecise. They are expected to click anywhere, perform multi-touch and
mark the activity as completed even if it is not. The specific condition of autistic
children requires, that the child’s plan might be changed only by therapists and any
action done by mistake should be reversible by the supervising therapist.

There were priorities assigned to the non-functional requirements according to the
interviews with therapists from ICD and the following order was accepted (from the
highest to the lowest priority): robustness, personalization, simplicity, repeatability,
re-usability and learning support. The priorities significantly influenced the archi-
tectural and design decisions for implementation as well as the project development
process.

4 Application Design

The basic structure of the activity plan can be represented as a simple triad of entities:
Activity Plan, Activity and Activity Step, as presented in Fig. 1.

Each Activity plan is described with a plan name, plan type and plan level. Each
Activity is described with a skill, that is addressed, and a level of the skill, as well
as with a name and type. An Activity Step is described with a sequence number
indicating the order of steps, step name, set of hints (picture, text, sound) as well as
success and failure actions (that might be a picture or a sound).

The presented basic triad of entities is not enough to implement non-functional
requirements for a dedicated application supporting the activity plan method.
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Fig. 1 Basic triad of entities for modeling activity plans

As the first priority was to provide robustness, the decision was made to divide the
activity plan support to three applications: Activity Plan Player (dedicated for a child
using it and robust for unintentional changes), Activity Plan Designer (dedicated
for therapists) and Activity Plan Share (for therapist). There were other technical
solutions, that were considered, including client-server architecture, however, due
to the specific environment an application might work in (e.g. no Internet access or
no server access while taken outside the institution), the decision on functionality
split into the three applications have been made. The family of Activity Plan tools is
presented in Fig. 2.

The aforementioned requirements raised also the database design complexity
and as a result, the basic triad of entities presented in Fig. 1. was not enough. The
final database model contained twelve entities, that were arranged into three layers:
template layer, plan layer and monitoring layer.

The template layer was introduced in order to provide reusability of activity plans.
The idea is to share templates between therapists, and even between supporting
organizations in order to make activity plan preparations less work-consuming. The
most important is sharing the Activity template together with prepared multimedia
for each Activity Step. For some activities also Activity Versions with information
on the Selection of steps might be shared.

Fig. 2 Family of activity plan tools
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The middle layer called Plan layer is the heart of the activity plan system, as it
stores daily or weekly Activity plans prepared for a certain child therapy and educa-
tion. Versatile activity plans of good quality might be saved as templates. The plans
for a child are prepared by the therapists, however, they might be used outside the
educational or therapeutic institution (they may be taken home and supported by
parents). The direct user of the plan layer is the child, who performs the assigned
activities step by step. The plan is prepared for the specific Child and the activities
assignedmight use templates from the template layer. AnyActivity Assigned is com-
bined with information on necessary Step adjustments, that are specific for deficits,
the child has.

The monitoring layer contains data structures representing execution of the
assigned plans, activities and tasks. Please note, that the basic triad of entitiesActivity
Plan-Activity-Activity Step is multiplied in each layer in order to provide both re-
usability and personalization. Thismultiplication of the basic data structuresmight be
typical for template-plan-do applications for any human activity. The final database

Fig. 3 Layered model of database for Activity Plan tools
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design is visualized with entity-relationship diagram in Fig. 3. Please note, that for
readability the attributeswere removed (they have been already represented in Fig. 1).

The decision on application split influenced database implementation, as some
data structures must have been shared between applications. As a result template
layer and plan layer are assigned to Activity Plan Designer, plan layer and moni-
toring layer are assigned to Activity Plan Player, while Activity Plan Share makes
copies of template layer between local and remote central repository. Please note,
that layers are shared among the three applications. Synchronization of the data
between applications is based on files and that decision was a result of the specific
environment an application might work in (i.e. no Internet access).

5 Implementation of the Solution

The application is dedicated for Android operating system. The database is imple-
mented with SQLite 3.7.2 and application in Java with Android SDK (version 7+).
The state of the development is provided as follows: Activity Plan Player is imple-
mented, and validated in the ICD, while Activity Plan Designer and Share applica-
tions are fully implemented, but not yet validated with therapists. Additionally in
order to reduce the development time and improve efficiency, a decision was made
to intentionally denormalize the template layer and now each version of an activity
is stored as a separate Activity. This decision was accepted by therapists, however
in future versions of applications the distinction of Activity Template and Activity
Version will be reconsidered.

Fig. 4 Selected screenshots ofActivity Plan applications: a Player—single activity stepwith sound.
b Player—child plan view. c Designer—plan editor. d Designer—activity editor
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Selected screenshots of Activity Plan applications are provided in Fig. 4. Two
different views of an Activity Plan Player were shown: single activity step view
(Fig. 4a) and child plan view (Fig. 4b). The list view is the basic one and activities
already performed are crossed. An activity or a step can be assigned with audio
instruction (denoted with speaker icon). The other two screenshots present Activity
Plan Designer—edition of a plan (Fig. 4c) and configuration of an activity (Fig. 4d).

Visual information is crucial in educational support of the younger children, who
do not read and is gradually replaced with audio and textual information with therapy
progress.

6 Evaluation of the Solution

The developed applications were validated in ICD with real activity schedules. The
evaluation of the solution is qualitative—observational study of the interactions with
applications was performed. Two children took part in the validation phase: 3-year
old, non-reading, with speaking difficulties and 5-year old, with high speaking and
moderate reading skills. Two therapists prepared the plan and supported the child
during validation process. There were three studies performed (two with the elder
child). Based on the real-time observation and video analysis the applications were
evaluated against the criteria defined in Sect. 3: robustness, personalization, simplic-
ity, repeatability, re-usability and learning support.

Robustness of the solution is high—the decision on functionality split into three
dedicated applications, and especially the separation of Activity Plan Player for a
child only, was the ultimate solution to address the robustness challenge. During
validation cases, there were a number of times when a child performed something
unwittingly, and each time the change was reversed by a therapist within seconds.
There was no irreversible change occurrence.

Personalization and Repeatability of the solution is also high—the plans for a
non-reading and reading child were very different and changes of the plans were easy
with some quick modifications just before validation started. Moreover, the activity
plan may contain any number of repetitions of an activity and each occurrence of
the activity can be adjusted to the child’s progress. Each step of the activity is fully
modifiable within any occurrence of the activity in the plan.

Simplicity of interaction pattern is on acceptable level. At the beginning a child
required manual support from a therapist in all three cases, however after about
15min a child interacted properly with application on his own. Learning time of
15min is well acceptable, however one restriction must be made—both children
taking part in the validation were high-functioning and learning time might increase
for low-functioning autistics. Two important observations were also made: although
most children with autism are reluctant to changes, both did not opposed against
changing paper and binder plan to tablet schedule. Moreover, after they learned how
to use the tool, they found pleasure in it (the younger one was laughing out loud,
when tapping worked).
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Re-usability criterion is supported byActivity Plan Share application. This appli-
cation was not validated yet. Re-usability, although partially provided, is the one that
suffered most from the architectural decision of the database split into three appli-
cations and denormalization of the template layer. Although partial, the progress
from the paper and binder version is significant and allows to gradually reduce the
work-load of the therapy preparation phase.

Learning support is possible within the proposed solution, however it is neither
controlled nor automated in any way and it mainly depends on the therapist work
in Activity Plan Designer application. Moreover, the decision on denormalization of
the template layer caused some reduction to possible learning support, leaving more
flexibility to the therapists, however reducing direct learning support by the solution.

The priorities assigned to the solution by the therapists, especially robustness
as the most important one, resulted in partial implementation of the less important
criteria, especially re-usability and learning support. Implementation is always some
compromise between the ideal model of the database and the constraints of the
target environment as well as constraints of the development process. Next versions
of the applications as well as development of the Progress Monitor is expected to
significantly improve both re-usability and learning support.

7 Conclusion and Future Work

Although three observational studies is unsatisfactory evidence, the preliminary eval-
uation results are promising. Most importantly, the children liked the application and
were willing to use it. The elder one preferred looking at tablet timer than at TV
screen during “film watching” activity. More precise (quantitative) evidence should
use behavioral criteria and averaged therapists opinion, however that requires a period
of daily use of the applications. The applications are ready to be applied in ICD
kindergarten in 2015 as well as will be shared on open license (see project web page:
autyzm.eti.pg.gda.pl for more information).

Current design and development processes concentrate on adding another appli-
cation dedicated for monitoring child’s progress based on the activity plan perfor-
mance as well as behavioral metrics of tablet use. Child’s progress in the ICD and
many institutions is now reported manually on large sheets of millimeter paper and
any support from the application would be welcomed. The behavioral patterns, that
might be useful in monitoring, include: tablet movements (from accelerometer),
tablet usage patterns (tap and swipe events, including multipoint tapping), applica-
tion usage patterns (navigation, decision latency, reaction to distractors) [4]. Patterns
could be recorded during learning tasks on a daily basis and confronted with therapist
evaluation [2].

The case study presented in this paper is a good exemplification of how the non-
functional requirements might influence the design as well as of trade-offs between
the requirements. Moreover, it shows, that making software applications really sup-



Mobile Activity Plan Applications for Behavioral Therapy of Autistic Children 125

portive for disabled people is a challenge, as certain disabilities have special deficits,
that impose significant non-functional requirements.
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Usability Tests Supporting the Design
of Ergonomic Graphical User Interface
in Decision-Support Systems
for Criminal Analysis

Aleksandra Sadowska and Kamil Piętak

Abstract Usability, defined as a measure of the ease with which a system can be
learned or used, is an important aspect of developing modern applications. It is cru-
cial not only in common-use solutions such as mobile or web applications, but also
in sophisticated software dedicated to specialists. Tools supporting criminal analysis
are a good example of such software. The aim of the paper is to show how usability
tests can influence the process of development of a specialized software. To achieve
the goal the paper presents tests of a sample graph editor for link analysis pro-
vided by LINK platform—an environment supporting criminal analysis developed
at AGH-UST in Kraków. The methodology of usability tests together with results
and summary about modifications in user interface are presented in corresponding
chapters. Than, conclusions about influence of usability tests on development process
are drawn.

Keywords User experience · Design · Graphical user interface · Software
supporting criminal analysis

1 Introduction

Designing sophisticated and specialized software in comparison to regular desktop,
mobile or web application may seem harder and easier in the same time. It is easier,
because specialized tools are usually used by people prepared to learn a lot, before
they are actually able to perform their work. People with analytical minds more
willingly accept, that some goals need sacrifice in order for goal to be achieved. On
the other hand, such users have higher demands and expectations about features and
solutions being deployed in the software. So, usually there is a correlation between
length of a learning curve and software capabilities. If application is meant to be
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sophisticated, learning of all the functions needs to take time. The question to be asked
is do specialized applications need to obey design constraints defined by usability
guidelines? The answer is obvious—if it is possible then why not? Well, usually it
is possible, but it is hard to be realized in the process of continuous implementation
of new features. This perspective can change by pointing how many advantages can
come from conducting simple usability study. Our hypothesis is that the ergonomics
of usage may be increased through well designed usability and user experience
studies. Moreover such studies give us not only measurement of how ergonomic the
graphical interface is, but also allow for identification of crucial problems, give clues
how to fix them and help to set priorities of improvements. The possible advantages
of such attitude are going to be shown in context of designing the software supporting
data visualization for criminal analysis. Such solutions are built by AGH-UST for
polish national security institutions such as Polish National Police, Border Guide or
Government Protection Bureau. Usability tests have been performed on one of such
solutions, which is LINK—an extensible, desktop application for data visualization
and analysis.

2 The Basis of User-Experience Studies

Usability is a subjectively new field in the domain of men-machine interactions [14].
It is usually defined as “a measure of the ease with which a system can be learned or
used, its safety, effectiveness and efficiency, and attitude of its users towards it” [4].
Besides being a measure, usability can be understood as an quality attribute of a sys-
tem (accordingly to ISO/IEC25010:2011 [10]).Usability is usually being determined
through usability testing. There are many approaches to usability testing, although
some of them are less and some are more informative. For example, widely used
The System Usability Scale [1] lets only differentiate between usable and unusable
systems. Though, besides determining how well or bad a system is, usability tests
should be employed to point drawbacks and suggest improvements [11]. Such effect
can be better achieved through interactive user-experience tests. The most basic pro-
cedure in the case of computer application is to invite at least one participant (but
three to five is optimal), ask him to deal with the application and report his major
difficulties. This process should be performed iteratively [18]. Usability tests of any
system are based on observation of user performance while dealing with the system.
For the purpose of this article we will focus on computer applications, but it should
be remembered that principles stands for any other system.

Although, it is obvious that anyone could benefit from usability testing, it is
usually somewhere far on the list of priorities. Especially in Poland, the culture of
user-centered design is only starting to be visible. Many companies do not separate
responsibilities for design from responsibilities for development [7].Moreover, there
are not too many places where usability tester can get complete education on this
matter. And last but not least, there is a lot of myths about skills that usability tester
should have in order to perform his job [11].



Usability Tests Supporting the Design of Ergonomic Graphical … 129

The major domain that realizes how much benefit can come from usability stud-
ies is web design [12]. In our opinion it is good tendency that should spread. By
describing the core of usability tests’ methodology and example of implementing it,
we would like to show, that even as sophisticated domains as criminal intelligence
can benefit from it.

2.1 Structure of Usability Studies

In details, designing usability test consists of are four major steps:

(1) priorities in system’s features are addressed and tasks are designed,
(2) an archetype user is defined,
(3) the actual study is performed,
(4) results are analyzed and conclusions are drawn.

Usually, usability test need to focus on some particular feature of a software.
Regarding specialized software it is especially important not to bite more than one
can chew [11]. Focus of each study should be narrowed to one major functionality or
even some of features of such functionality. It is reasonable to choose part of software
that seems to be most troublesome to actual users. Asking few of them should work
perfectly.

Having determined part of software that is going to be tested, the particular task
should be designed. The task is a list of assignments that participant of study should
perform. Tasks can acquire different forms, but the form is not what really matters.
It can be list of things to find in application, a scenario to perform or goal to achieve.
The most important thing is to design a task that is entertaining and a bit challenging
(but not too much, because participants may stuck somewhere in the process).

The point of the second step is to invite for study a right person. The participant
should have sufficient domain knowledge in order to perform the task. Although, it
does not mean that it has to be actual user of our software. In most cases, person
who does not know the software can be much more informative about intuitions that
novice users have and about problems they face.

The next thing is to invite participant to quiet room supplied with computer with
installed version of software that is going to be tested. Then let him to perform
the prepared task, accordingly with printed instruction. The computer should be
supplied with screen and voice capturing software, for what participant should agree.
Participant should be encouraged to speak his thoughts aloud. After completing task,
what should not take longer than an hour, he should be asked about his impressions
of software and things that bothered him most. The procedure described above can
be enriched with more specialized equipment such as eye-tracker.

Analyzing results of the study need some expert knowledge of usability principals,
although some conclusions are so obvious that anyone can draw them. Results can be
described with some quantitative measures, such as time spent on each step of task,
number of clicks needed to success or number of errors committed. Nevertheless,
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qualitative evaluation is the one that really matters. Each study should result with
the list of things that need to be improved in order to make a software more intuitive
and user friendly and to shorten time needed to learn its functionalities.

2.2 Usability Guidelines

In the literature there are mentioned many dimensions on which usability can be
judged (for review see [14]). Don Norman in his book [16] focuses on six fundamen-
tal psychological concepts, such as affordances, signifiers, constraints, mappings,
feedback and the conceptual model. Affordances and signifiers suggest to users what
actions can he perform and how and where he can do it. Constraints prevent user
from making actions that are either unwanted or that can crash the system. Mapping
refers to correspondence of features and controls with its analogues in the real world.
Feedback stands for information that user gets after performing any action. Norman
stresses that the most important is to understand conceptual model of system that
user maintains while interacting with it. As a mental model he understands set of
rules that govern the system. This set of principles is often supplemented with visibil-
ity, consistency, performance effectiveness, learnability and user satisfaction [7, 14].
Visibility determines how accessible are functions of the system through looking it
its interface. Consistency refers to designing interfaces to have similar operations and
to use similar elements for achieving similar tasks. Effectiveness says that products
should be designed to achieve a high level of productivity measured in terms of speed
and error and refers to levels of user performance [15]. Learnability and related to
it memorability consider ability of non-trained user to accomplish certain tasks and
capacity to perform tasks after period of break. If all this goals are deployed, work
with the system ought to be ergonomic.

3 Criminal Analysis Tools as an Example of Specialist
Decision-Support Software

Criminal analysis is a complex process involving information gathered from various
sources, such as phone billings, bank account transactions or eyewitnesses testi-
monies. Because of massive character of this information, it is hardly possible for
it to be processed without the help of sophisticated computer systems. On the other
hand, because of crucial role of a human expert in the process, the main role of such
a system is to support dealing with so complex data. It means that all the information
has to be transformed into a coherent and relatively simple visual form, in which
key objects (suspects, events, etc.) and their interrelations can be easily spotted. The
analysis process is comprised of set of operations related to importing external data,
data analysis and visualization.
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On the market, there is a few leading technologies such as Palantir [17], a set of
IBM i2 tools (i2 Analyst’s Notebook [8], iBase [9], etc.) or Sentinel Visualizer [5]
most of them are complex commercial solutions, designed to be general-purpose
products so that they could be easily sold to many clients in different countries. Most
of themprovide similar set of toolswhich can be categorized in the following groups1:

• data acquisition—data can be loaded from various files (tables, documents) or data
bases,

• advanced search mechanisms,
• data visualization:

– graph visualization—showing relations between objects usually used in link
analysis together with advanced analytical methods such as SNA,

– geospatial visualization and analysis—ability to show data on a geographical
map as well as executing many various analytical operations that utilize GIS
methods (eg. finding possible routes, meetings spots, searching important points
nearby objects locations),

– timeline visualization and analysis—which is showing data (usually events
related to analyzed objects) on a timeline due to discovering some relations
between them in time context (eg. finding a frequent sequence of events),

• complex analysis tools to explore data and discover non-obvious relations among
them, eg. frequent pattern mining, social network analysis.

Among all functionalities listed above, graph visualisation seem to be the most
natural way of analysing complex, relational data. It allows to combine many records
into one object and to spatially organize all relations that it has with other objects.
This way of visualization is suitable for all sorts of data. For example, having phone
calls billing of a suspect, a criminal analyst can visualise on graph his phone number
as main node and all other numbers that he contacted as related nodes. The relation
between them can bear information about frequency of their contact or about com-
bined time that they have spent on talking to each other. Moreover, visualisation on
graphs can employ many other modes of perceptual cues that make complex data
more transparent. Manipulation of size, color and weight of nodes and relations are
just few to mention.

Another example of a software which is aimed to aid criminal analysis is LINK
platform [6], developed at AGH-UST in Krakow by Forensic Software Laboratory,
which authors of this article are members of. LINK is a comprehensive data analysis
platform [3] that provides a set of desktop tools for integrating, processing and
visualizing data, which may originate from various sources (e.g. phone billings,
bank account statements, address books, etc.) [2]. It coversmost of the functionalities
mentioned above and is designed for Polish terms and conditions.

1One can notice that the above software provides much more functionalities, but the intention of
authors is not to do deep overview of such tools but only to outline criminal analysis and software
that is usually used in this domain
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Authors of this article have been developing LINK platform for years—they took
part in designing the current version and have influence on further shape of graphical
interface and ergonomy of LINK. All this constitutes LINK as a good playground to
show how usability tests can be performed and how they can help in the process of
development specialized but ergonomic software.

Link analysis with graphs visualization is also a part of decision-support systems
realized for Government Protection Bureau by AGH-UST. In this case graph editor
is implemented as web component dedicated for small amounts of objects.

4 Usability Tests of Sample Criminal Analysis
Software—the Assumptions, Results
and Conclusions

This section presents a simple usability tests methodology and presents a case study
for testing a small part of LINK environment.

4.1 The Usablity Tests Methodology

Based on the knowledge that was shortly presented in Sect. 2 a simple test method-
ology is proposed. It adds a phase for analyzing cruciability of founded drawbacks
which serves as input to estimate priorities of improvements.

In the first stage simple tasks are prepared in shape of printed instructions. Than
a few participants chosen from a target group get a running application and follow
the instruction to achieve given goals. Tasks execution isn’t time limited. The partic-
ipants are free to explore functionalities of tested program along with their intuition,
but they are asked to report their thoughts aloud. During the section a test leader
observes behavior of participants and writes down remarks. Due to characteristics
of study design, the descriptive type of results reporting is going to be employed.
However, some auxiliary quantitative (such as time of task performance as success
rate) and qualitative (as participants personal feelings and experience) variables will
be invoked as well. Tomaximize accuracy of the variables, they are set independently
by two test leaders based on the live observations and video records made during the
tests.

The next stage is a debriefing sessionwhere participants give feedback, share their
feelings about way for using the application, point crucial difficulties and propose
some improvements. It is desired to record the session to have a huge material for
further analysis.

In the third stage all remarks are analyzed to produce a list of crucial areas of tested
application which require improvements. Based on the test results which allow to
estimate how difficult particular functional areas are, priorities for further devel-
opment are suggested. An output of the stage is a prioritized list of founded bugs,
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improvement or even new features. Such output is than passed to development team
for further evaluation.

4.2 Study Design for LINK Usability Tests

We designed two simple tasks, with partly overlapping instruction that covers data
visualization on graph together with simple graph editing facilities. LINK was pre-
loaded with data and ready to perform data analysis on graph diagrams. In the study
participated four young, frequent computer users, novice in LINK software, without
domain knowledge. Study was conducted on regular notebook, 13.3’ screen size,
with screen and voice capturing program (Screenpresso [13]).

4.2.1 Task 1

The task explored subject’s ability to build a model of functions possible to execute,
based on given interface. Participants were meant to:

(1) find how to visualize preloaded dataset (a phone call billing) on a diagram,
(2) explore tools for graph editing,
(3) determine what aspects of graph means what (nodes, connections, labels).

At figures below screenshots from LINK during execution of Task 1 are shown.
Figure 1 shows interface of program before executing the task. Figure 2 shows
example of desired results.

Fig. 1 A screenshot from the LINK environment which is a starting point for Task 1
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Fig. 2 An exemplary result
of Task 1b

Fig. 3 An exemplary result
of Task 2

4.2.2 Task 2

This task was focused on specific graph editing functionalities and had scenario-like
formula. The goal was to prepare a readable diagram that may be accepted as a proof
in the courtroom.

The instruction that was more specific included:

1. Visualization of two datasets on one diagram.
2. Inference from the diagram a subset of nodes common for both datasets.
3. Visual preparation of the diagram by:

(a) Removing unimportant nodes
(b) Adjusting the layout of nodes (by choosing transparent display)
(c) Resize and color icons of phone numbers
(d) Change width and color of connections accordingly to their weights
(e) Edit labels, so that they contain crucial information
(f) Export the results of analysis to an image

The desired result is shown in Fig. 3.

5 Test Results

The Task 1. was completed by more or less accurately all four participants, although
one of them resigned after it. The Task 2. was completed by three participants. In
the Table 1 there is time of executing particular parts of each task and subjective
rate of success (estimated in percentage), being resultant of completion of each goal,
number of errors and given hints. Average time of executing the Task 1. is around
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Table 1 Results of particular goals in both tasks

Participants ID number: 1 2 3 4

Goal to achieve: min % min % min % min %

Task 1 Finding how to visualize
billing on diagram

<1 100 2 85 3 70 5 65

Finding the most frequent
contacted phone number
by adjusting size and
color of icons and arrows

4 85 10 60 5 70 7 10

Total time/avarage percentage 5 92.5 12 72.5 8 70 12 37.5

Task 2 Visualizing two diagrams
on graph and finding
common numbers

6 50 <1 100 1 100 – 0

Erasing not important
connections

2 80 7 60 6 85 – 0

Adjusting size and color
of icons and arrows

12 75 4 90 6 70 – 0

Editing labels 3 45 4 65 4 30 – 0

Adjusting display 1 90 <1 100 2 85 – 0

Exporting results <1 100 <1 100 <1 100 – 0

Total time/average percentage 25 73.3 18 85.8 22 78.3 – 0

9min which is about 3 time more than performing the same task by authors. In the
second case, average time is around 21min and can be compared to 5–6min that
takes to do the same task by the authors. The Table 1 shows that users had especially
problems with:

• finding appropriate analytical functionalities (eg. removing not important nodes
in Task 2. took a lot of time and LINK provides a function which performs such
operation automatically in a few seconds)

• adjusting visibility attributes (eg. editing label),
• reading important information from diagram (eg. finding the most frequent con-
tacted phone numbers took a fewminutes what mostly was caused by not-readable
labels on a diagram)

Observing users allowed us not only to identify difficulties, but also gave us a lot
of information how to change graphical interface—observing where people look for
particular functions helps to design improvements.

In the last part of usability tests, new priorities of improvement have been set—the
results summarized in Table 1 identified most crucial areas that need to be changed.
This constitutes a basic set of new development tasks that can be passed to the
development team.
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6 Conclusions and Further Work

Themain goal of the study was to present how usability tests can be utilized in design
ergonomic graphical interface of specialized software such as LINK environment for
criminal analysis. The research was focused on describing usability test methodol-
ogy which begins from planning test areas, through preparing and performing test
scenarios, interviews, results analysis and creating new issues with priorities based
on identified crucial difficulties.

The sample test case performed on LINK environment proved that this method-
ology gives promising results—a few major improvement were proposed and many
minor changes were identified.

The next step in our research is to implement proposed changes in LINK and
then verify how they contribute to usability improvements. The similar tests will be
performed on a new version of the environment and result (especially time of deal-
ing with particular tasks) will be compared. Another direction of research will be
comparing various users groups: experienced analysts that worked on LINK environ-
ment (to identify how they deal with common tasks and what they complain about),
experienced analysts that haven’t used LINK before but normally use similar tools
and inexperienced users. This will be used to measure learnability of chosen func-
tionality areas. Another direction of further research is to check how results gathered
from LINK tests could be applied in other similar software such as decision-support
system for Government Protection Bureau.
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Evaluating Informational Characteristics
of Oculomotor System and
Human–Computer Interfaces

Raimondas Zemblys

Abstract Interest in adapting eye movements to everyday interaction is apparent in
recent consumer technology: more and more interfaces with gaze as input will be
developed in years to come. Usually throughput and other Fitts’ index of difficulty
based methods are used to evaluate human’s ability to perform a coordinated move-
ment. However, it is questionable if such methods apply to gaze based interaction.
This paper explores measures of information transfer rate and channel capacity—a
better alternative to throughput. Based on difference of initial and final entropy of
the extent of the movement, these measures can be used to evaluate and compare any
pointing devices (mouse, joystick, eye tracker, etc.) because they evaluate only infor-
mation processing capacity of oculomotor channel, without including informational
characteristics of the methods to perform object selection.

Keywords Eye movements · Eye tracking · Human–computer interaction · Infor-
mation theory · Fitts’s law

1 Introduction

Eye tracking and eye movement based measures provide a wealth of cognitive and
behavioral data suitable for real time human–computer interaction. Because of the
long history of academic research using eye movements to understand human cogni-
tion, perception and attention (see Kowler [14], Martinez-Conde [11], Rayner [5] for
excellent reviews), and because of the highly successful adaptation of this technology
for eye control of interfaces for the physically disabled (e.g. Majaranta and Räihä
[10], Purwanto et al. [13]), there is now a lot of interest in using eye movements
as an input when interacting with computers, intelligent environments and mobile
devices. For example, recently Denmark’s The EyeTribe unveiled a $99 USB 3.0
hardware accessory which provides eye tracking capabilities to a laptop or PC run-
ning Windows 7/8 or OS X. This external tracker is mainly focused on developers,
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but the company is in negotiations to come out with their own tablet with built in
eye-tracking software and hardware [16]. Large companies are also very interested
in consumer-level eye tracking: almost 2years old Samsung’s flagman Galaxy S4
already has a very basic eye tracking features: “Smart Scroll” (which allows users to
scroll while looking at the screen and tilting the phone), and “Smart Pause” (which
pauses videos when the user looks away). Tobii, the global leader in eye tracking, and
SteelSeries, a leading manufacturer of top quality gaming gear, launched the mass-
market consumer eye tracking device for gamers.1 Sony’s Magic Lab is currently
looking into gaze control technology using SMI’s RED-oem eye tracker that could
allow players to use eye movements to steer a game’s camera, employ eye gaze as
an aiming or selection mechanism, and also let the gamers have more intelligence as
they’ll know what the other players are looking at.2 The companies believe that low
cost eye tracking has the potential to enrich games and everyday computer interac-
tion experience. Game developers who want to lead the innovation and be part of the
first wave of eye tracking games are already using consumer-level eye trackers and
already started creating new ways of interacting with computers.

1.1 Evaluation of Human–Computer Interaction

The key focus in human–computer interaction (HCI) research is prediction, simu-
lation and evaluation of user’s ability to perform actions with interactive objects in
graphical user interfaces or to execute control commands for interaction with phys-
ical world objects. The purpose of this type of research is to develop more efficient
and more intuitive devices and interfaces, that match natural capabilities of humans
with interaction techniques on computing systems. Fitts’s law is a well established
method for assessment of individual’s ability to perform a coordinated movement
and is often used to predict time, required to hit a target of a certain size at a certain
distance [17]. Based on Fitts’s law, ISO 9241—part 9 standard establishes uniform
guidelines and testing procedures for evaluating computer pointing devices. The
metric, used to assess performance of target selection tasks is called throughput C
(measured in bits/s, Eq. (1)), and includes both, the speed and accuracy of a pointing
task.

C = IDe
MT , IDe = log2

(

A
We

+ 1
)

(1)

Here A is target distance, MT—movement time, IDe—effective index of difficulty,
We—effective target size (target width, normalized to reflect what a subject actually
did, rather than what was expected [9]).

1Tobii Press release. Tobii Declares 2015 “Year of Consumer Eye Tracking” at International CES,
Dec 2014. http://goo.gl/YeYLbJ.
2SMI news. Eye tracking for PS4—Sony Magic Lab and SMI eye tracking, Nov 2013. http://goo.
gl/5BZgBB.

http://goo.gl/YeYLbJ
http://goo.gl/5BZgBB
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However, HCI community does not agree whether Fitts’s law applies to eyemove-
ments. A lot of researchers express themselves skeptical on the validity of Fitts’s
law for the eyes, nevertheless they use it when comparing different computer input
devices or methods (see Ware and Mikaelian [18], Ashmore et al. [1]), others claim
that Fitts’s law can be used to evaluate gaze based interfaces (see Miniotas [12],
Zhang and MacKenzie [20]).

1.2 Evaluation of Gaze Interaction

If we consider a gaze-aware interface, basics of Fitts’s law suggest that given enough
time subject would be able to direct his gaze within a presented stimulus of any size.
However, accuracy of eye pointing is limited to the size of fovea and accuracy of gaze
tracker (see Holmqvist et al. [4], p. 42). Assuming Fitts’s law for eye movements
also is a contradiction to a well established psychological eye speed models [8].
Carpenter’s formula (Eq.2, [2]), the most prevalent model, does not involve target
size and states, that saccade (i.e. movement) duration D (or movement time) has a
direct relationship with saccade amplitude A:

D = 2.2 ∗ A + 21 (2)

A very simple example experiment was conducted to demonstrate that Fitts’s law
does not directly apply to eye movements: participant was asked to direct her eyes
from the center of the screen to the targets of 0.25, 0.5 and 1◦ width, displayed 5, 10
and 20◦ away. Velocities of the saccades, performed to the targets with equal Fitts’s
indexes of difficulty (equal A/W ratios), are presented in the left of Fig. 1 (traces
a, b and c). According to the Fitts’s law, movement times to the targets with equal
A/W ratios should be the same. However, resulting durations of the saccades, as well
as peak velocities, are quite different. Right part of Fig. 1 (traces c, d and e) shows

Fig. 1 Example experiment: a, b, c, d and e—velocity profiles of saccades when shifting gaze to
the targets with different Fitts’s indexes of difficulty. A—distance to the target, W—width of the
target in degrees, t—duration of the saccade in milliseconds
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velocities of the saccades, performed to the targets at the same distances but different
sizes, and therefore resulting to unequal A/W ratios. Durations of the saccades are
more or less the same and confirm psychological eye speed models.

Interest in adapting eye movements to everyday interaction is apparent in recent
consumer technology: more andmore interfaces with gaze as input will be developed
in years to come. In [3] Drewes argues that recipe for a successful submission of a
paper on HCI is to provide Fitts’s law evaluation, but a simple example described
above demonstrates that Fitts’s law cannot be used to evaluate performance of gaze
pointing and therefore other methods are needed to assess and compare gaze-aware
interfaces and other common computer input methods. This paper addresses this
problem and provides a basis for informational evaluation of gaze-aware interfaces.

2 Method

The fundamental problem of communication is that of reproducing at one point either
exactly or approximately a message selected at another point.

C.E. Shannon [15]

From the very beginning Fitts attributed his law to information theory with the idea
that positioning time is limited by information processing capacity of subject’s cen-
tral nervous system. Using information theory concepts, target tracking (or pointing)
task can be described as follows: trajectory of the target in physicalworld or computer
screen would be source (input) information of the oculomotor system, gaze trajec-
tory while tracking this target—output information, and the difference between two
trajectories could be regarded as information, lost during the transmission process
[7]. If the target velocity (frequency) would increase or trajectory of the target would
become more complicated, the source information rate would increase and, because
of the noise in information transfer channel (inaccurate perception of target posi-
tion, limited computational resources of the brain, performance of eye muscles), at
some point, oculomotor system won’t be able to accurately track target. This allows
to formulate conclusion that oculomotor system has a limited channel information
capacity and this property can be used as an important characteristic to determinate
control system of the eye movements. Illustration of human’s oculomotor system,
modeled as Shannon’s information transfer channel is presented in Fig. 2. It should be
noted, that in real world, information transfer channel refers not only to oculomotor
system, but also includes equipment to display the target and measure the movement,
e.g. eye tracker (components within black thick line in Fig. 2), therefore the same
concept can also be used to evaluate HCI systems.

In this study target acquisition task is modeled as information transfer process, i.e.
when subject tracks a target, information of stimulus position is “transferred” to the
gaze position and therefore informational characteristics of oculomotor system can
be described by R—information transfer rate over an oculomotor channel (Eq.3),
which, in case of discrete target trajectory, is calculated as a difference of initial and
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Fig. 2 Human oculomotor
system as Shannon’s
information transfer channel.
Black thick
line—information transfer
channel in practice, i.e. “real
world” applications

final entropy of the extent of the movement [7]. Initial entropy would be described
by N—number of uniformly distributed stimulus locations. Final entropy would be
describedby remaininguncertainty after gaze shift and, if end-points of themovement
have normal distribution with standard deviation of σ, it would be calculated as
log

(√
2πeσ

)

. It is necessary to account for the information rate presented to the

subject, which in this case is B—frequency stimulus presentation.

R = B log
N

4.132σ
(3)

Common practice to evaluate informational characteristics of movement control
system is to apply Fitts’s law based methods, therefore in this study information
transfer rate over human oculomotor system is compared to its informational charac-
teristics, based onFitts’s index of difficulty.Moreover, standardized target acquisition
task is used to ensure comparability between this and other studies, where Fitts’s law
and methods described in ISO 9241—part 9 standard are used.
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2.1 Procedures

Ten subjects—8male and 2 female with average age of 24.5years (SD = 3.2) volun-
teered to participate in the experiment without any compensation. All had normal or
corrected to normal vision and had prior experience with eye tracking. LC Technolo-
gies Eye Gaze Systemwas used to record eye movements of both eyes at a frequency
of 60Hz each. Subjects used a chinrest and after 9 point calibration procedure were
asked to track a stimulus presented on a computer screen (17 in, 1280× 1024 px)
positioned at a distance of 70cm from the eyes. Recorded data was storied in a com-
puter memory for offline analysis using custom MATLAB scripts. System latency
of approximately 42ms was removed and, in order to improve accuracy, gaze posi-
tion was recalculated using interpolation based method for approximation of gaze
data from separate sensors (see [19], in Lithuanian). Fixations were detected using a
dispersion based algorithm with minimum fixation duration threshold of 100ms and
dispersion threshold of 0.5◦.

In this experiment discrete scheme of multidirectional target acquisition task [17]
was selected, and involved the subject to repeatedly shift her gaze from the hom-
ing center to the presented stimulus of W = [0.25; 0.5; 1]◦ width at a distance of
D = [5; 10]◦. Total of 16 stimuli for each combination (except for W = 0.5 and
D = 5) were presented in time intervals of T = [0.8; 0.6; 0.5; 0.4; 0.3; 0.2] s. To
avoid prediction and anticipation, random order of stimuli was used and data while
shifting gaze to the homing center was not analyzed. Movement end-points were
obtained by simulating eyeclicks with a dwell time of 300ms. If no such fixation
appeared during the period of stimulus presentation, fixation that started after the
new stimulus presentation and was closest to the stimulus was considered as end-
point. This ensured that in the case of double-step saccade mode [6] only fixations
after corrective saccades were marked as end-points and that no stimuli was marked
as missed if subject was able to fixate on it, but because of short stimulus presenta-
tion duration, fixation duration was under the dwell time threshold. Movement times
(MT ) were calculated as durations between the end of last fixations that belong to
the previous stimuli and a start of fixations that mark movement end-points.

3 Results

3.1 Throughput Based on Fitts’s Index of Difficulty

Selected values of D and W result to Fitts’s index of difficulties ID, ranging from
2.58 to 5.36 bit (see Table1). Throughput TP was calculated as ID/MT , where MT is
an average movement time. Following the procedure described in [17], effective dis-
tance De, effective width We, resulting effective index of difficulty IDe, and effective
throughput TPe were calculated (Table1). According to Soukoreff and MacKenzie
[17] movement time refers to the time subjects spent moving the pointing device,
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Table 1 Informational characteristics of human oculomotor system, based on Fitts’s index of
difficulty

D W ID T De We IDe MT TP TPe TP′
e

5 0.25 4.39 0.8 5.00 2.61 1.72 0.11 39.91 15.64 4.20

5 0.25 4.39 0.3 4.41 3.55 1.48 0.07 62.71 21.14 4.00

5 1 2.58 0.8 4.94 2.36 1.76 0.10 25.80 17.60 4.40

5 1 2.58 0.3 4.81 3.26 1.51 0.08 32.25 18.88 3.97

10 0.25 5.36 0.8 9.71 3.55 2.29 0.15 35.73 15.27 5.09

10 0.25 5.36 0.3 9.09 5.05 1.75 0.08 67.00 21.88 4.61

10 0.5 4.39 0.8 9.68 4.57 2.09 0.18 24.39 11.61 4.35

10 0.5 4.39 0.3 9.02 5.09 1.77 0.08 54.88 22.13 4.66

10 1 3.46 0.8 9.64 4.34 2.03 0.14 24.71 14.50 4.61

10 1 3.46 0.3 9.02 4.55 1.62 0.07 49.43 23.14 4.38

D, W , De and We—distance, width, effective distance and effective width of the target in degrees
of visual angle; ID and IDe—resulting Fitts’s index of difficulties in bits; T—stimulus presentation
time in seconds, MT—average movement time in seconds; TP, TPe and TP′

e—throughput, effective
throughput and throughput of intentional stimulus selection in bits/s

and specifically should not include homing time, dwell time, or reaction time if a
discrete task is used, therefore one can notice very high TP (24.39–67 bit/s) and TPe

(11.61–22.13bit/s) values, resulting from a very short movement times (70–180ms).
Obtained values of TPe and TP are very high and no way comparable to the

throughput of manual pointing (3.7–4.9 bit/s, [17]), unless one considers intentional
stimulus selection and adds time, required to perform an eyeclick (e.g. dwell time)
to overall movement time. Dwell time of 300ms is used to calculate throughput of
intentional stimulus selection TP′

e (Table1), which ranges from 3.97 to 5.09bit/s.
However, this “modification” is a contradiction to a well established guidelines of
throughput calculation [17]. Also, because saccades are very fast (i.e. movement
times are very short), TP′

e is mostly dependent on dwell time selected, therefore it is
more likely to evaluate informational characteristics of the method, used to perform
eyeclicks, but not characteristics of gaze pointing or information processing capacity
of the oculomotor system. Just by selecting different dwell times, one can conclude
whatever she is up to: gaze pointing has better performance than manual pointing or
vice versa.

Throughput values seem to depend on stimulus presentation duration. This raises
a question: which fixation describes information processing capacity of the oculo-
motor system better—one after initial saccade (inaccurate but resulting to the lower
movement time), or one after complete movement (accurate but with higher move-
ment time)? Throughput values in Table1 suggest that, despite of increased effective
width, higher throughput is obtained when frequency of stimulus presentation 1/T
increase. This can be explained by a fact that MT values are lower when T is shorter,
and most likely it is because there is no time to execute corrective saccades, i.e.
movement time is in the left part of bimodal distribution of movement times (see
Fig. 3, right).
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Fig. 3 Left Information transfer rate (in bit/s) over an oculomotor channel for different targets.
Right bimodal distribution of movement times

3.2 Information Transfer Rate and Channel Capacity

Ameasure of information transfer rate is a better alternative to throughput, based on
Fitts’s index of difficulty, because it’s calculation does not directly involvemovement
time. Results show that with the increase of input information rate (decrease of target
display duration T ), information transfer rate over an oculomotor channel increases
until reaches itsmaximumof 13bit/s atT = 0.3swhenD = 10 andW = 1◦ of visual
angle (Fig. 3, left, diamond marker). This maximum can be described as an average
channel capacity of the oculomotor system. Maximum information transfer rates for
other D and W combinations are lower and range from 11.14 to 12.82bit/s, meaning
that target size affects accuracy of gaze pointing. This is not surprising, because as
the target gets smaller it is more difficult to accurately determine its spatial location
using peripheral vision, especially having very limited amount of time to perform a
gaze shift. This results to increased errors in information transfer channel, and, as
a consequence, increased amount of lost information. This result partially confirms
claims of other researchers, that gaze pointing follow Fitts’s law but the reason is
not linearly increased movement time to more distant targets. Because of inaccurate
perception of target location, saccade might undershoot or overshoot the target and
corrective saccade is needed. This sums-up to a step-wise longer movement times
and indeed, distribution of movement times is bimodal (Fig. 3, right). Two separate
distributions can be identified: one with the mean, corresponding to the saccade
duration (around 60ms) and therefore depending on De, and another with the mean
of approximately 210ms, resulting from gaze shifts performed in double-step mode
[6].

Information transfer rates when performing gaze shifts to the targets at a distance
ofD = 5◦ are lower comparing toD = 10, meaning that 1) source information rate is
lower—number of possible target locations N and therefore initial entropy is lower,
and 2) target appears close to homing position and therefore its spatial location is
perceived more precise. However, at maximum frequency of stimulus presentation
used (T = 0.2 s), information transfer rate is noticeably higher (4.2bit/s, Fig. 3,
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circle) whenD = 5 andW = 1◦, meaning that given a very limited amount of time, it
is easier to direct gaze to the nearby and clearly visible targets. On the other extreme,
when subjects had enough time for gaze shift (T = 0.8 s), obtained information
transfer rates are 4.8–5.8bit/s, which is very in line with the throughput of manual
pointing (3.7–4.9bit/s, [17]) and throughput of intentional stimulus selection(3.97–
5.09bit/s, Table1).

It should be noticed that information transfer rate explicitly evaluates only infor-
mation processing capacity of oculomotor channel, without including informational
characteristics of the method, used to perform object selection.

4 Discussion and Conclusions

Evaluation of information processing capability of the oculomotor system, based on
difference of initial and final entropy of the extent of the movement can be used to
directly evaluate any pointing device. This is not possible using current approach—
calculation of throughput based on Fitts’s index of difficulty, unless one considers
intentional stimulus selection and add time, required to perform an eyeclick (e.g.
dwell time) to overall movement time. The results presented show that, in the case
of eye movements, information transfer rate is a more stable measure comparing
to throughput, however practical use of the described method is somewhat lim-
ited, because it does not directly predicts the time to acquire a target. Measures of
information transfer rate and channel capacity can only be used when comparing
performance of different input devices, and time to acquire a target with gaze point-
ing needs to be predicted using eye speed models [2, 8]. If one considers measuring
human performance in absolute terms, she needs to account for the latency in ocu-
lomotor system and eye tracker, because in most of the cases at a highest frequency
of stimulus presentation used, subjects were able to direct their gaze towards stimu-
lus position, despite it was already gone. However, eye trackers are not perfect and
introduce measurement errors, therefore in real world, oculomotor channel would
refer to human oculomotor system together with eye tracker device. Assuming that
subject performs tasks with same the performance, described method can be used to
evaluate and compare different eye trackers. In this case, one should not adjust any
latencies and calculate information transfer rates and channel capacities as is.

Results imply that information transfer rate over an oculomotor channel depends
on the distance and width of the stimulus, however deeper analysis is needed in order
to find combination of width and distance of the stimulus, where information transfer
rate reaches absolutemaximum, i.e. channel capacity. The experimental databasewas
relatively small and was intended for initial assessment of the proposed measure,
therefore no statistical analysis could be performed. However, in the future author
plans to scale up the experimental database in order to further support the advantages
of proposed measure and analyze additional parameters implicated in HCI.
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On Control of Human Arm Switched
Dynamics

Artur Babiarz

Abstract In this paper, the analysis of switched human dynamics is shown. The
analysis concerns the use of fractional-order PIμDλ controller and integer-order
PID controller. The above-mentioned controllers are applied to control the non-
linear plant, which is the human arm. The control object is described as a non-linear
continuous-time switched system. The switching rule is state-dependent. At the end
of the article, illustrative examples are presented. The examples show the influence
of fractional order controller parameters on the quality of the responses to a given
input signal.

Keywords Fractional order PID controller · Switched system · Human arm ·
Switching rule

1 Background

In the last decade, we can observe a growing interest in fractional order systems and
the application of fractional order PID controller. PID controller design for fractional-
order systems with time delays is described in [17]. In [26], application of fractional
order PID controller to an automatic voltage regulator is presented and studied. The
authors of [21] present the design of FractionalOrder Proportional IntegralDerivative
Controller (FOPID) for liquid level control of a spherical tank. The tank is modeled
as a First Order Plus Dead Time (FOPDT) system about an operating point. The
article [6] involves the design of fractional order PID controller for the plant which
is described by the fractional order transfer function. The base control methods orig-
inating in kinematics, dynamics and on-line imitation of human motion are looked at
authors of [10] describe an attempt to create a lower limb exoskeleton control system
with the PID regulators and conduct an analysis of its stability by means of Nyquist
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criterion. The article contains a full description of conducted experiments for one
degree of freedom only. In [7] the research concerning construction and control of
exoskeletons is presented. Its control system was examined from the perspective of
moment control with the use of PI regulator as well as trajectory generation with
use of PID regulator. The authors of [8] described in great detail mechanical aspects
of construction of artificial human arm, and presented a simple control algorithm
based on PID controller. In [11], the information can be found, where authors put
special attention to precise mapping of anthropomorphic parameters of human body
for the purpose of creation of exoskeleton representing whole musculoskeletal sys-
tem. Similar research was published in [12], where work is concerning aspects of
anthropomorphic arm’s elasticity influence on accuracy of motions performed and
the control quality. The control system of such object was designed, with the use of
PID regulator.

In [20] research on upper limb prosthesis construction were described together
with results of PD regulation of the prosthesis following a sinusoidal trajectory.

The application of standard PI and PD regulators can be found in [18, 22]. The
translation of human arm control into the robotic domain is given in [18]. The authors
of [18] use fundamental models in the form of harmonic oscillator’s dumped motion
for the purpose of trajectory planning. The control system is composed of suchmodel
and a PD regulator. In [22] the controlled object is represented by a standard equation
of motion for rigid body with friction. Simulation results are obtained with the use
of PI regulator and compensation for friction.

The remaining part of this paper is organized as follows. In Sect. 2, the mathemat-
ical description of fractional and integer order PID controller is presented. Addition-
ally, the switched model of two-link human arm is shown. The simulation results are
presented in Sect. 3. Finally, conclusions are drawn in Sect. 4.

2 Preliminaries

2.1 Fractional and Integer Order PID Controller

PID-Integer Controller Generally speaking, the continuous form of a PID controller
is given by following formula [9]:

u(t) = KPe(t) + KI

t
∫

0

e(τ )dτ + KD
de(t)

dt
, (1)

where: KP is the proportional gain, KI is the integral gain, KD is the derivative gain,
e(t) is error signal, and u(t) is output signal.
PID-Fractional Controller The equation for the PIμDλ-controller’s output in the
time domain has a form [19, 24]:
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u(t) = KPe(t) + KID
−λ
t e(t) + KDD

μ
t e(t). (2)

where: Dα
t is the fractional integro-differential operator.

Definition 1 The continuous integro-differential operator is definedby the following
form [24]:

aD
α
t =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

dα

dtα if α > 0
1 if α = 1
t
∫

a
(dτ )−α if α < 0

(3)

where: α is the operator order, a and t denote the limits of the operation.

Definition 2 Grünwald-Letnikov definition of the fractional-order differ-integral
operator is as follows [24]:

aD
α
t f (t) = lim

h→0

1

hα

k
∑

j=0

(−1)j
(

α

j

)

f (t − jh). (4)

where a = 0, t = kh, k is the number of steps, and h is the step size.

2.2 Non-linear Mathematical Model of Human Arm

Figure1 presents a kinematic scheme of two-link arm. In this case, the motion equa-
tion is presented in the following non-linear differential equation [2, 5]:

d

dt

[

q
q̇

]

=
[

q̇
M−1 (q) [u − C(q, q̇)q̇ − G(q) − Wq̇]

]

(5)

Fig. 1 Kinematic scheme of
two-link arm
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where:

M(q) =
[

m1d2
c1 + m2d2

1 + I1 m2d1dc2 cos(q1 − q2)
m2d1dc2 cos(q1 − q2) m2d2

c2 + I2

]

,

C(q, q̇) =
[

0 m2d1dc2 sin(q1 − q2)q̇2
−m2d1dc2 sin(q1 − q2)q̇1 0

]

,

G(q) =
[−(m1dc1 + m2d1)g sin q1

−m2dc2g sin q2

]

, B =
[

b11 b12
b21 b22

]

andM(q) ∈ R
2×2—is a positive definite symmetric inertiamatrix,C(q, q̇) ∈ R

2×2—
is a vector centripetal and Coriolis forces, G(q) ∈ R

2—is gravity forces vector,
B ∈ R

2×2—is the joint friction matrix, u = [u1 u2]T ∈ R
2—is the joint torque,

q = [q1 q2]T ∈ R
2—is the angular displacement, mi—is the mass, di—is the link

length, dci—is the distance from the joint to the center of mass, Ii—is the moment
of inertia, i—is the number of human link, i = 1, 2.

In order to obtain an equivalent set of first-order state equations, the state variables
of equations (5) are given by the following form:

x1 = q1, x2 = q2, x3 = ẋ1 = q̇1, x4 = ẋ2 = q̇2,

x = [

q1, q2, q̇1, q̇2
]T

.

Then, the two-link human arm system into a state space form can be expressed as a
vector first-order non-linear differential equations:

ẋ = F(x) + G(x)u. (6)

In (6), the vector functions F(x), G(x) are given by

F(x) = [F1(x),F2(x),F3(x),F4(x)]
T ,

where:
F1(x) = x3, F2(x) = x4,

F3(x) = m2
2d2

1d2
c2 sin(x1 − x2) cos(x1 − x2)

Det(M)
x23+

−m3
2d3

1d3
c2 sin(x1 − x2) cos2(x1 − x2)

(m1d2
c1 + m2d2

1 + I1)
x24+

−
(

m2d1dc2 sin(x1 − x2)

m1d2
c1 + m2d2

1 + I1

)

x24 +
(

m2d1dc2 cos(x1 − x2)b21
Det(M)

)

x3+
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−
(

m2
2d2

1d2
c2 cos

2(x1 − x2)b11
Det(M)(m1d2

c1 + m2d2
1 + I1)

+ b11
m1d2

c1 + m2d2
1 + I1

)

x3+

−
(

m2
2d2

1d2
c2 cos

2(x1 − x2)b12
Det(M)(m1d2

c1 + m2d2
1 + I1)

)

x4+

+
(

m2d1dc2 cos(x1 − x2)b22
Det(M)

− b12
m1d2

c1 + m2d2
1 + I1

)

x4+

+
(

m2
2d2

1d2
c2 cos

2(x1 − x2)(m1dc1 + m2d1)g sin(x1)

Det(M)(m1d2
c1 + m2d2

1 + I1)

)

+

+
(

(m1dc1 + m2d1)g sin(x1)

m1d2
c1 + m2d2

1 + I1

)

− m2
2d1d2

c2g sin(x2) cos(x1 − x2)

Det(M)
,

F4(x) = m2
2d2

1d2
c2 sin(x1 − x2) cos(x1 − x2)

Det(M)
x24+

+m2d1dc2 sin(x1 − x2)(m1d2
c1 + m2d2

1 + I1)

Det(M)
x23 + m2d1dc2 cos(x1 − x2)b11

Det(M)
x3+

− (m1d2
c1 + m2d2

1 + I1)b21
Det(M)

x3 + m2d1dc2 cos(x1 − x2)b12
Det(M)

x4+

− (m1d2c1 + m2d21 + I1)b22
Det(M)

x4 + 1

Det(M)

(

(m1d2c1 + m2d21 + I1)m2dc2g sin(x2)
)

+

+ 1

Det(M)
(m2d1dc2(m1dc1 + m2d1)g sin(x1) cos(x1 − x2))

and

G(x) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0
0 0

Det(M)+m2
2d2

1d2
c2 cos(x1−x2)

Det(M)(m1d2
c1+m2d2

1+I1)
−m2d1dc2 cos(x1−x2)

Det(M)

−m2d1dc2 cos(x1−x2)
Det(M)

m1d2
c1+m2d2

1+I1
Det(M)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.
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The determinant of matrix M is equal to

Det(M) = m2d2
c2(m1d2

c1 + m2d2
1 + I1 − m2d2

1 cos
2(x1 − x2))+

+(m1d2
c1 + m2d2

1)I2 + I1I2.

Remark 1 Each muscle changes its shape during movement of the limbs. This prop-
erty influences the deformation of external shape of the limb. This proposal is the
result of analysis of research published in [13, 14, 16].

Remark 2 Under the above conclusions, we can assume that the matrix of inertia
and the distance from the center of gravity of each joint, are changed. In addition,
changes of these parameters are dependent on the angular displacement of the arm
[3, 4].

Remark 3 It is mentioned the muscles effect is omitted. It means that the muscles
have effect on the exterior shape of the each link only.

At this point, we can consider human arm as switched non-linear system with
state-dependent switching. Then, the switched continuous-time non-linear system
can be expressed in the following form:

ẋ(t) =
⎧

⎨

⎩

Fσ1(x(t)) + Gσ1(x(t))u(t) if x1 ≤ 0, x2 > 0
Fσ2(x(t)) + Gσ2(x(t))u(t) if x1 ≤ 0, x2 = 0
Fσ3(x(t)) + Gσ3(x(t))u(t) if x1 > 0, x2 ≥ 0

(7)

2.3 A Control Scheme

The control scheme is presented on Fig. 2. It is consists of N controllers and one
plant. The plant is modeled as switched non-linear system. In this case, the plant is
two-link human arm. The mathematical model of human arm is very simple. Albeit,
it is sufficient for presented research results.

Fig. 2 Block diagram of a
switching system
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3 The Simulation Results

In practical applications, the PID controller is tuned in the control system which
is used. Tuning rule can be briefly summarized as follows: 1. Determination of the
value of KP in order to obtain the required speed of response. 2. Select TI Integral
control in order to achieve the assumed steady-state quality (this may be a necessity
to adjust the value of KP). 3. Add derivative control to reduce over-regulations and
improve the control time.

The parameters of fractional and integer PID controllers, that are used in simula-
tion experiments, are presented in Table1. The parameters of two-link human arm,
that are used during simulations, are shown in Table2 [15].

The simulation results were obtained usingMatlab Simulink package, S-Function
and FOMCON (Fractional-order modeling and control toolbox for MATLAB) [23].
The first simulation experiment has initial condition is equal xstart =
[

−0.52 [rad]; 0.17 [rad]; 0 [ rad
s ]; 0 [ rad

s ]
]T

and the goal point is equal xgoal =
[

0.78

[rad]; 0.52 [rad]; 0 [ rad
s ]; 0 [ rad

s ]
]T

. A time of simulation is set on 1.2 [s]. The re-

sults of experiment I are presented on Figs. 3 and 4. The parameters of second

experiment are following: xstart =
[

0 [rad]; 0 [rad]; 0 [ rad
s ]; 0 [ rad

s ]
]T

, xgoal =
[

−0.52 [rad]; 0.52 [rad]; 0 [ rad
s ]; 0 [ rad

s ]
]T

. The time of simulation is equal 1.2 [s].
Figures5 and 6 present time history of four elements of state vector.

Table 1 Parameters of fractional and integer order PIDcontroller

Case I Case II Case III

Signal u1 Signal u2 Signal u1 Signal u2 Signal u1 Signal u2

PID PIλDμ PID PIλDμ PID PIλDμ PID PIλDμ PID PIλDμ PID PIλDμ

KP 100 100 100 100 100 100 100 100 100 100 100 100

KI 5 5 5 5 7 7 7 7 9 9 9 9

KD 16 16 15 15 12 12 11 11 12 12 10 10

λ – 0.8 – 0.8 – 0.7 – 0.7 – 0.7 – 0.7

μ – 0.95 – 0.95 – 0.92 – 0.92 – 0.91 – 0.91

Table 2 Parameters of two-link arm

m(kg) l (m)

Link 1 1.4 0.3

Link 2 1.1 0.33

lc1 (m) lc2 (m) I1 (kgm2) I2 (kgm2)

Subsystem I 0.11 0.16 0.027 0.045

Subsystem II 0.1 0.14 0.018 0.04

Subsystem III 0.11 0.14 0.02 0.04
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Fig. 3 The scope of state x1
from the first experiment
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Fig. 4 The scope of state x2
from the first experiment
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Fig. 5 The scope of state x1
from the second experiment
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Fig. 6 The scope of state x2
from the second experiment
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4 Concluding Remarks

In the article, we present control scheme of two-link human arm using two different
types PID controllers. The two-link human arm is modeled by switched non-linear
systems. It may be noted that the fractional order controller copes better with the
above mentioned the dynamics model of the human arm. The Figs. 3–6 show that
there are less over-regulations and the system quickly reaches a steady-state. A
fortiori, fractional PID controller generates better results if the initial point of the
object coincides with an equilibrium point. The equilibrium point of human arm is
specific, because the trigonometric functions hit limits at this point and the plant is
difficult to control. At this point, we can also conclude that the better behaviour of the
control systemwith fractional order controller is the result of the additional controller
tuning using the λ and μ parameters. On the other hand, the settings of integer and
fractional order controllers are not optimal [1], and the results can be valid for the
considered type of object only. Furthermore, the article studies the position control
only without a speed control. At this stage, it is difficult to assess the impact of other
elements of the state on quality of the control signal obtained from the fractional
order controllers.

It should be pointed out that the description of the human arm dynamics is very
basic, obviously.However, its structure is appropriate to the analysis of control system
with integer and fractional order controllers (see e.g. [10, 15, 25]).

Acknowledgments The research presented here were funded by the Silesian University of Tech-
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Incorporating Static Environment Elements
into the EKF-Based Visual SLAM

Adam Schmidt

Abstract The paper presents a visual simultaneous localization and mapping
(SLAM) system extended to work with additional, static elements of the environ-
ment. Additional measurements have been introduced by incorporating the static
surveillance cameras and artificial markers placed in the environment. This reduced
the influence of the inherent scale ambiguity of the monocular systems and the
tracking drift on the trajectory tracking. Consequently, the root mean square of the
absolute trajectory error was reduced by 23%when compared to thewell-established
MonoSLAM system.

Keywords SLAM · Robot navigation · Robot vision

1 Introduction

The ability to autonomously operate in an initially unknown environment is of cru-
cial importance in mobile robotics. Over the years a significant effort has been put
into development of the simultaneous localization and mapping (SLAM) systems.
Although different sensors can be used for this purpose, the vision-based algorithms
play the most prominent role. Several widely recognized visual SLAM systems have
been developed including the MonoSLAM [3], the FastSLAM [7], the PTAM [4],
the FrameSLAM [5] or the systems based on the g2o framework [6].

Most of those systems were designed for the monocular scenario which means
that a inexpensive, off-the-shelf camera can be used. However, such systems suffer
from the inherent ambiguity of scale of the recovered trajectories, as a single camera
does not provide any information regarding the depth of the scene.

Moreover, they use the characteristic points of the scene (so called point features)
to build the map of the environment. Though such an approach is generally efficient
it may fail in the case of large, open spaces with few distinct features (e.g. big,
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empty rooms) or environment with numerous similar objects (e.g. long corridors
with similar doors and windows).

This paper presents a modification of the MonoSLAM system attempting to cope
with those limitations. The system is extended with the artificial markers similar to
those proposed by Baczyk [1]. As a result observations of objects of known scale
are be introduced, which facilitates establishing scale of the trajectory. However,
the markers were also placed on the mobile robot itself. As a result it was possible
to incorporate static, external cameras into the system, which in turn improved the
system’s ability to close loops (recognize previously visited areas).

The next section present the proposed visual SLAM systems. Afterwards the
design of the artificial markers and methods for their detection and pose calculation
are presented. Then, the experimental setup and the results are given followed by
final conclusions.

2 Visual SLAM System

2.1 Environment Model

The model of the environment is based on the probabilistic map approach of the
MonoSLAM system [3] and is assumed to consist of a mobile robot, cameras and
artificial markers attached to the robot or placed statically in the environment, and
point features (Fig. 1):

x = [ xr x1c . . . xnC
c x1a . . . xn A

a x1f . . . xnF
f ]T (1)

where nC , n A and nF stand for the number of the cameras, of the markers and of the
point features correspondingly. The robot is modeled according to the ‘agile camera’
model [3] and its state vector contains the Cartesian position, orientation quaternion
as well as the robot’s linear and angular velocities:

xr = [

r q v ω
]T (2)

The inverse depth representation [2] is used to model the point features. The state
vector of each feature contains the position from which it has been observed for the
first time, two angles coding the direction of the line passing through the feature and
the point of its initialization and the inverse of the distance between the feature and
the point of initialization:

x f = [

x0 y0 z0 γ θ ρ
]T (3)

Finally, the state vectors of both the cameras and markers consist of a Cartesian
position vector and a quaternion representing the orientation relative to the global
coordinates (in the case of the static cameras andmarkers) or to the robot’s coordinate
system (in case of the onboard markers and cameras):
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Fig. 1 The elements of the
environment model

xc = [

rc qc
]T (4)

xa = [

ra qa
]T (5)

It is assumed that the uncertainty of the model can be represented with a single,
multi-variate, zero-mean Gaussian described by the covariance matrix P .

2.2 Cameras and Markers Initialization

The poses of the of the robot’s onboard markers and cameras relative to the robot’s
coordinate system are assummed to be known before the start of the system. The
calibration based on minimizing the reprojection error of the observed calibration
patterns was used to establish the poses of the onboard equipment. The detailed
description of the calibration procedure is available in the paper bySchmidt et al. [10].

However, it is impossible to accurately measure the pose of the static cameras
and markers within the SLAM system’s map coordinate system (which is coincident
with the initial pose of the robot). Therefore, the static elements of the environment
have to be initialized when they are encountered by the robot for the first time. There
are two possible scenarios of initialization. Either a static marker is observed by a
robot’s camera or a static camera observes a robot’s onboard marker. In the first case
the pose of the marker in the global coordinate systems is calculated as:

xnew
a =

[

ra

qa

]

=
[

R(qr )tra + rr

qr × qra

]

(6)

rra = R(qc)rca + rc (7)

qra = qc × qca (8)

where rc and qc stand for the precalibrated position and orientation of the robot’s
camera, rr and qr describe the robot’s pose and × is the Grassman product of
quaternions.
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In case of the observation of the robot’s marker the camera’s pose is calculated as:

xnew
c =

[

rc

qc

]

=
[

R(qr )rrc + rr

qa × qrc

]

(9)

rrc = R(qa)rac + ra (10)

qrc = qa × qac (11)

where ra and qa describe the pose of the robot’s marker.

2.3 Measurements and Update

The estimate of the state vector is updated using the standardEKFprocedure similarly
to the MonoSLAM [3] or the system by Schmidt [9]. The measurements vector h
consists of visual observations of point features (hi

f ) and markers placed in the

environment or on the robots (h j
a):

h =
[

h1
f . . . hnF

f h1
a . . . hn Rel

a

]T
(12)

The observations of the point features are obtained by calculating the projections
of the features on the current camera image and using the ORB descriptor to to find
the most probable position in the neighborhood of the projected features similarly to
the other feature-based solutions [3, 9].

The predicted measurement of the static marker observed by a robot’s camera
(Fig. 2) is calculated as:

ha =
[

rca

qca

]

(13)

rca = R(qc)T (

rra − rc) (14)

rra = R(qr )T (

ra − rr ) (15)

qca = (

qc)∗ × qra (16)

Fig. 2 The prediction of the
environment marker
observation
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Fig. 3 The prediction of the
robot’s marker observation

qra = (

qr )∗ × qa (17)

where q∗ is a quaterion q conjugate.
Analogously, the predicted pose of the robot’s marker within the static camera’s

coordinate system (Fig. 3) is calculated according to:

ha =
[

rca

qca

]

(18)

rca = R(qc)T
(

r0a − rc
)

(19)

r0a = R(qr )ra + rr (20)

qca = (

qc)∗ × q0a (21)

q0a = qr × qa (22)

3 Artificial Markers

The artificial markers are objects of known size and shape that can be easily detected
and identified on the image. Each marker consists of a square black frame on a white
background that provides a clear border between the marker and its neighborhood.
Four circles distributed inside the frame are the main part of the marker. The origin
of the marker’s local coordinate system is defined by the center of the black circle;
the second and the fourth circle define the x and y axes. The three non-black circles
are used to recognize a particular instance of the marker—they can be either red,
green or blue thus coding 27 variants of the marker.

The marker detection starts with thresholding the analyzed image with a pre-
defined value, which significantly simplifies the further analysis. Afterwards, the
Suzuki’s algorithm [12] is used to extract the contours and their hierarchy. Then
groups of four contours on the same level of the hierarchy (i.e. lying within the same
larger object) are assessed. A set of tests involving the contours’ circularity, their
relative position, color is used to refine the detection (Fig. 4).
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Fig. 4 The marker detection: left thresholded image, center detected contours, right detected
marker

Once the marker is detected its pose w.r.t. the observed camera can be calculated.
The procedure starts with estimating the homography between the marker plane and
the image plane. The rotation and position estimated from the homography matrix
are used as a starting point for the second, optimization-based step. The position
vector and the orientation quaternion that minimize the reprojection error between
the observed centers of circles and their predicted position are estimated using the
Levenberg-Marquardt algorithm.

4 Experiments

The data available in the PUT RGB-D dataset [8] was used to evaluate the proposed
system. Video sequences from two onboard and a single static cameras recorded
during the 9.28m long robot trajectory consisting of 800 positions were used. Two
markers were installed on the robot and four markers were placed in the environ-
ment. The selected trajectory contains elements specific for the indoor exploration:
alternating turns, forward and backwards movement, loop closing, varying lighting
conditions and slight motion blur.

The absolute trajectory error (ATE) metric proposed by Sturm et al. [11] was
used to evaluate the results. The SLAM’s outputs is a sequence of the estimated
robot’s positions r(i) where i is the number of the frame. The known, reference
positions of the robot are denoted as rGT(i). In order to facilitate the comparison and to
remove the scale ambiguity caused by using themonocular algorithms the rotation R,
translation t and scale s aligning the obtained trajectory with the reference trajectory
in terms of least-squares were determined. Once the trajectories were aligned, the
ATE at iteration i could be calculated as:

ATE(i) = ||rGT(i) − (s Rr(i) + t) || (23)

In order to evaluate the quality of the reconstructed trajectories the maximal value
of ATE was found and the RMS of the ATE was calculated:
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Table 1 The RMS and maximumATE error for the canonical system and the system using relative
orientation measurements

Environment markers Static camera RMSE (m) Max. ATE (m)

No No 0.0986 0.1900

No Yes 0.0844 0.2160

Yes No 0.0847 0.2359

Yes Yes 0.0756 0.1497

Fig. 5 The trajectories obtained for the canonical system and the system using relative orientation
measurements: blue gt trajectory, green aligned trajectory

RMSE =
√

√

√

√

1

n

n
∑

i=1

(ATE(i))2 (24)

Table1presents the numerical values of theRMSEandmaximumATEwhileFig. 5
contains the obtained trajectories. Incorporating the environment markers allowed
for the reduction of the RMSE by almost 15% which confirms the observations of
Baczyk [1]. A similar result was achieved by using observations of a robot marker
by the static camera. Even bigger reduction of the tracking error was obtained when
using both the static camera and the environmentmarkerswhich decreased theRMSE
by 23%.

5 Conclusions

This paper presented an extension of a canonical, EKF-based SLAM system with
additional static elements of the environment. The poses of artificial markers and
cameras placed both on the robot and in the environment were incorporated into
the system’s state vector. As a result, additional measurements e.g. observations of
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static markers through the robot’s cameras and observations of the robot’s markers
by static cameras could be used.

As itwas shown, the incorporation of the static elements significantly improves the
tracking precision of the visual SLAM system. It can be especially important while
deploying the system in feature-deficient environments in which the purely feature-
based tracking may fail. The main shortcoming of such extension is the necessity of
modifying the environment and possibly installing additional cameras. However, the
preexisting surveillance infrastructure can be easily integrated into the visual SLAM
system increasing its accuracy without any additional costs.

The future work will focus on evaluating the performance of the system in a
large-scale environment and assessing its scalability.

Acknowledgments This research was supported by the Polish National Science Centre grant
funded according to the decision DEC-2011/01/N/ST7/05940.
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Prediction-Based Perspective Warping
of Feature Template for Improved Visual
SLAM Accuracy

Adam Schmidt

Abstract The paper presents an improved method for feature matching in the visual
simultaneous localization andmapping (SLAM) system. The appearance of the point
feature’s neighborhood observed from a different camera pose is estimated accord-
ing to the predicted displacement of the camera. As a result the precision of fea-
ture matching increases and so does the accuracy of the trajectory’s reconstruction.
The proposed method was compared with the state-of-the-art feature detectors and
descriptors in the context of visual SLAM. The obtained results place it on par with
the best feature descriptors in terms of the system’s accuracy while having signifi-
cantly smaller computational requirements.

Keywords SLAM · Robot navigation · Robot vision · Feature matching

1 Introduction

The simultaneous localization and mapping (SLAM) is one of the most intensively
explored areas of the mobile robotic. Over the last years, the visual systems have
been receiving a significant amount of attention mainly due to the availability of
inexpensive cameras, simplicity of the measurement models and rich information
content of images.

Almost all of the contemporary visual SLAM systems such as MonoSLAM [5],
FastSLAM [13], PTAM [8], the FrameSLAM [9] and the g2o framework [10] use
matching of the characteristic image points (so called point features) to estimate the
trajectory of the camera.

The feature matching methods range from basic template matching [1], tracking
the orientation of image patches [12] to application of various state-of-the-art point
detectors and descriptors such as the FAST [14] detector with the BRIEF [3] descrip-
tor or ORB [15], SIFT [11] and SURF [2] algorithms. Many attempts have been
made to characterize the desired properties of the feature matching algorithms [6]
and to evaluate their usefulness in the context of the robot navigation [7, 18–20]. The
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general conclusion of those is that the simple methods such as the template matching
cannot cope with the features’ appearance changes caused by the movement of the
camera, varying illumination etc. At the same time the more robust methods usually
are not fast enough for the real-time operation.

This paper presents an attempt to predict the appearance of the feature’s neigh-
borhood observed from a different camera position. The camera displacement is
acquired from the visual SLAM system. As a result a new matching method joining
the low complexity of the template matching with the robustness of the descriptor
based solutions is developed.

The next section outlines the idea of the visual SLAM system. Then the features
and maps representations are described. The final sections present the results of the
performed experiments and the concluding remarks.

2 Visual SLAM System

2.1 Environment Model

The system is based on the probabilistic map approach presented in the MonoSLAM
[5]. It is assumed that the environment consists of a mobile robot, cameras attached
to the robot, local maps and point features:

x = [ xr x1c . . . xnC
c x1m . . . xnM

m x1f . . . xnF
f ]T (1)

where nC , nM and nF are the number of robot cameras, localmaps and point features
correspondingly. The uncertainty of the state estimate is modeled as a single, multi-
variate Gaussian described with the covariance matrix P .

2.2 Prediction

At each iteration of the extended Kalman filter (EKF) the movement of the robot is
predicted using the ‘agile model’ [5]. The agile model is based on the assumption
that the robot’s movement is caused by random accelerations. The environment is
considered to be static, meaning that the state estimates of all the other elements
remain unchanged.

2.3 Measurements and Update

The state estimate is updated according to the observations of the point features’
projected onto the current image observed by one of the robot’s cameras (Fig. 1).
Thus, the measurements vector is defined as:
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Fig. 1 Observations of the point features

h =
[

h1
f . . . hN

f

]T
(2)

where N is the number of point features observed at the current iteration. The update
of the state vector’s estimate is executed according to the standard EKF procedure.

2.4 Maintenance

After each iteration of the EKF the maintenance stage is executed. The features that
are not visible often enough or which tend to be wrongly matched are discarded
from the system. Thus, the length of the state vector is kept within predefined limits.
Analogously, the maps containing too few features are also removed. Afterwards, if
the number of visible features is too low, new local maps and features are initialized
as described in Sect. 3.2.

3 Local Maps and Features

3.1 Model

The proposed system uses a streamlined representation of features and local maps.
This model is a simplification of the Civiera’s inverse depth (ID) parametrization [4]
and has been already used in a system proposed by Schmidt [16]. The original ID
representation consists of the Cartesian coordinates of the point from which the
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feature has been initialized (POI), azimuth and elevation angles expressed in the
global coordinates coding a line passing through feature and the POI, and finally the
inverse of the distance between the POI and the feature:

xid = [

x0 y0 z0 φ θ ρ
]T (3)

This representation can be easily decomposed into two separate parts. The first,
called a localmap, describes the pose of the camera during the features’ initialization.
The map’s state vector contains the position vector and the orientation quaternion:

xm = [

rm qm
]T (4)

As a result the features can be expressed w.r.t. the local map’s coordinates. The
POIs of all the features lies in the map’s origin and can be omitted. The state vector of
a simplified inverse depth (SID) feature consists of the azimuth and elevation angles
expressed in the local coordinates and the inverse of the distance between the feature
and the map’s origin:

xsid = [

φ θ ρ
]T (5)

3.2 Initialization

The current pose of the robot’s camera in the global coordinate system used for the
map initialization is given by:

rm = rr + R(qr )rc (6)

qm = qr × qc (7)

where R(q) is the rotation matrix equivalent to the quaternion q and × stands for
the Hamilton quaternion product.

The initialization of a map is followed by adding a number of features to the
system. The azimuth and elevation angles are expressed within the map’s coordi-
nate system. Thus, the state of the i th feature depends only on its observed image
coordinates. The initial estimate of the inverse depth is set to a predefined value(ρ0):

[

hi
x hi

y hi
z

]T = p−1
(

[

ui vi
]T

)

(8)

φi = arctan

⎛

⎝

hi
y

√

(hi
x )

2 + (hi
z)
2

⎞

⎠ (9)

θ i = arctan

(

hi
x

hi
z

)

(10)
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ρi = ρ0 (11)

where ui and vi are the image coordinates of the i th feature’s projection, p−1 is the
inverse of the camera’s projection function and hi

x , hi
y , hi

z define the vector passing
through both the camera focal point and the feature.

3.3 Prediction Based Template Matching

The proposed, simplified feature representation and the introduction of local maps
serve as a base for an alternative approach to robust, correlation based feature match-
ing. Themain notion behind the proposed algorithm is that the local maps correspond
to the past poses of the robot cameras. Therefore, the appearance of the point feature
at the current camera position can be predicted according to the current estimate of
the relative pose of the camera and the map, the intrinsic parameters of the camera
and the image used to initialize the camera. In order to make it possible, the image
used to detect and add new features to the SLAM system is stored during the initial-
ization of the map. It is assumed that the neighborhood of the point feature is planar
and lies on the surface normal to the axis of the camera used to initialize the feature.

The matching is performed on the current image observed by the camera. The
neighborhood of the feature in the image used for the initialization is transformed to
the square template of size s. The predicted position of the feature projection on the
current image is given by previously calculated h f = [ u v ]T . The corners of the
s × s square encompassing the predicted feature projection are given as:

cC
1 =

[

u − 0.5s
v − 0.5s

]

(12)

cC
2 =

[

u − 0.5s
v + 0.5s

]

(13)

cC
3 =

[

u + 0.5s
v + 0.5s

]

(14)

cC
4 =

[

u + 0.5s
v − 0.5s

]

(15)

The estimated position of the feature in the camera coordinates is calculated accord-
ing to:

CC
0 = 1

ρ
mc (16)

mc = R(qc)T R(qr )T R(qm)m(φ, θ) (17)

m(φ, θ) =
⎡

⎣

cos(φ) sin(θ)

− sin(φ)

cos(φ) cos(θ)

⎤

⎦ (18)
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CAMERA
IMAGE

MAP
IMAGE

Fig. 2 The warping of a template—the blue quadrilateral on the stored map image is transformed
into the red square on the current camera image

Finally, the map Z -axis corresponding to the past direction of the camera axis
expressed in the current coordinates of the camera is given as:

zC = R
(

(qc)∗ × qm)

⎡

⎣

0
0
1

⎤

⎦ (19)

The projection of points cC
i on the surface defined by its normal zC and point CC

0
are calculated as:

CC
i = p−1(cC

i )CC
i

CC
0 · zC

CC
i · zc

(20)

where p−1(cC
i ) is the inverse projection of the point cC

i calculated according to
the selected camera model. Afterwards, the points can be transformed to the map
coordinate systemandprojectedon the initialization imagebyusing the stored camera
parameters:
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C M
i = R(qm)T

(

R(qc)CC
i + tc − tm

)

(21)

cM
i = p(C M

i ) (22)

Finally, the quadrilateral defined by points cM
i is mapped to the square of size

s × s by an easily calculated perspective transform and bilinear interpolation. The
newly computed, warped feature template is used to find the actual position of
the feature projection on the current image using the correlation based matching
(Figs. 2 and 3).

4 Experiments and Results

The performance and efficiency of the presented feature matching method was eval-
uated using the data available in the PUT RGB-D database [17]. A video sequence
containing elements characteristic for the indoor exploration scenario such as alter-
nating turns, forward and backwards movement, loop closing, varying lighting con-
ditions and slight motion blur was selected. The sequence consisted of 800 images
and length of the robot’s trajectory equaled 9.28m.

The prediction-basedwarping approachwas comparedwith basic templatematch-
ing and several state-of-the art feature matching algorithms: BRIEF [3], ORB [15],
SIFT [11] and SURF [2]. In the case of template matching and the BRIEF descriptor
the features were detected using the FAST [14] detector.

Table1 contains the maximum absolute trajectory error (ATE), the root-mean
square error (RMSE) and the average processing time for different feature matching
approaches. The proposed, prediction-based templatematching achieved the smallest
RMSE of all the evaluated algorithms. ThemaximumATE of the presented approach
was worse only than that of the FAST + BRIEF combination. It is worth noting,
that all the multi-scale algorithms performed significantly worse than the proposed
method. Moreover, warping the template reduced the max. ATE by almost 50% and

CURRENT IMAGE MAP IMAGE
WARPED
TEMPLATE

Fig. 3 Example of the template warping
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Table 1 The maximal ATE, RMSE and the processing time for various matching approaches

Algorithm Max. ATE (m) RMSE (m) Processing time (s)

FAST + template 0.3433 0.0836 0.014

FAST + warped 0.1720 0.0498 0.012

FAST + BRIEF 0.1234 0.0630 0.004

ORB 0.2400 0.1220 0.020

SIFT 0.2796 0.1256 0.159

SURF 0.4629 0.1841 0.237

the RMSE by over 40% when compared to the basic template matching. In terms
of the computational efficiency the warped template matching is three times slower
than the combination of FAST and BRIEF but significantly faster than SIFT and
SURF. Still, the processing time of 0.012 s per frame is sufficient for the real-time
operation of the system.

5 Conclusions

This paper present a new, simple approach to feature matching using the prediction
based, perspective warping of the features’ templates. The method was compared
with the state-of-the-art algorithms. According to the obtained results the proposed
method outperforms the current solutions in terms of the RMSE and is sufficiently
fast for using in the real-time systems.

The future work will focus on incorporating the depth information obtained from
theRGBDsensors (e.g.Kinect) tomodel the features’ neighborhoodmore accurately.
Moreover, an attempt to parallelize the template warping will be made to improve
the processing speed of the proposed method.

Acknowledgments This research was supported by the Polish National Science Centre grant
funded according to the decision DEC-2011/01/N/ST7/05940.
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Interpolation Method of 3D Position Errors
Decreasing in the System of Two Cameras

Tadeusz Szkodny

Abstract This chapter proposes the method of 3D position errors decreasing in the
system of two cameras. The analysis of determining accuracy of the 3D coordinates
of points on the plane template in the shape of rectangle is presented. Each of these
points lie at the corners of squares with side of 8mm. An images of these points
were obtained using Edimax IC-7100P cameras from two different points of view
and analysed. The position and orientation coordinates of camera relatively to the
reference system were calculated. The coordinates of points on the ideal image
(without optical distortions) were determined. After reading from the image real
coordinates, optical distortionmodel coefficients of the camerawere calculated.After
that, errors caused by optical distortion were determined. The coordinates read from
the image were corrected and coordinates of observed points in the reference system
were calculated. Next to decreasing computed 3D position errors the interpolation
methodwasproposed. In thismethod the interpolationof errors between ideal and real
coordinates of image points was used. Finally, calculated coordinates were compared
to them real values and them maximal differences were determined.

Keywords Computer processing of 3D images · Vision detection of the positions ·
Errors analysis of stereo vision

1 Introduction

One of the basic component of computer intelligence of robots is software, that
calculates coordinates of position and orientation of manipulated objects, seen by
the cameras. The designing of such softwaremust take into account the errors of coor-
dinates read from the camera matrix. These errors cause inaccuracies of calculations
of points coordinates in reference system, associated with technical station.

In order to determine accuracy of calculated coordinates of observed points, analy-
sis of errors is needed. These errors are caused by: reading errors of coordinates from
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the matrix of the camera, optical distortions of the camera, errors of parameters that
describes optical system of the cameras and errors of calculations. During designing
of the vision system, minimization of mentioned errors is needed.

To Edimax IC-7100P camera study, template with points surrounded by circles
(Fig. 1) is used. These points lie in the corners of squares with side of 8mm. In
the figure x and y are axis of the reference system, whereas X and Y are axis of
the auxiliary coordinate system. Auxiliary system is useful to set camera above the
template.

User can read points coordinates directly from picture in pixels using Microsoft
Paint program, but this way is connected with possibility of making mistakes. To
decrease risk of making such mistakes, reading of these coordinates in this work has
been made automatically using image processing algorithm [8] implemented in C#
language, in Microsoft Visual C# 2010 Express environment.

To compensate optical distortion errors, correction of the read coordinates has
been used. Mathematical model of optical distortions used here is presented in works
[1, 5].

The parameters which describe the coordinate system of camera xc yczc in refer-
ence system xyz are coordinates of position and orientation, focal length and size of
the pixel. Calculation of every parameter can bemade using iterationmethods, which
minimize square form of errors [2, 4]. Errors of each mentioned parameters occurs
in this form. However fundamental disadvantage of these methods is large number
of calculations which cause great numerical errors and long time of calculations.
In this work, coordinates of position and orientation was calculated using fast and
accurate Camera algorithm [7]. Precision of calculations of this algorithm amounted
to 10−6 mm. Focal length and size of the pixels were taken from camera datasheet.

All programs used to calculations in this paper were written in Matlab, on a
computer with an processor Intel Pentium T3200 CPU, with a frequency of 2GHz.

In this work, precision of calculation of 192 points from Fig. 1 was analyzed
in two different settings of cameras above this template. In second chapter, re-
sults of calculations of cameras position and orientation coordinates are presented.
Third chapter contains calculations of mathematical model coefficients of optical

Fig. 1 The template used to
camera Edimax IC-7100P
study
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distortions. Fourth and fifth chapter are about analysis of 3D coordinates calculations
errors in reference system, using of the mathematical model of optical distortion and
interpolation of coordinates. Sixth chapter summarizes all of the studies.

2 Position and Orientation of Camera

Here, calculation of position and orientation coordinates of cameras in two different
angles with respect to plane of template from Fig. 1 is performed. Beginning point Oc

of camera coordinates system xc yczc has been associated with the center of camera
matrix. Cameras settings are presented in Fig. 2. Images of template from the Camera
1 and the Camera 2 are presented in the Figs. 3 and 4.

Coordinates of all 192 points from the template are read in pixels with usage of
algorithm of image processing [8] implemented in C# language in Microsoft Visual
C# 2010 Express environment. From Edimax IC-7100P camera data sheet, can be
read, that size of the pixel is equal to 2.8× 10−3 × 2.8× 10−3 mm and focal length
fc = 5.01mm. After multiplication of coordinates in pixels by the pixel size, we
obtain coordinates of points read from the image in mm, in xc yc-system. Coordinates
of points in reference system xy are easy to determine. These points are placed in
the corners of 8 by 8mm square.

Position and orientation of camera system xc yczc with respect to reference system
are described by the homogeneous matrix Tc of transformation, like in the Eq. (1).

Fig. 2 Cameras settings

Fig. 3 Image 1
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Fig. 4 Image 2

Tc = Trans(dx , dy, dz)Rot (z, γ)Rot (y,β)Rot (x,α). (1)

It is notation of successive transformations with respect to reference system xyz.
Mentioned transformations are: rotation about axis x by angle α, rotation about
axis y by angle β, rotation about axis z by angle γ, displacement dz along axis z,
displacement dy along axis y, displacement dx along axis x [3, 6].

These coordinates are determined by Camera algorithm [7]. Input parameters of
these algorithms are coordinates α, β, γ, dx , dy , dz ; coordinates cz A, czB , czC of
three points A, B, C from template in the system xc yczc; coordinates cxAc, c yAc,
cxBc, c yBc, cxCc, c yCc of points A, B, C in the system xc yczc (read from camera);
coordinates xA, yA, z A, xB , yB , zB , xC , yC , zC of points A, B, C in the system xyz;
focal length fc; and accuracy of calculations delta.

Calculations of coordinates of cameras from Fig. 2 was made by means of
programs kalibr1B and kalibr2B. Each of these programs created 5056 sets of points
A, B, C , next calculated the camera coordinates for each of these sets, and finally
averaged these coordinates. For each camera these calculations lasted about 10 s.
These sets were created from the 24 points lying beyond the beginning of co-
ordinate system Oc, but closest to this beginning were chosen. These points are
shown in Fig. 5. Read coordinates of these points have small errors caused by optical
distortions. These points are located on the squares with side length of 16 and 8mm,
which centre approximately coincide with point Oc. Coordinates z A = zB = zC =
0mm.

Fig. 5 The 24 points from
which 5056 sets were created
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For initial values of input parameters α, β, γ, dx , dy , dz , cz A, czB , czC , xA, yA,
z A, xB , yB , zB , xC , yC , zC calculated roughly using geometrical dependencies and
cxAc, c yAc, cxBc, c yBc, cxCc, c yCc read from camera, camera coordinates α, β, γ,
dx , dy , dz were calculated with accuracy delta = 10−6 mm [7].

Equation (2a) describes averaged coordinates of the Camera 1 from Fig. 2 and
Eq. (2b) describes matrix Tc.

α = 210.4624◦, β = 0.7818◦, γ = 89.9822◦, dx = 162.8905mm,

dy = 3.8324mm, dz = 277.1421mm, (2a)

Tc =

⎡

⎢

⎢

⎣

−0.0003 0.8620 −0.5070 162.8905
0.9999 −0.0072 −0.0116 3.8324

−0.0136 −0.5069 −0.8619 277.1421
0 0 0 1

⎤

⎥

⎥

⎦

(2b)

Equation (3a) describes averaged coordinates of theCamera 2 fromFig. 2 andEq. (3b)
describes matrix Tc.

α = 144.3522◦,β = −0.0617◦, γ = 90.6657◦, dx = −200.9648mm,

dy = −3.1109mm, dz = 282.7646mm, (3a)

Tc =

⎡

⎢

⎢

⎣

−0.0116 0.8126 0.5828 −200.9648
0.9999 0.0088 0.0076 −3.1109
0.0011 0.5828 −0.8126 282.7646

0 0 0 1

⎤

⎥

⎥

⎦

(3b)

3 The Optical Distortions Errors

For simplification, rows and columns are introduced. Rows are consist of points,
lying on lines, which are parallel to axis y on Fig. 1. Each row consist of 16 points.
Number of rows is equal to 12, according to Fig. 1. Columns are consist of points,
lying on lines, which are parallel to axis x on Fig. 1. Number of columns is equal to
16. Pi j is the point of i th row and j th column. Coordinates cxc(i, j) and c yc(i, j)
of image of points Pi j of template, read from the camera system xc yc, have errors
Δ∗ cxc(i, j) and Δ∗ c yc(i, j), caused by optical distortions. These errors can be
calculated from mathematical description of distortions by means of coefficients
k1, k2, k3, p1 and p2 [1, 5]. Equations (4a) and (4b) describes these errors. Errors
Δ cxc(i, j) and Δ c yc(i, j) can be determine from coordinates read from camera.
These errors are described by Eq. (4c).
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Δ∗ cxc(i, j) = cxci (i, j)[k1 crci (i, j)2 + k2
crci (i, j)4 + k3

crci (i, j)6] +
+ 2p1 · cxci (i, j) · c yci (i, j) + p2[crci (i, j)2 + 2 · cxci (i, j)2],

(4a)

Δ∗ c yc(i, j) = c yci (i, j)[k1 crci (i, j)2 + k2
crci (i, j)4 + k3

crci (i, j)6] +
+ 2p2 · cxci (i, j) · c yci (i, j) + p1[crci (i, j)2 + 2 · c yci (i, j)2],

(4b)

Δ cxc(i, j) = cxc(i, j) − cxci (i, j), Δ c yc = c yc(i, j) − c yci (i, j),
crci (i, j)2 = cxci (i, j)2 + c yci (i, j)2. (4c)

In Eqs. (4a)–(4c) occurs ideal coordinates of points cxci (i, j) and c yci (i, j), with
no optical distortions. These coefficients can be calculated from homogeneous form
r(i, j) of vector that describes point Pi j in reference system. We can note that form
as follows:

r(i, j) =

⎡

⎢

⎢

⎣

x(i, j)
y(i, j)
z(i, j)

1

⎤

⎥

⎥

⎦

(5)

Coordinates of point Pi j in reference system, that occurs in Eq. (5), can be note using
indexes as follows: x(i, j) = (i −7) ·8mm, y(i, j) = ( j −9) ·8mm. Point P79 is the
origin O of the reference system. All points are lying on the plane xy, so z(i, j) = 0.
Since camera matrix Tc of transformation is known, calculation of homogeneous
form cr(i, j) of vector that describes point Pi j in the camera system xc yczc can be
performed.

r(i, j) =

⎡

⎢

⎢

⎣

x(i, j)
y(i, j)
z(i, j)

1

⎤

⎥

⎥

⎦

= Tc
cr → cr(i, j) =

⎡

⎢

⎢

⎣

cx(i, j)
c y(i, j)
cz(i, j)

1

⎤

⎥

⎥

⎦

= T−1
c

⎡

⎢

⎢

⎣

x(i, j)
y(i, j)
z(i, j)

1

⎤

⎥

⎥

⎦

.

(6)

Coordinate cxci (i, j) can be obtained from coordinate cx(i, j) calculated from
Eq. (6). From geometrical dependences, shown in the Fig. 5 results dependence (7a)
that describes coordinate cxci (i, j) (Fig. 6).

cxci (i, j)

fc
= − cx(i, j)

cz(i, j) − fc
→ cxci (i, j) = −

cx(i, j)
cz(i, j)

fc
− 1

(7a)



Interpolation Method of 3D Position Errors Decreasing … 185

Fig. 6 The coordinates xc of point Pi j and its image Pci j

Using similar geometrical dependencies the formula (7b) can be derived.

c yci (i, j) = −
c y(i, j)

cz(i, j)
fc

− 1
(7b)

Using Eqs. (6), (7a) and (7b) errors Δ cxc(i, j), Δ c yc(i, j) and crci (i, j)2 occurring
in Eqs. (4a)–(4c) can be calculated. Since these values are known, it allows to apply
Eqs. (4a) and (4b) for calculation of coefficients k1, k2, k3, p1 and p2. If following
sum is created

S =
12
∑

i=1

16
∑

j=1

{[Δ cxc(i, j) − Δ∗ cxc(i, j)]2 + [Δ c yc(i, j) − Δ∗ c yc(i, j)]2},

unknown coefficients can be calculated by using minimally square method. Results
of these calculations are presented by expressions (8a)–(9d). Calculations weremade
for two cameras from the Fig. 2.
For the Camera 1:

k1 = −0.0033mm−2, k2 ÷ k3 = 0, p1 ÷ p2 = 0; (8a)

k1 = −0.0050mm−2, k2 = 0.0085mm−4, k3 = 0, p1 ÷ p2 = 0; (8b)

k1 = 0.0087mm−2, k2 = −0.0170mm−4, k3 = 0.0044mm−6, p1 ÷ p2 = 0;
(8c)

k1 = 0.0091mm−2, k2 = −0.0190mm−4, k3 = 0.0053mm−6,

p1 = 0.0015mm−2, p2 = 0.0003mm−2. (8d)
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For the Camera 2:

k1 = −0.0063mm−2, k2 ÷ k3 = 0, p1 ÷ p2 = 0; (9a)

k1 = −0.0015mm−2, k2 = −0.0053mm−4, k3 = 0, p1 ÷ p2 = 0; (9b)

k1 = −0.0026mm−2, k2 = −0.0027mm−4, k3 = −0.0014mm−6,

p1 ÷ p2 = 0; (9c)

k1 = −0.0004mm−2, k2 = −0.0060mm−4, k3 = 0.0045mm−6,

p1 = −0.0039mm−2, p2 = 0.0003mm−2. (9d)

Equations (8a) and (9a) present error description using one coefficient; Eqs. (8b) and
(9b)—using two coefficients; Eqs. (8c) and (9c)—using three coefficients; Eqs. (8d)
and (9d)—using five coefficients.

4 The Calculation Coordinates Errors

Coefficients describedbyEqs. (8a)–(9d) canbe applied to calculate errorsΔ∗ cxc(i, j)
and Δ∗ c yc(i, j), described by Eqs. (4a)–(4b). After calculating these errors cor-
rection of coordinates of points cxc(i, j) and c yc(i, j) (read from camera matrix
in the coordinate system xc yc) can be made. By correction it means subtraction
of errors Δ∗ cxc(i, j) and Δ∗ c yc(i, j) from the coordinates cxc(i, j) and c yc(i, j).
Coordinates after this correction are note by cxccor (i, j) and c yccor (i, j).
Equation (10) describes corrected coordinates.

cxccor (i, j) = cxc(i, j) − Δ∗ cxc(i, j), c yccor (i, j) = c yc(i, j) − Δ∗ c yc(i, j).
(10)

From corrected coordinates cxccor (i, j) and c yccor (i, j) of two cameras, coordi-
nates xcor (i, j), ycor (i, j) and zcor (i, j) of points Pi jcor in the reference system xyz
can be calculated. These coordinates are shown in the Fig. 7. In order to calculate
coordinates xcor (i, j), ycor (i, j) and zcor (i, j), coordinates xccor (i, j), yccor (i, j),
zccor (i, j) of point Pci jcor and xF , yF , zF of focal F in reference system are nec-
essary. Equations (11) and (12) describes that coordinates by means of the coor-
dinates cxccor1(i, j), c yccor1(i, j), cxccor2(i, j) and c yccor2(i, j). The cxccor1(i, j),
c yccor1(i, j) are coordinates of Camera 1, and cxccor2(i, j), c yccor2(i, j)—
coordinates of Camera 2 from Fig. 2. The matrices Tc, and others coordinates, and
lengths f of the two cameras were marked similarly.
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Fig. 7 The coordinates x of
points Pi jcor and Pci jcor
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Equation (13) describes straight line connecting points Pci jcor1, F1 and Pi jcor .

xcor (i, j) − xccor1(i, j)

xF1 − xccor1(i, j)
= ycor (i, j) − yccor1(i, j)

yF1 − yccor1(i, j)
=

= zcor (i, j) − zccor1(i, j)

zF1 − zccor1(i, j)
.

(13)

Equation (14) describes straight line connecting points Pci jcor2, F2 and Pi jcor .

xcor (i, j) − xccor2(i, j)

xF2 − xccor2(i, j)
= ycor (i, j) − yccor2(i, j)

yF2 − yccor2(i, j)
=

= zcor (i, j) − zccor2(i, j)

zF2 − zccor2(i, j)
.

(14)

From Eqs. (13) and (14) we can created six systems of three equations with three un-
known coordinates xcor (i, j), ycor (i, j) and zcor (, j). To solve these systems the
program odl0 was written. Accuracy of calculation coordinates of points in the
template can be describe by the maximum absolute values of distance differences
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Table 1 Maximum values of Δr(i, j) result from the distortion model

n 0 1 (Eqs. 8a
and 9a)

2 (Eqs. 8b
and 9b)

3 (Eqs. 8c
and 9c)

5 (Eqs. 8d
and 9d)

i 12 12 12 12 12

j 2 2 2 2 16

max Δr(i, j) 1.2342mm 1.2005mm 1.1465mm 1.1459mm 1.0767mm

Δr(i, j) = √

Δx(i, j)2 + Δy(i, j)2 + Δz(i, j)2, where Δx(i, j) = |x(i, j) −
xcor (i, j)|, Δy(i, j) = |y(i, j) − ycor (i, j)|, and Δz(i, j) = |z(i, j) − zcor (i, j)|.
As a reminder: x(i, j) = (i − 7) · 8mm, y(i, j) = ( j − 9) · 8mm, z(i, j) = 0.
Results of calculation of maximal values Δr(i, j) for these two cameras are pre-
sented below in Table1. In the table n is number of coefficients distortions describing
by Eqs. (8a)–(9d).

For n = 0 calculations were done without corrections, i.e. for coordinates
cxccor (i, j) and c yccor (i, j) respectively equal to cxc(i, j) and c yc(i, j). It is easy to
observe, that coordinates calculation accuracy increases with the increasing number
n of the optical error model coefficients. The greatest error appears when no any
coefficient were accounted (n = 0). On the other hand, the smallest errors are
obtained when all five coefficients k1, k2, k3, p1 and p2 are applied.

From calculations for coordinates cxccor (i, j) and c yccor (i, j) respectively equal
to ideal coordinates cxci (i, j) and c yci (i, j), computed from Eqs. (6), (7a) and (7b),
results maxΔr(i, j) = maxΔr(7, 10) = 2.9754 · 10−12 mm! So small error indi-
cates that the mathematical model of the optical distortion (4a) and (4b) is poorly
correct for local nature of these distortions. This indicates the possibility of a greater
reduction of the calculation error by taking into account their local character.

In the Sect. 5 amethod for the better reducing errors, based on their local character,
is presented.

5 The Interpolation Method of the Coordinates Calculations
Error Decreasing

From the fourth point results a very small calculation errors of the coordinates
xcor (i, j), ycor (i, j) and zcor (i, j) for the ideal coordinates cxci (i, j) and c yci (i, j).
We can calculate the ideal coordinates for each point of the template. Therefore, to
calculate the position of each point on the template is very simple, because for each
of these points can be calculate the ideal coordinates from Eqs. (6), (7a) to (7b).

So far, we considered only the coordinates cxc(i, j) and c yc(i, j) of image points
located in the corners of the tetragon P1P2P3P4 (see Fig. 8), and squares P1P2P3P4
of the template (see Fig. 9). In general, the points Ps can lie outside of these corners,
e.g. within these tetragons. Then we can read from the camera only cxc and c yc

coordinates of these points. Coordinates of these points in the reference system we
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Fig. 8 Illustration of the interpolation of ideal coordinatesPs Psi

Fig. 9 Illustration of the
additional points on template

do not know, therefore the calculating of the corresponding ideal coordinates is
impossible.

The local nature of the cameras optical error for points Ps we consider using
interpolation over the surface xc yc of the ideal coordinates cxci and c yci camera
coordinate systems. Are interpolated the ideal coordinates because they give very
little calculation errors of coordinates in the reference system xyz. Figure8 shows
the interpolation. The points Ps and Pp1 ÷ Pp4 from Fig. 8 correspond to the same
points from Fig. 9. In the Fig. 8 the ideal coordinates are indicated in the form of
vertical sections. The section P1P1i is the ideal coordinate cxci (i, j) or c yci (i, j)
of point P1 = Pi j (i, j). Likely sections P2P2i , P3P3i , P4P4i are respectively equal
to: cxci (i, j + 1) or c yci (i, j + 1) of point P2 = Pi j (i, j + 1), cxci (i + 1, j) or
c yci (i + 1, j) of point P3 = Pi j (i + 1, j), cxci (i + 1, j + 1) or c yci (i + 1, j + 1)
of point P4 = Pi j (i + 1, j + 1).

To increase the accuracy of interpolation was used program podwoj that creates
points Pp, N -times more concentrated than the template points Pi j from Fig. 1. In
the Figs. 8 and 9 is shown the division for N = 4. Next for points Pp the ideal
coordinates were calculated by means of the program podwoj. These coordinates
are illustrated in the Fig. 8 by means of the vertical sections Pp1Pp1i , Pp2Pp2i , etc.
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To describe the sets of calculated points Pp it was applied thematrixPp. Components
(i, j) of this matrix describes a point of i th row and j th column. Rows are consist of
points, lying on lines, which are parallel to axis y in Fig. 9. For number of the division
N = 4 each row consist of 61 points, number of rows is equal to 45. Columns are
consist of points, lying on lines, which are parallel to axis x in Fig. 9.

The interpolation of ideal coordinates of points Ps , lying in the middle of tetragon
Pp1Pp2Pp3Pp4 were used to analysis of the position coordinates calculation errors
(see Fig. 8). The coordinates of the points Ps , were calculated by program punktxx.
To describe the sets of calculated points Ps it was applied the matrix Ps . Components
(i, j) of this matrix describes a point of i th row and j th column. Rows are consist
of points, lying on lines, which are parallel to axis xc in Fig. 8. For number of the
division N = 4 each row consist of 60 points, number of rows is equal to 44. Columns
are consist of points, lying on lines, which are parallel to axis yc in Fig. 8. The ideal
coordinates Ps Psi of points were calculated by means of interpolation on the base of
forth values Pp1Pp1i , Pp2Pp2i , Pp3Pp3i and Pp4Pp4i . The program doklB1B2 was
calculated of maximal errors Δr(i, j) for the dividing number N = 1, 2, 4, 8, 16.

Now the errors Δr(i, j) = √

Δx(i, j)2 + Δy(i, j)2 + Δz(i, j)2), where
Δx(i, j) = |xPs(i, j) − xPscor (i, j)|, Δy(i, j) = |yPs(i, j) − yPscor (i, j)|, and
Δz(i, j) = |zPs(i, j) − zPscor (, j)|. xPs(i, j) ÷ zPs(i, j) are coordinates of points
Ps illustrated in Fig. 9. xPscor (i, j) ÷ zPscor (i, j) are coordinates of points Pscor

computed by program odl0. Results of these calculations are presented in the
Table2. The third row of Table2 contains the maximum of the computation time
tp, designated by the program czas. It is computation time of the coordinates of
single point Ps in the reference system xyz. Table2 shows the lowest value of the
maximum errorΔr(i, j) = 0.0771mm for the number of division N = 16. Practical
industrial robot positioning accuracy is in the order 0.1−0.5mm. Thus, the achieved
calculation accuracy is sufficient for the needs of the industrial robot control.

The analysis of the data in Table2 show that we can still reduce the value of this
error by increasing the number of dividing N . This is accompanied by increasing
the calculation time tp of single points coordinates. Increasing this number cause
decrease the length of the sides of the tetragon Pp1Pp2Pp3Pp4. We can’t reduce the
length to the side length of a single pixel on the sensor of the camera. For N = 16
minimum length of sides of the tetragon Pp1Pp2Pp3Pp4 is equal to approximately

Table 2 Maximum values of Δr(i, j) result from interpolation of the ideal coordinates

N 1 2 4 8 16

size(Ps ) [11 × 15] [22 × 30] [44 × 60] [88 × 120] [176 × 240]

size(Pp) [12 × 16] [23 × 31] [45 × 61] [89 × 121] [177 × 241]

maxtp 0.0312s 0.0624s 0.1092s 0.3588s 1.3416s

i 1 1 1 1 1

j 12 23 46 91 180

max Δr(i, j) 1.1418mm 0.5974mm 0.3028mm 0.1530mm 0.0771mm
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two lengths of the pixel side. Therefore, further increasing N to 32 would reduce the
size to the size of the pixel squares. Then the ideal coordinate interpolation could be
incorrect.

From the comparison of the minimum value of the maximum error calculations
presented in Table1 (Δr(i, j) = 1.0767mm) and Table2 (Δr(i, j) = 0.0771mm)
results greater accuracy of calculations using interpolation of the ideal coordinates,
proposed at this point.

6 Summary

The research presented in this chapter shows an analysis of the effectiveness of the
decreasing of the calculation position error of the template points. These calculations
are based on visual information of two cameras. The application of a mathematical
model of optical errors cameras are less effective than interpolation method of ideal
coordinates proposed here.

The studies shows, that accuracy of calculation the coordinates of points on
the template using cameras depends on the optical errors description. The more
coefficients from k1, k2, k3, p1, p2 is accounted in errors description Δ∗ cxc(i, j)
and Δ∗ c yc(i, j), described by Eqs. (4a) and (4b), the smaller are coordinates errors
Δr(i, j) of points determined in the space xyz.

To achieve greater accuracy of the calculations it can be used the interpolation
method of the ideal coordinates proposed in this work. This method allows to achieve
increasing the accuracy of calculations by increasing the number of divisions N .

Studies presented here should be treated as preliminary step of designing
vision systemwith two cameras. The minimum value of the maximum errorΔr(i, j)
determines the accuracy of the system. The accuracy of the system of two cameras
presented in thiswork is determined by 0.0771 ≈ 0.1mm (see Table2). The accuracy
is sufficient for the needs of the industrial robot control.
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Parameter Estimation in Systems Biology
Models by Using Extended Kalman Filter

Michal Capinski and Andrzej Polanski

Abstract Models in systems biology, which reflect complex dynamic biological
phenomena are most often described as ordinary differential equations (ODE). Char-
acteristic properties of these differential equations is nonlinearity and large size
(number of state variables). These models also contain large numbers of unknown
parameters. So the main challenge in developing models in systems biology is esti-
mation of numerous unknown parameters in nonlinear differential equations. There
are already numerous approaches to parameter estimation in systems biology mod-
els. However, main difficulties speed of convergence and multiple minima (multiple
solutions) are still obstacles in achieving solutions of sufficient efficiency. In this
chapter we propose a new approach based on combination of extended Kalman fil-
tering dynamical optimization with spline approximation of solutions to ODE, for
parameter estimation in systems biology models. We present the main idea and we
show comparisons to some published results.

Keywords Parameter estimation · Systems biology · Extended kalman filter ·
Dynamic · Optimization · Spline approximation

1 Introduction

Parameter estimation in nonlinear, high dimensional systems is the major problem
in systems biology. There is a lot references in literature [8] or [9], which devel-
oped a range of optimization methods including steepest descent gradient search
techniques and methods suitable for global optimization, such as simulated anneal-
ing, genetic programming or traditional nonlinear programming (NLP) algorithms,
such as sequential quadratic programming (SQP), sequential penalty function, the
trust region approach and etc. [2, 12]. An interesting and efficient method has been
proposed in the chapter [16] were spline approximation of the solution to analyzed
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dynamical model was used. Depending on the complexity of the model differential
equations the authors used either linear or non-linear programming as optimization
tool combined with the parameter estimator. Two examples were shown, enzyme
kinetic system and a cell cycle model.

Several authors have recently developed sequential estimation methods for state
and parameter estimation from systems biology models, described as state-space
models [6, 10, 13–15]. These approaches use parametric methods based on Kalman
filtering optimization and non-parametric particle filtering methods.

In the article we present the idea of combination EKF as optimizationmethodwith
of spline approximation of measured data. This idea allows for obtaining good com-
promise between computational efficiency and robustness to multiple minima. We
show comparisons of different methods of parameter estimation in systems biology.

2 Classical Methods

We construct an error function ED (1) that quantifies the difference between a model
with parameters α and the data, then we use optimization method that finds the value
of α that minimizes ED(α) e.g.

ED =
N

∑

i=1

‖x(ti ,α) − xdatai ‖2 (1)

where x(ti ,α)—numerically obtained an approximate solution.
If ED(α) has only a few, local minima apart from the global minimum, then we

use methods that iteratively step downhill, such as the Nelder–Mead simplex method
[11] or the Levenberg-Marquardt method [7].

3 Method Based on Combining Spline Theory with Linear
Programming (LP)

In many bio-system models, f (x, θ) is autonomous system and linear in θ as fol-
lows [16]:

ẋ(t) = Φ(x(t))θ, x(t0) = x0 (2)

where Φ(x) ∈ Rn×k is a matrix and its elements are a function of the state x.
Replace x(t) by the B-spline approximation x̂(t) and integrate (2) yield

x̃(θ, t j ) =
⎛

⎜

⎝

t j
∫

t=t0

Φ(x̂(t))dt

⎞

⎟

⎠ · θ̂ + x̂0 = Ψ̂ j · θ̂ + x̂0 (3)

where Ψ̂ j—represents the transition matrix.
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Optimization problem can be transformed into the following augmented opti-
mization problem with introducing the slack variables α as follows:

P : min
θ̂,α

{
∑

i, j

ωi, j · αi, j

}

s.t. =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

(i) −αi j ≤ γi (t j ) − x̃i (θ, t j ),

(i i) αi j ≥ γi (t j ) − x̃i (θ, t j ),

(i i i) x̃i (θ, t j ) = Ψ̂ j · θ̂ + x̂0,

(iv) αi j ≥ 0
(v) θL ≤ θ̂ ≤ θU

(4)

where:
θ̂ ∈ Rk is the set of parameters to be estimated,
γi (t j )—measured data,
θL and θU—are simple structural constraints such as the parameter’s upper/lower
bounds.

It is a Linear Programming (LP) problem with variable α, θ, which is a convex
problem with a wealth of fast and efficient routines available [1].

4 Method Based on Spline Theory with Nonlinear
Programming (NLP)

Biological pathway dynamics can be modeled by the following continuous ODEs
[16]:

ẋ(t) = f (x(t), u(t), θ), x(t0) = x0, y(t) = g(x(t)) + η(t); (5)

where:
x ∈ Rn is the system’s state vector,
θ ∈ Rk is the system’s parameter vector,
u(t) ∈ R p is system’s input,
y ∈ Rm denotes the measured data subject to a Gaussian white noise η(t) N (0,σ2),
x0 is the initial state,
f (·) is a set of nonlinear transition functions describing the dynamical properties of
biological system,
g(·) represents a measurement function.

The parameter estimation problem of nonlinear dynamical systems described in
(1) formulated with as a nonlinear programming problem (NLP) P0 with differential-
algebraic constraints [16]:
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P0 : min
θ̂,p

N
∑

j=0

(γ(t j ) − γ̂((t j ), θ̂)
T w j (γ(t j ) − γ̂(t j , θ̂)

s.t. =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

(i) x̂i (t j ) = bi
T (t j ) · pi ,

(i i) ˆ̇xi (t j ) = ḃi
T
(t j ) · pi ,

(i i i) || ˆ̇xi (t j ) − f (x̂(t j ), u(t), θ̂)||22 = 0,

(iv) γ̂(ti ) = g(x̂(t j ))

(v) Ceq(x̂(t j ), ˆ̇x(t j ), θ̂) = 0,
(vi) Ceq(x̂(t j ), ˆ̇x(t j ), θ̂) ≤ 0,
(vi i) θL ≤ θ̂ ≤ θU ,

i = 1, 2, . . . , n, j = 0, 1, . . . , N .

(6)

where:
γi (t j )—measured data,
x̂i (t j )—is B-spline approximation of estimated variable x̂ ,
bi—B-spline basis functions,
pi—is the weighting coefficient of B-spline,
ḃi—the set of the derivatives of the basis functions,
Ceq(x̂(t j ), ˆ̇x(t j ), θ̂)—algebraic equation constraints,
θL and θU—are simple structural constraints such as the parameter’s upper/lower
bounds.

5 Extended Kalman Filter

The well-known Kalman filter [4] is an optimal state estimator in the case of linear,
Gaussian systems. His variations is the extended Kalman filter (EKF), which is a
recursive state estimation algorithm for noisy nonlinear systems of the form [3]:

xk = fk(xk−1, uk) + wk (7)

zk = hk(xk) + vk (8)

where: xk ∈ Rn—denotes the state, zk ∈ Rq are the outputs, uk ∈ R p—are the
inputs. The noise processes wk and vk are uncorrelated and zero mean with positive-
definite covariances Qk > 0 and Rk > 0.

The two-step Kalman filter is given by the prediction equation:

x̂k = fk(xk−1, uk)

Pk = Fk−1Pk−1FT
k−1 + Qk−1

(9)
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and innovation equations:

x̂k = x̂k + Gk(zk − hk(x̂k))

Kk = Pk H T
k (Hk Pk H T

k + Rk)
−1

Pk = (I − Kk Hk)Pk

(10)

where:
Fk—Jacobian of state transition,
Hk—Jacobian of observation matrices,
Pk—state covariance,
Qk—process noise covariance,
R—measurement noise covariance.

6 Extended Kalman Filter with Spline Decomposition of
Solutions ODE

The approach, which we propose in this paper is using extended Kalman filtering
algorithm (7)–(10) as a nonlinear optimization engine for differential algebraic sys-
tem (6). EKF becomes an optimizer for nonlinear programming problem (NLP) with
spline approximation coefficients.

Nonlinear programming problem (NLP) P0 with differential-algebraic constraints
(6) can be reformulated to Lagrangian function [16]:

L(θ̂, p, λ) =

=
N

∑

j=0

(γ(t j ) − γ̂((t j ), θ̂)
T w j (γ(t j ) − γ̂(t j , θ̂) + λ · || ˆ̇xi (t j ) − f (x̂(t j ), u(t), θ̂)||22

(11)

where:
λ—is the Lagrange multiplier,
p—the weighting coefficients of B-spline,
θ̂—is the set of parameters to be estimated.

Let us denote the function returned in the right-hand side of (11) by

Φk(θ̂, p, λ) =

= min
θ̂,p

N
∑

j=0

(γ(t j ) − γ̂((t j ), θ̂)
T w j (γ(t j ) − γ̂(t j , θ̂) + λ · || ˆ̇xi (t j ) − f (x̂(t j ), u(t), θ̂)||22

(12)
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Combining (11) and (12) with (7)–(10) leads to:

xk = [θ̂1k . . . θ̂nk p1k . . . pmk λk]
xk = Φk(xk−1, uk) + wk

zk = hk(xk) + vk

(13)

where:
xk—estimation of k-state,
n—number of parameters,
m—number of the weighting coefficients of B-spline.

Prediction equation:

x̂k = Φk(xk−1, uk)

Pk = Fk−1Pk−1FT
k−1 + Qk−1

(14)

Innovation equations:

x̂k = x̂k + Gk(zk − hk(x̂k))

Kk = Pk H T
k (Hk Pk H T

k + Rk)
−1

Pk = (I − Kk Hk)Pk

(15)

Equations (13)–(15) are extended Kalman filtering recursions, which provide as
an output solutions to parameter estimation problem.

7 Results

In this section we present comparisons of different methods for parameter estima-
tion in systems biology models given by high dimensional ODEs. Comparisons
are based on the dynamical model for molecular regulation in extracellular signal-
regulated kinases (ERK) pathway. The model includes 11 ODEs and 11 unknown
model parameters.

The scenario for comparisons includes analyses of time signals obtained by com-
puter simulations in ERK pathway model with known values of parameters by dif-
ferent algorithms. Estimated values of parameters are compared to true values and
serve for grading qualities of different approaches.

7.1 Test Model—RKIP Regulated ERK Pathway Model

The RKIP regulated ERK signaling pathway [5], as shown in Fig. 1, is a circle
representing a state for the concentration of a protein, e.g. a circle with x1 denotes
the concentration of the activated protein Raf-1. A rectangular bar contains kinetic
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Fig. 1 Graphical representation of ERK signaling pathway regulated by RKIP

parameters of reaction which denote the reaction rates with respect to corresponding
reactions and which should be estimated. The directed arc (arrows) connecting a
circle and a bar represents a direction of a signal flow. The bi-directional thick arrows
represent a association and a dissociation rate at same time. The thin unidirectional
arrows represent a production rate of products.

The corresponding ODE model is shown as following:

ẋ1 = −k1x1x2 + k2x3 + k5x4
ẋ2 = −k1x1x2 + k2x3 + k11x11
ẋ3 = k1x1x2 − k2x3 − k3x3x9 + k4x4
ẋ4 = k3x3x9 − k4x4 − k5x4
ẋ5 = k5x4 − k6x5x7 + k7x8
ẋ6 = k5x4 − k9x6x10 + k10x11
ẋ7 = −k6x5x7 + k7x8 + k8x8
ẋ8 = k6x5x7 − k7x8 − k8x8
ẋ9 = −k3x3x9 + k4x4 + k8x8
ẋ10 = −k9x6x10 + k10x11 + k11x11
ẋ11 = k9x6x10 − k10x11 − k11x11

(16)
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Table 1 Statistical results of parameter estimation of RKIP regulated ERK pathway model without
noise

Mean estimation ± standard deviation

Param. True value Classical methods Splines with LP method EKF with NLP method

k1 0.53 0.5227 ± 3.4892e−10 0.5300 ± 7.3052e−11 0.5300 ± 4.2162e−11

k2 0.0072 0.0078 ± 5.7698e−07 0.0068 ± 2.7542e−07 0.0078 ± 1.3512e−08

k3 0.625 0.6615 ± 4.7160e−11 0.6247 ± 3.7939e−11 0.6249 ± 7.9981e−11

k4 0.00245 0.0020 ± 1.9784e−08 0.0022±1.9387e−08 0.0024±1.3177e−08

k5 0.0315 0.0312 ± 3.8692e−09 0.0315 ± 4.0889e−09 0.0314 ± 8.3144e−09

k6 0.8 0.7922 ± 8.9341e−10 0.8000 ± 2.0321e−10 0.8000 ± 1.3479e−10

k7 0.0075 0.0073 ± 2.9893e−06 0.0075 ± 5.5388e−06 0.0075 ± 4.7521e−06

k8 0.071 0.0711 ± 8.2174e−07 0.0705 ± 3.8577e−07 0.0709 ± 1.4231e−07

k9 0.92 0.9207 ± 1.0241e−08 0.9196 ± 1.2879e−09 0.9200 ± 1.9244e−09

k10 0.00122 0.0014 ± 6.1887e−06 0.0012 ± 1.8735e−06 0.0012 ± 5.1912e−06

k11 0.87 0.8622 ± 1.3784e−06 0.8721 ± 1.6347e−06 0.8699 ± 2.0361e−06

J – 0 ± 2.8219e−16 0 ± 4.3535e−15 0 ± 8.0816e−15
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Fig. 2 aReaction kinetics of enzymes—estimation byEKFwith splinemethod,bReaction kinetics
of one enzyme x7(t)—estimation by all methods

7.2 Results of Estimation Parameters of RKIP by All Methods

To quantify the fitness of the estimated model, the following relative squared error
(RSE) measure J was employed:

J = 1

N · n

N
∑

i=1

N
∑

j=0

(

x̂(t j ) − x j (t j )

x j (t j )

)2

(17)
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TheRSE obtain in conditionwithout noise is almost zero for all methods (Table1).
They differ by time of simulation,the shortest was for B-spline with LP.

The EKF algorithm is sensitive for start point,when the initial guess of the state
and/or state parameters are very close to the true values (Fig. 2). Convergence is not
achieved when the initial conditions differ significantly from the corresponding true
values.

8 Conclusion

The advantage of the new method is a faster convergence in terms of iterations
compared to classical methods, although the cost of each iteration is higher and
convergence depends on initial conditions.

Results obtained byB-spline approximation andLPare comparable to these obtain
by EKF with NLP method. All the mean estimated parameters were within a relative
tolerance better than 5%, besides a 10% observation noise level. EKF as optimizer
is interesting for further study and other modifications.
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Nucleotide Composition Based
Measurement Bias in High Throughput
Gene Expression Studies

Roman Jaksik, Wojciech Bensz and Jaroslaw Smieja

Abstract High throughput gene expression profiling methods suffer from various
sources of measurement bias inherent to the experimental procedures used. Most of
the commonly used data standardization methods, designed to reduce the sample-to-
sample variability of technical origin, do not account for probe- or transcript-specific
effects. However, the efficiency of RNA isolation, cDNA synthesis and amplification
does depend on the percentage of GC nucleotides in the transcript sequences and
therefore constitutes a strong bias for the analysis of gene expression data. This work
is focused on analysis of how and to what extent GC-content bias of oligonucleotide
microarray probes affects themeasurement data.Wepropose amechanismexplaining
this phenomenon, the implications of GC-content bias for differentially expressed
genes (DEGs) detection, and propose a new data standardization method, which
by using sample-specific background intensity estimation and LOESS regression,
allows to counteract the described effects.

Keywords Microarray probes sequences ·High throughput gene expression studies

1 Introduction

Oligonucleotide microarrays are one of the most common tools used for measuring
how gene expression levels change under different physical and/or chemical condi-
tions.Microarray data analysis helps to identify themost important genes in a specific
cellular response mechanism or to find a characteristic gene expression pattern of
a particular disease. Such analysis requires appropriate statistical processing of the
data In order to separate signal changes induced by the experimental factors from the
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background changes caused by inaccuracies of the measurements and errors of the
methods used. Challenges identified at that stage of data processing led to studies
of compatibility of different microarray platforms, [2, 3, 6, 7, 14, 15] involving the
standardization of protocols and data analysis pipelines [8, 9]. Appropriate selection
of a statistical method for microarray processing is a prominent subject of scientific
discussion although many data analysis related issues remain unresolved. A typi-
cal microarray is manufactured using special photolithographic technique used to
attach hundreds of thousands of different single stranded oligonucleotide sequences
on the surface of a glass slide. Oligonucleotides complementary to characteristic
fragments of known DNA or RNA sequences are arranged in groups termed probes
[11]. Quantification of the levels of transcripts in a sample is achieved by spreading
it on the surface of an microarray and providing the conditions allowing hybridiza-
tion of the transcripts to their complementary probes and measuring the amount of
material hybridized to specific probes using a fluorescence-basedmethod. In our pre-
vious study [10] we have shown that the variance of signal intensity between probes
with various nucleotide sequences that target a single gene is substantially larger
than the variance between signal of identical probes between biological replicates.
This suggests a very strong influence of probe specific factors on the estimation of
gene expression levels. Among various known factors, GC composition of the probe
is of the highest importance, and due to large variations in the percentage of GC
nucleotides between probes on a single microarray it can be the primary source of
measurement inconsistencies [10]. Signal levels of probes with varying nucleotide
composition may be influenced by the efficiency of hybridization process, which
depends strongly on sequence melting temperatures related to its GC content. Probes
of higher GC content are prone to non-specific binding as GC pairs contain stronger
triple hydrogen bonds. On the other hand, probes with low GC content form weaker
bounds during hybridization, whichmight be broken upon elution of non-specifically
attached cRNA. Since GC content of the probe set reflects GC content of the tran-
scripts, the factors that differentially compromise efficiency of cRNA synthesis can
also influence signal levels for probes with varying GC content. Differences in sig-
nal levels between probes of varying GC content are assumed to reflect presence of
mRNA of particular nucleotide composition in the investigated mRNA pool. How-
ever, theymight aswell be resulting from one of the threemRNAproperties unveiling
at different stages of the experimental protocol:

• Isolation—mRNA of higher GC content is more stable, hence for high mRNA
degradation level during the isolation process, mRNA pool may become enriched
in these sequences

• Amplification—cDNA richer in GC is being transcribed at a slower rate, due to
smaller polymerase efficiency [1]

• Hybridization—probes of high GC content create stronger bonds with cRNA of
interest, additionally influencing non-specific hybridization levels [13].

All aforementioned factors might lead to differences in signal levels for probes of
differing GC content that are independent of the transcript levels. Since those factors
characterize the most basic technical differences between microarrays, they might
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lead to significantly different signal levels measured for transcripts that in fact do
not differ between examined samples (particularly those of extreme GC nucleotides
proportions).

2 Results

2.1 Differences Between Signal Levels of Probes of Different
GC Content

Boxplots in Fig. 1 show median values for signal levels of probes in respect to their
GC content. The analysis was conducted for two datasets Affy-HuGene andMAQC-
133P2, based onmicroarray platformsof distinct properties.Affy-HuGene is a bench-
mark dataset, provided by themanufacturer, that includes 33HuGene-1_0-stmicroar-
rays (with exon-specific probes), loaded with RNA samples isolated from different
tissues. MAQC-133P2 is a data set obtained using HG-U133_Plus_2 microarrays
(with 3′-UTR specific probes), that originates from the MicroArray Quality Control
(MAQC) project [14]. Differences between panels A and B shown on Fig. 2 may
result from significant differences between microarray platforms used, however the
differencesmay also be experiment-specific. Figure2 showsmedian values for signal
of probes with different GC content, calculated for HG-U133A microarrays. Data
from all 28202 microarrays, originating from various experiments, is plotted, with-
out any preprocessing (no data standardization algorithms used). Microarrays were
divided into 12 groups based on their average total fluorescence level. Median plot
of raw expression in respect to probe GC content was calculated for each group. The
figure shows that the relation between average fluorescence level of an entire array

Fig. 1 Boxplots showing signal levels of probes of different GC content (mean non-processed
probe signal in logarithmic scale). a Data from Affy-HuGene experiment, b Data from MAQC-
133P2 experiment. Plus signs denote outliers
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Fig. 2 Dependency between
probe GC content and
microarray signal level for
microarray groups of varying
mean total fluorescence
(averaged data from 28202
samples analyzed on
HG-U133A platform)

and the signal level of probeswith differentGC content varies significantly. Addition-
ally the relation between signal of high GC content probes (8̃0%) and probes with
an intermediate GC content (5̃0%) changes, depending on the average fluorescence
level of the array. This is most likely a result of technical issues rather than effect
of actual change of transcripts in the biological material. Average fluorescence of
all microarray probes depends on the time of amplification and efficiency of cRNA
labeling. Change in the shape of the curve observed together with decrease in average
fluorescence level of an microarray suggests influence of some additional factors.

2.2 Influence of GC-Content-Related Bias on the Results of a
Microarray Experiment

Figure2 shows that changes in the average fluorescence intensity can affect the
ratio of signal intensity between probes with high and low GC content. This might
significantly affect the interpretation of microarray data since substantial differences
in the average signal level between samples that originate from a single experiment
can be observed very often. In the experiments conducted in our laboratory (in
particular, the one labeled E01_Me45) we observe correlation of expression level
changes between pairs of compared samples and the GC content of corresponding
genes. We hypothesize that this phenomenon is a result of the GC-content bias.
The experiment E01_Me45 was designed to test the influence of ionizing radiation
on the changes of gene expression, at various time points, after treating Me45 cells
(humanmelanoma) with 4Gy of ionizing radiation, relative to the control (untreated)
cells. The results show correlation between the change of expression level after
irradiation and the GC content of the transcripts, which we are unable to justify with
the biological mechanisms involved in the radiation stress response.

Additionally, the correlation of expression level changes and transcriptGCcontent
is stronger than correlation with the mean GC content of the probe set (see Table1).
It suggests that signals of single probes are not only influenced by their properties,
but the GC content related properties of the transcripts as well. In order to check
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Table 1 Spearman’s correlation coefficients for the expression fold change after the irradiation,
and the GC contents of the transcriptome (r1), or the probe set (r2)

Time after irradiation 1 h 12 h 24 h

r1 −0.440 −0.508 −0.181

r2 −0.425 −0.479 −0.121

Correlation coefficient
equality test (p-value)

0.046 3.46e − 05 3.30e − 11

All the correlation coefficients are statistically significant (p-value< 10−9). Correlation coefficients
were obtained from the E01_Me45 experiment data

Fig. 3 Regression line calculated for the GC content and signal levels of probes of 4 separate
samples from the E01 experiment. Chart a shows raw data (the numbers at the lines are mean
fluorescence levels of particular microarrays). Chart b shows data after the RMA background
correction and quantile normalization

if a similar phenomenon influences the signal levels in the E01_Me45 experiment,
characterized by strong correlation of expression level changes after the irradiation
with GC contents of the transcripts, normalization algorithms were compared by
their influence on signal level ratio for probes of varying GC content. In order to
simplify interpretation of the results, instead of the median value of signals obtained
from probes that differ in the GC content (used in Fig. 2), the regression line fitted to
data obtained for all probes of the microarray was used. Figure3a shows the differ-
ences between ratios of signals originating from probes of differing GC content (for
non-standardized data), expressed as the regression line slope coefficient. After data
preprocessing, involving RMA background correction and quantile normalization,
the distributions of signals of all probes became equal. Nevertheless, differences of
strengths of signals coming from probes of high and low GC contents were not com-
pensated, as the normalization process leads only to a shift of the regression line, but
does not change its slope (Fig. 3b). The slope, resulting from technical differences
between samples, is most drastically different for the pair of samples from the first
biological repetition (C_1h_1 and IR_1h_1, angle between the corresponding regres-
sion lines is marked with black arrows). Differences in the signals ratio of high- and
low-GC probes, leads to large difference of expression measured for corresponding
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transcripts in samples obtained from control cells (C) and irradiated cells (IR), that
cannot be compensated by the quantile normalization. This can lead to an incorrect
estimation of expression changes between the compared samples, for GC-rich and
GC-poor transcripts, resulting in an increased false-positive rate of algorithms used
to detect DEGs.

2.3 Correction of the Probe Sets Signal Levels for Removing
GC-Content-Related Bias

Differences in the nucleotide composition are usually compensated by adding or
removing nucleotides from either 5′ or 3′-end of the oligonucleotide, affecting the
entire sequence length. However, Affymetrix microarrays due to the specificity of
their design utilize probes with a constant length of 25 nucleotides significantly lim-
iting the possibilities of GC content manipulation. Additionally the manufacturer did
not compensate for varying probe GC content assuming that microarrays would be
used to compare expression of the same genes between biological samples only, and
not to compare expression of different genes or transcripts. Strong disproportions in
GC contents of the probes may render the expression levels of different genes, mea-
sured on the same microarray, incomparable. Properties of the probes are assumed
invariant from one microarray to another, hence, the measured signals should be
comparable if a normalization algorithm cancelling the differences of technical ori-
gin between individual microarrays is used. Figure1 indicates, that additional signal
level correction for probe GC content bias is necessary in order to obtain compara-
ble expression levels for different probes varying in the GC content. On the other
hand, such correction might significantly alter obtained expression values, poten-
tially leading to loss of information, if the physical phenomena behind it are not
carefully characterized. Since this paper is concerned with identification of DEGs
only, compensation of differences originating from the GC contents of individual
probes of the same microarray is not required. Instead the goal is to compensate the
differences between identical probes from different microarrays. The GC bias cor-
rection was performed according to a similar method proposed by Benjamini in 2012
[4] for a related problem in the deep sequencing experiments. The method is based
on data scaling that utilizes coefficients of the curve, fitted to data from each indi-
vidual sample, using LOESS regression (LOcally Estimated Scatterplot Smoothing).
The regression curve is very close to the median value of probes signal presented in
Fig. 2 with the advantage of not being as heavily dependent on single measurements
that contribute to the median of very low and high CG content probes. Scaling is
performed after regression curve fitting to each individual sample by applying (1):

Ŝm,p = Sm,p
Km(GC p)

K̂ (GC p)
(1)



Nucleotide Composition Based Measurement Bias … 211

where Ŝm,p is a signal of probe p, acquired from microarray m after the correction,
Sm,p signal before the correction, Km(GC p) is a coefficient for probes of particular
GC nucleotides number obtained through regression curve fitting to the sample data
m. K̂ is the mean coefficient calculated from all the regression lines for N probes of
the experiment (2):

K̂ (GC) = 1

N

N
∑

m=1

Km(GC) (2)

where GC is the number of G and C nucleotides in the analyzed probes (0–25).
The proposed microarray data processing algorithm denoted as csGC-RMA (cor-

rected sample-based GC-RMA) consists of the following steps:

• Background correction based on amodified GC-RMAmethod, utilizingmismatch
probes signals of each individual sample for the non-specific hybridization esti-
mation

• Adjustment for imbalance of signals that originate from probes with varying GC
content, based on a LOESS local regression and linear data transformation

• quantile normalization (common to all RMA algorithm modifications as well as
for PLIER and FARMS methods)

• median polish summarization (used in all modifications of RMA algorithm).

Assessment of the correction quality was performed in two stages. First stage is
based on the E01_Me45 experiment data, in which the magnitude of correlation
coefficient between the changes of probe sets signal levels and the GC content of
the transcripts was evaluated. The goal of the second stage is to assess the impact of
the algorithm on the effectiveness of DEGs detection, based on two publicly avail-
able data sets, designed specifically for the evaluation of pre-processing algorithms.
Graphs in Fig. 4 show the regression lines fitted to the data without any additional
correction, processed with standard GC-RMAmethod (graph A) and after correction

Fig. 4 Regression lines fitted to data processed with GC-RMA algorithm (a) and with rhe proposed
csGC-RMAmethod (b). The grey histograms and the corresponding ordinate axis on the right depict
the numbers of probes of specific GC content
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Table 2 Spearman’s correlation coefficient rs between the transcript GC content and expression
change after the irradiation, calculated for the E01_Me45 experiment datawith andwithout applying
the correction for the GC content of the probes

Time after irradiation 1 h 12 h 24 h

rs without correction −0.440 −0.508 −0.181

rs with correction −0.031 −0.084 −0.021

and processing with the csGC-RMA (graph B). Decreased correlation (Table2) and
good fitness of the regression lines, which is an obvious consequence of the applied
scaling based on their shape, do not confirm the quality of the proposed method.
Excessive flattening of the signal may lead to similar effect, although not avoiding
artificial diminishing of the biological differences between samples. However the
assessment of the impact of proposed method on detection of genes of interest in the
E01 data set is not possible due to lack of the a priori knowledge of the gene expres-
sion alterations triggered by irradiation in Me45 cells. In order to assess sensitivity
and specificity of the deg detection, two additional data sets were used, namely the
GoldenSpike and the PlatinumSpike [5]. These two data sets, were obtained using
known RNAmixture, enriched with more than ten additional transcripts, assumed to
constitute the only (non-technical) source of observed variation in the sample pairs.

The PlatinumSpike contains similar number of augmented and diminished quan-
tity transcripts, whereas the GoldenSpike, being the older data set, contains only
augmented transcripts, hence the latter is inferior in terms of resemblance of the
actual experimental data. For both data sets tested, the csGC-RMA method proved
superior over the standard GC-RMA algorithm, allowing for both greater specificity
and sensitivity of the DEG detection, particularly for the PlatinumSpike data set. The
observed increase of area under the ROC curves is a result of decrease in the number
of false positive hits (specificity gain) and simultaneous increase in the number of

Fig. 5 ROC (Receiver Operating Characteristic) curves for the GoldenSpike data (a) and the
PlatinumSpike data (b) after processing with standard GC-RMA and proposed csGC-RMA
methods. Numeric values shown in the legends are the areas under corresponding curves
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true positive hits (sensitivity gain). It should be noted that while application of the
probe GC content correction or the GCRMA modification separately yields some
gain in the detection quality, only the combination of the two allows for results this
good (Fig. 5).

3 Discussion

Classical analysis of microarray experiments suggests that ionizing radiation influ-
ences expression levels of transcripts with varying GC content. The findings pre-
sented in this work, however, show that negative correlation of the GC transcript
content and the change of expression level measured using a microarray may, at
least partially, be attributed to technical issues related to sample processing. Existing
methods of microarray data processing do not compensate for the observed differ-
ences between samples, resulting from the variations in signal level of AT or GC rich
probes, in some cases even enhancing this effect. Similar problem concerns the deep
sequencing data, but on a larger scale [4, 12]. The impact of deviations of average
hybridization level for probes differing in the GC content has strong implications on
virtually all possible analysis schemes:

• comparison of signal levels between multiple genes, measured using a single
microarray,

• comparison of gene expression ratios acrossmultiple samples (screening formark-
ers using sample classification algorithms)

• comparison of gene expression changes across pairs of sampleswhere the technical
repetition plays a major role.

We have shown how nucleotide composition of probes affects their signal level, and
how this process varies between individual microarrays. The discussed effect exists
in various microarray platforms and is currently not compensated for by any of the
commonly used data standardization algorithms. We also showed that the observed
effect may negatively impact the process of DEG identification, by overestimating
expression of transcripts with extreme probe GC contents. Moreover, it can sig-
nificantly decrease the sensitivity of DEG detection due to increased variance of
technical or biological repetitions. The proposed correction based on the probe GC
content allows for better DEG identification, as shown using two exemplary data sets:
GoldenSpike and PlatinumSpike. Application of this correction may in fact come
with some risk, as the expression differences between all genes of high and low
GC ratio are affected and artificially decreased. Finally, it is worth noting, that the
correction is based on an assumption, that GC content of all genes with augmented
or diminished expression should be similar, which cannot be biologically justified.
Similar assumptions are required by other microarray pre-processing methods, for
instance that the total number of up- and down-regulated genes should be similar.
Such assumptions may be false in many situations, although they are necessary due
to the current limitations of large scale gene expression studies.
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Application of a Morphological Similarity
Measure to the Analysis of Shell
Morphogenesis in Foraminifera

Maciej Komosinski, Agnieszka Mensfelt, Paweł Topa
and Jarosław Tyszka

Abstract This work evaluates the genotype-to-phenotype mapping defined by one
of the models of growth of foraminifera. Foraminifera are simple unicellular organ-
isms with very diverse morphologies. To analyze the mapping, a morphological
similarity measure is needed that compares 3D structures. One of the key compo-
nents of the similarity estimation algorithm is Singular Value Decomposition (SVD).
Since this algorithm is heavily used and its performance is important, four SVD
implementations have been compared in this work. Distance matrices of the phe-
notypes obtained for equally distant genotypes were computed using the similarity
measure. For the visualization of the phenotype space, multidimensional scaling
techniques were used. Visual comparison of the genotype and the phenotype spaces
revealed characteristics and potential weaknesses of the analyzed model of forami-
nifera growth, and demonstrated usefulness of the proposed approach.
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1 Introduction

Applications of similarity measures for the analysis of three-dimensional constructs
range from evolutionary design to artificial life and theoretical biology. Such mea-
sures are very useful when a large population of structures needs to be automatically
compared. Estimating similarity allows one to classify morphologies, construct hier-
archies of morphologies, discover clusters and investigate the correlation between
phenotypes and fitness of individuals [5–7].

Modeling of organism morphogenesis benefits from the use of such a similarity
measure as well. Although foraminifera are unicellular organisms whose shells (also
called “tests”) are usually smaller than 1 mm, they have very diverse morphology.
Taxonomy of those organisms include over 10,000 living and fossil species, which
are of great interest to biologists andmicropalaeontologists. Foraminifera build shells
consisting of one or more chambers. In the simplest case, a single chamber contains
an opening called the aperture. Openings of subsequent chambers compose the com-
munication line which is called the local communication path. There are two basic
chamber morphologies in polythalamous (multichambered) foraminifera: globular
and tubular. The models considered in this work are focused on foraminiferal shells
composed of globular chambers. This new class of foraminifera is called Globoth-
alamea and is based on results of molecular and morphogenetic modeling [14].

1.1 The Model of Foraminifera Morphogenesis

Models of growth of foraminifera are actively developed [17, 18, 20]. The model
used in this work describes foraminiferal morphology with 7 parameters [8, 19]
that determine the location and size of subsequent chambers [10]. The growth of a
foraminifer starts from a single chamber for which the location of its center, O0,
is arbitrarily defined. The location of the aperture U0 is calculated according to the
local communication path length minimization principle: it is a point on the surface
of the shell which is nearest to the center, O0.

In the two-dimensional case, calculation of the new (i th) chamber center, Oi ,
starts with the determination of the reference axis, which is the line passing through
both the previous and the current aperture. In the first step, Oi is located exactly on
the current aperture Ui−1. It is then moved along the reference axis according to the
translation factor parameter TF. Next, it is deviated from the reference axis according
to the deflection angleΔφ. The size of the new chamber is determined by the scaling
factors Kx and Ky . In the three-dimensional case the procedure is similar, yet there
are two additional parameters: the rotation angle Δβ and the scaling factor Kz .

After computing the location and the size of the new chamber, the new aperture
can be found—again, it is a point on the surface of the new chamber with the shortest
distance to the previous aperture. The new aperture cannot be located inside any
previous chamber. The 7 parameters of this model of growth are enumerated in
Table1, and sample foraminiferal morphologies are shown in Fig. 1.
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Table 1 The parameters comprising foraminifera genotype

Symbol Name Range from Range to Example in Fig. 1

N Number of
chambers

1 15 1, 2, 4, 6, 8, 9, 10

Kx Scale in x 1.00 1.10 1.00

Ky Scale in y 1.00 1.10 1.00

Kz Scale in z 1.00 1.10 1.00

TF Translation factor −1.00 1.00 −0.02

Δφ Deflection angle −3.14 3.14 0.64

Δβ Rotation angle −3.14 3.14 0.72

Angles are expressed in radians. The TF range ensures that subsequent chambers are joined together

Fig. 1 A sample growth sequence of a foraminifer. The number of chambers increases from 1 to
10. The dark spot is the aperture. Values of growth parameters are shown in Table1

The 7 parameters can be considered high-level genes, and the resulting 3D shell
morphology corresponds to a phenotype. The process of morphogenesis (growing a
phenotype based on a genotype) can be considered a mapping between a genotype
and a phenotype [9]. While this model of growth has been introduced to mimic and
simulate biological processes, it is important to be able to analyze the genotype-
to-phenotype mapping formally—in terms of the relationship between the space
of genotypes and the space of phenotypes. This is where similarity measures are
required.

Measuring similarity of genotypes is straightforward in case of numbers, as long
as we assume that the traditional meaning of similarity of values is reasonable (the
lower the difference between values, the higher their similarity). To measure similar-
ities between morphologies, we need a procedure that compares three-dimensional
structures. The concept that describes the correspondence between differences in
genotypes and phenotypes is called locality [16, Chap. 3]. High locality is obtained
when neighboring genotypes are expressed as neighboring phenotypes. The locality
has impact on the relative topology of both spaces, and in consequence, on optimiza-
tion techniques and evolutionary processes.
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2 Morphological Similarity Measure

2.1 The Algorithm

The similarity measure used to estimate differences in foraminiferal morphologies
considers 3D structures as undirected graphs [5–7]. In case of foraminifera, each
chamber constitutes one vertex, and all vertices are connected with edges producing
a linear graph structure (Fig. 2). The similarity estimation algorithm consists of three
main steps: alignment of the two structures that are compared, construction of the
matching function, and calculation of the dissimilarity components. Two components
are taken into account when computing distance between vertices: difference in
vertex degree (iDeg) and geometrical distance (iGeo). The importance of each of the
components can be adjusted using weights.

The approach taken for the alignment is based on the distribution of points in a
three-dimensional space. To position the morphologies according to the distributions
of vertices, the SVD transform [12] is used. It is applied separately to both structures.
After the transform is computed, the center of the structure is located in the origin of
the coordinate system. The axis with the highest variance becomes the first axis of
the structure, and the axis with the second highest variance becomes the second axis
of the structure. This method was proved to provide good alignment for the geometry
of the structures [7].

The matching algorithm is a heuristic. Vertices in both structures are sorted by
vertex degree in a descending order. The vertices with the same degree are grouped
together. The procedure starts with groups of vertices having the highest degree in
each structure. The algorithm tries to find a match (the least distant vertex from the
other structure) for the vertices which are unmatched yet in both structures, starting
from the vertices with the lowest indexes. When all of the vertices from a group
are matched, the next group is taken into account. Once the matching function is
constructed, the overall dissimilarity between the two compared structures can be
determined.

It is desired for the dissimilarity measure to be a metric. For this purpose, it must
satisfy non-negativity, identity of indiscernibles, symmetry and triangle inequality.
The similarity measure outlined above always satisfies the first three conditions. The
last condition—the triangle inequality—can be extremely rarely violated when the
iGeo component is considered [7].

Fig. 2 A linear graph
(10 vertices and 9 edges)
representing the 10-chamber
foraminiferal morphology
from Fig. 1
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Table 2 Comparison of libraries/routines for SVD

Name Type Description

OpenCV BSD license Open-source library for
computer vision [4]

Eigen MPL2 license Template C++ library [2]

NR Commercial Numerical recipes [13, 15]

MATLAB Commercial C++ interface for a computing
environment [11]

2.2 Comparison of Performance of Four SVD
Implementations

Since the SVD transform is frequently computed during estimation of morphological
similarity, its performance is important. For this reason, we have compared four
C++ implementations of SVD: two open-source libraries, a routine from Numerical
Recipes, and the MATLAB� Math Library. Table2 lists these libraries.

Figure3 compares the performance of the four SVD implementations on various
3D structures. The performance was similar for two sets containing morphologies
with the low average number of vertices (Fig. 3a, b); MATLAB and Eigen libraries
were slightly slower. For the set with high average number of vertices, MATLAB
library outperformed other libraries and the Eigen library was significantly slower
than other libraries (Fig. 3c). Since foraminifera have simple morphologies that usu-
ally have no more than 20 vertices, both NR and OpenCV were considered best
choices in terms of speed and ease of use.

(a) (b) (c)

M = 12.54 M = 18.33 M = 474.91
SD = 8.79 SD = 20.80 SD = 462.97
n = 59 n = 76 n = 11

Fig. 3 Time of calculating the full distance matrix (n × n) for three sets of morphologies of
increasing complexity. M and SD are the mean and the standard deviation of the number of vertices
in a set containing n morphologies. All tests were performed on Intel Core i7-4770 with 8 GB of
RAM running Windows 7. The one-thread program was compiled with Visual Studio 2014
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3 Application of Similarity Measure to the Analysis
of the Genotype-Phenotype Mapping in Foraminifera

To evaluate the characteristics of the genotype-to-phenotype mapping in
foraminifera morphogenesis, the relationship between genotype and phenotype
spaces was analyzed. 5 out of 7 genes were kept constant, while the remaining
two were varied from the minimal to the maximal value (Table3). For the purpose
of the analysis of each pair of parameter values, 32 × 32 = 1024 genotypes and

Table 3 Parameter values used in the analysis

Visualization N Kx Ky Kz TF Δφ Δβ

Figure4 5 1 1 1 −0.1 [−3.14; 3.14] [−3.14; 3.14]
Figure5 5 1 1 1 [−0.99; 0.99] [−3.14; 3.14] 0

Figure6 5 1 1 1 [−0.99; 0.99] 0 [−3.14; 3.14]
Constant values are indicated by a single number. Ranges of the varied parameter values are shown
in square brackets

Fig. 4 The relationship between the genotype and the phenotype spaces for different values of
deflection angleΔφ and rotation angleΔβ. The number of phenotypes shown in the grid is reduced
from 32×32 to 15×15 for legibility. The 3D projection of the phenotype distance matrix preserves
62% of total variance
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the same number of corresponding phenotypes were generated (we used 32 evenly
spaced values for each of the two varied parameters).

For the visualization of the phenotype space, multidimensional scaling was
employed [3]. The distance matrix that resulted from estimating similarity of all
pairs of phenotypes was projected into three dimensions where the Euclidean dis-
tances best approximate the original distance matrix. These 3D coordinates were
plotted using different colors and sizes that correspond to variable parameter values
(genes). A small random jitter was added to 3D coordinates to avoid identical mor-
phologies (with zero dissimilarity) to be plotted one over the other, and to expose
their density.

Phenotype grid in Fig. 4 reveals symmetry of the deflection and rotation angles. It
can also be seen in the 3D distances plot—morphologies corresponding to the same
absolute values of the angles are grouped together. For instance, on the right side
of the distance plot, groups comprising of two small and two big circles are visible.
Sizes of the circles in those groups correspond to extreme rotation angle values, and
colors correspond to opposite deflection angle values.

Phenotype distances projected into 3D

Fig. 5 The relationship between the genotype and the phenotype spaces for different values of
translation factor TF and deflection angle Δφ. The number of phenotypes shown in the grid is
reduced from 32× 32 to 15× 15 for legibility. The 3D projection of the phenotype distance matrix
preserves 47% of total variance
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Extreme values of the angles yield the deflection of about +180 and −180◦, both
of which locate the center of the new chamber in a similar position. This indicates
that for locality to be preserved and for successful search in the genotype space, the
operation of modifying both angles should respect their cyclic nature, and for the
two angles, the genotype grid should be considered a torus.

Phenotype grid in Fig. 5 demonstrates that the positive translation factor and the
extreme deflection angle values produce similar morphologies to the negative trans-
lation factor and the deflection angle values close to 0. In the 3D distances plot,
this is represented by lines comprised of red and blue circles (extreme values of the
deflection angle) and of light blue and green circles (deflection angle values near 0).
Morphologies corresponding to the extreme deflection angle and the negative trans-
lation factor, or the deflection angle value near 0 and the positive translation factor,
are more similar to each other—in the 3D distance plot they form a dense, elongated
cluster. However, phenotypes with small positive and negative values of translation
factor that are very close in the genotype space are mapped into distant phenotypes
(different morphologies)—this discontinuity is clearly visible in the phenotype grid.

Fig. 6 The relationship between the genotype and the phenotype spaces for different values of
translation factor TF and rotation angleΔβ. The number of phenotypes shown in the grid is reduced
from 32×32 to 15×15 for legibility. The 3D projection of the phenotype distance matrix preserves
53% of total variance
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Figure6 reveals two groups, one of which is dense and the other is sparse. Closer
analysis of both groups indicates that for TF ≤ 0, the value of the rotation angle has
no influence on morphology. Such morphologies form the linear dense group, where
their geometries are different only because of different values of translation factors.
Morphologies in the sparse group (TF > 0) depend on both the translation factor and
the rotation angle. The presence of such distinctive groups and the lack of smooth
transition between them indicates that there is a discontinuity in the interpretation
of gene values, and this would be disadvantageous from the search and optimization
point of view. An interesting discovery is the fact that rotation angle has any influence
at all for TF > 0. Since deflection angle is zero in this experiment, based on the
theoretical model, rotation should not have any influence on morphology. However,
the implementation uses a finite number of point samples on the chamber spheres to
find the communication path with minimal length, and the analysis presented here
may have discovered an artifact caused by this sampling.

4 Conclusions

Visual comparison of the genotype and the phenotype spaces performed for three
pairs of parameters revealed characteristics and potential weaknesses of the forami-
nifera model of morphogenesis. Genotypes with extreme values of translation and
rotation angles correspond to similar morphologies. Genotypes with equally dis-
tributed values of rotation angle and translation factor are mapped into two distinct
groups of morphologies with no smooth transition possible. Although further inves-
tigation of themodel is needed, preliminary results reported here suggest low locality
of the mapping. Note however that the mapping was not devised with optimization in
mind, it was rather expected to model biological reality in an extremely simple way,
using just a few key parameters. Low locality may also be a property of biological
genotype-to-phenotype mappings [1] and as such, it may be considered a feature that
should be included in the model, not a disadvantage.

There is a great potential for application of this methodology to real organisms,
although there are some challenges to tackle. The fundamental problem is that high-
level genes are in reality represented by complex genetic and epigenetic processes
responsible for morphogenesis [18]. A more realistic approach could take into
account real molecular genetic data based on DNA, RNA, or protein sequences [14,
20]. Real morphologies of foraminiferal shells are also based on chamber arrange-
ment patterns—however, chambers are not defined by their theoretical centers. The
most promising method to test would be to follow apertures and foramina that form
graph-like communication lines reconstructed based on high-resolution X-ray com-
puted tomography.

Amore detailed analysis of the model of foraminifera growth is needed, including
a numerical evaluation of the genotype—phenotype mapping. The results of such
evaluation increase the understanding of the relationships between genes and phenes,
and facilitate the development of an improvedmodel of foraminifera morphogenesis.
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The Resection Mechanism Promotes Cell
Survival After Exposure to IR

Monika Kurpas, Katarzyna Jonak and Krzysztof Puszynski

Abstract Ataxia telangiectasiamutated (ATM) protein kinase detects double-strand
breaks (DSBs) caused by such environmental factors like ionizing radiation (IR),
while ataxia telangiectasia mutated and Rad-3 related (ATR) is activated by the pres-
ence of single-stranded DNA areas (ssDNA). Moreover, biological reports show that
ATR can be also activated in DSBs repair pathway. Based on experimental reports,
we confirmed that the factor responsible for ATR activation may be ssDNA formedS
after resection of DSBs by repair complexes. In this study, we propose a novel
stochastic mathematical model of ATR-ATM-p53 pathways. The model demon-
strates the process of resection and helps to explain the impact of the investigated
modules on DNA damages repair. Our results show that the resection of DNA ends
accelerates DNA damage repair. Disorders in the mechanisms of DNA repair and
resection cause decrease in viability of cells population.

Keywords ATR ·ATM ·DNArepair ·Mathematicalmodel ·Resection ·Stochastic
simulations · HR · SSA

1 Introduction

The proper functioning of each organism depends on the accurate transfer of undam-
aged genetic information from one cell to its daughters. This process may be inter-
rupted by many factors, for example, by DNA lesions causing failures of DNA
replication, transcription and other processes. The formation of the damages may
appear due to the action of exernal and internal agents, like ultraviolet radiation
(UV), reactive oxygen species, chemicals or replication errors. Even if the cells

M. Kurpas (B) · K. Jonak · K. Puszynski
Institute of Automatic Control, Silesian University of Technology, Gliwice, Poland
e-mail: monika.kurpas@polsl.pl

K. Jonak
e-mail: katrzyna.jonak@polsl.pl

K. Puszynski
e-mail: krzysztof.puszynski@polsl.pl

© Springer International Publishing Switzerland 2016
A. Gruca et al. (eds.), Man–Machine Interactions 4, Advances in Intelligent
Systems and Computing 391, DOI 10.1007/978-3-319-23437-3_19

225



226 M. Kurpas et al.

are exposed on so many damaging factors, our organisms are still able to function
correctly. The reason is the existence of number of mechanisms that evolved to the
most efficient DNA repair [2].

DNA repair pathways involve the activity of damage sensor kinases, such as ataxia
telangiectasia mutated (ATM), which detects double-strand breaks (DSBs) occuring
in the cell in response to various agents, like ionizing radiation (IR), drugs or endoge-
nous abnormalities, such as replication errors. The kinase after autophosphorylation
amplifies the signal from repair proteins, among others Mre11-Rad50-Nbs1 (MRN)
complex. Additionally, ATM phosphorylates and activates other signal transduc-
ers important in the damage detection pathways: checkpoint kinase 1 (Chk1) and
2 (Chk2). These three protein kinases phosphorylate and activate p53 transcrip-
tion factor called “the guardian of the genome”. P53 is responsible for cell fate
determination—it is involved in regulation of number of pathways leading to i.e.
DNA damage repair or apoptosis [2].

Ataxia telangiectasia mutated and Rad3-related (ATR) is activated in the pres-
ence of single-stranded DNA (ssDNA). Such formsmight occur at stalled replication
forks or during DNA repair process. Single stranded DNA is coated by replication
protein A (RPA) complex, which recruits among others Rad9-Rad1-Hus1 (9-1-1)
and ATR-ATRIP (ATR-interacting protein) complexes. ATR after its autophospho-
rylation and activation by 9-1-1 complex becomes able to phosphorylate and acti-
vate Chk1, Chk2 and p53. ATM, ATR, Chk1 and Chk2 not only positively regulate
p53, but also cause increased deactivation and/or degradation of major p53 inhibitor
mouse double minute 2 homolog (Mdm2), the E3 ubiquitin-protein ligase. Mdm2 is
transcriptionally activated by p53 and in turn ubiquitinates this transcription factor
leading to its proteosomal degradation.

DSBs may be repaired by non-homologous end joining (NHEJ), homologous
recombination (HR) or single-strand annealing (SSA) mechanisms. HR requires the
presence of second sequence which could be used as a template to faithful recon-
struction of damaged DNA chain. It occurs mainly in these stages of cell cycle
when genetic material exists in two copies (S, and G2 phase) [2]. SSA mechanism
repairs DSBs between two repeated sequences of nucleotides. It does not require
separate indentical or similar molecule of DNA, but only single DNA duplex, which
is processed through resection and then ligated [2].

The HR and SSA mechanisms use the resection during DSBs ends processing.
The resulting fragments of ssDNA are coated by RPA complex and activate ATR
detection module [5]. Here, we do not focus on HR or SSA precise mechanism, but
wedemonstrate dependencies betweenDSBsoccurrence andATRmodule activation.

Better understanding of the processes taking place in the cell, without costly and
long lasting biological experiments, becomes possible through the use of the systems
biology tools. In this study, we describe a simple mathematical model of detection
of DSBs and ssDNA, here also called single-strand breaks (SSBs). We confirmed
that DSBs resection increases effectiveness of repair and lowers apoptotic fractions
of irradiated cells.
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2 ATR-ATM-p53 Mathematical Model

2.1 Existing Models

Interactions between the components of p53 and ATM pathways have been
already well studied and analyzed using mathematical modelling approach [7, 12,
14, 17, 18]. However, the ATR part is usually neglected. Only two existing models of
ATM-p53 considers their interactions with ATR. In Zhang et al. ATR and ATM are
treated together as one damage detector element [18]. This approach causes a lack of
possibilty to show complex interactions of these two kinases in response to various
stimuli. The model shows only deterministic effects of IR treatment. In Batchelor
et al. two models of ATR (activated by UV) and ATM (activated by γ irradiation)
were described [1]. There was also attempt to show the crosstalk between these
two modules according to [5], but the results shown marginal difference between
response of the model taking into account activation of ATM after UV and ATR after
γ irradiation.

To our knowledge, there are none detailedmodels of the ATR-ATM-p53 pathways
containing DSBs resection. There are some models of homologous recombination
but they focus on the precise mechanism of resection, not on the overall effect. In
Rodriguez et al. [15], authors focused on reconstruction of FA/BRCA network which
contains ATM and ATR detector proteins, but they are not the main subject of that
study.

2.2 Model Assumptions

TheATR-ATM-p53modelwas built usingbasic lawsknown from thebiochemistry—
the lawofmass action and theMichaelis-Mentenkinetics.According to theHaseltine-
Rawlings postulate [4], this hybridmodel binds deterministic (Runge-Kutta 4th order
method) and stochastic (direct Gillespie method [3]) approaches. We use ordinary
differential equations (ODE) for deterministic description of fast reactions, like phos-
phorylation events, and stochastic propensities to describe slow reactions, such as
genes activation and damage formation.

Our model is not developed for any specific cell line. We rather consider general
model of the hypothetical cell with generally accepted dependencies. Themodel may
be later fitted for the given cell line if at least part of its parameters will be obtained.

Ourmodel distinguishes two compartments—nucleus and cytoplasm. It is divided
on three major modules: ATM, ATR and p53 part. Details about the p53 signaling
pathway are available in [13].

A simplified model of the DNA damage detection is acivated by irradiation
resulting in DNA breaks. In case of ssDNA caused by UV, ATR part of the
model is activated. DSBs (induced by IR) activates both ATM part and indirectly
ATR part as a result of resection (Fig. 1). The output of the model is p53 level.
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According to Kracikova et al. results [8], we assumed that cell fate depends on
p53 level. If continously elevated above the threshold, p53 promotes apoptosis by
cooperating with Bax protein in release of cytochrome c and other apoptotic factors
from mitochondria [11]. Apoptotic condition is recognized as the level of active p53
increased above the 2.2 · 105 threshold for more than 6h. Number of DNA breaks
and protein molecules decrease after apoptosis, but we do not consider this as a
repair—we assumed that after cell’s death all of its components are rapidly degraded
and are not further investigated.

In our model, we assumed also persistent cellular stress level triggered by spon-
taneous ssDNA formation, what results in continuous basal activation of detector
proteins and p53.

The state of the gene for each molecule in the stochastic model takes value
0, 1 or 2 depending on the number of active gene copies. In the deterministic
approximation, its value is in the range [0, 2], what represents the average state

Fig. 1 ATR-ATM-p53model schemewith three modules: p53 (black andwhite), ATRmarked with
light gray and ATM marked with dark gray. Solid lines represent change of protein form; dashed
lines describe the interactions occurring in the path; p stands for phosphorylation; a represents full
activation of protein or complex
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Table 1 The selected parameters of the ATR and ATM parts

Name Description Value

ra8 Spontaneous SSB formation 1.4× 10−3

rdDAM SSB damage caused by 1 J/m2 UVC 52

rdREP SSB repair rate 15× 10−11

rnSAT Saturation coefficient in SSBs repair 50

q0 Mdm2 and PTEN genes spontaneous activation 1× 10−4

q1 Mdm2 and PTEN genes activation by p53p 5× 10−13

q2 Mdm2 and PTEN genes spontaneous deactivation 3× 10−3

mdDAM DSB damage caused by IR 0.0585

mdREP DSBs repair rate 0.001

mm1 MM for DSB repair 10

resp Percent of DSB repaired by ends resection 20

rest DSB to SSB transformation 1

of cell population. For most of the proteins, transcription, translation and degrada-
tion were omitted in order to simplify the description. We assumed that total number
of these proteins is constant and they can only change their state between active and
inactive form.

Resection process in our model is described gradually: we have some amount
of DSBs which can be repaired by ends resection: DSBres and the other DSBs.
The percentage of resection-repaired DSB is given in Zhou et al. and it is equal
to 20% [19]. In the first step, we assumed resection understood as requiring MRN
complex transformation of DSB to structure containing ssDNA, which in the next
step is recognized by ATR module and repaired by factors engaged by the ATR-p53
pathway.

2.3 The Model Equations, Variables and Parameters

We obtained our model’s parameters from literature. Part of them was given directly,
but part of them was calculated using program described in [6] which measure fold
change between intensity of tracks in western blot experiments. Parameters which
cannot be obtained were estimated by fitting the model to the remain data, with
keeping the protein levels corresponding to reality. For all the model parameters n
stands for number ofmolecules or active genes, andMMstands forMichaelis-Menten
constant (Table1).

The current model is based on ATR [9] and p53 [13] models. We added relations
between the ATR-p53 and the ATM pathway, for example ATM dependent Chk1,
Chk2, p53, Mdm2 and Akt activation.
Number of SSBs: First parameter provides basic activation of the ATR-p53 pathway,
whereas next term describes UVC dose-dependent and damaging
coefficient-dependent (rdDAM ) SSBs formation. The last positive term represents
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DSBs resected to SSBs with participation of MRN complexes. The negative part
describes SSBs repair, which depends on number of p53 teramers, repair rate (rdREP)
and number of repair complexes (rnSAT ).

d

dt
SSB(t) = ra8 + rdDAMUV(t)+ resp

MRNp(t)

MRNp(t)+ 1
DSBres(t)

− rdREPP532p(t)
SSB(t)

SSB(t)+ rnSAT
(1)

Number of DSBs which are not repaired by resection: First termdescribes IRdose-
dependent and damaging coefficient-dependent (mdDAM ) DSBs formation. These
DSBs need not to be transformed to SSBs ([1− resp] coefficient) before repair. The
last part describes DSBs repair, which depends on number of p53 tetramers, repair
rate (mdREP) and Michaelis-Menten coefficient for DSBs repair (mm1).

d

dt
DSB(t) = (1− resp)mdDAMIR(t)

− mdREP
DSB(t)

DSB(t)+ mm1

q0 + q1P53p(t)2

q2 + q0 + q1P52p(t)2
(2)

Number of DSBs repaired by resection: First termdescribes IRdose-dependent and
damaging coefficient-dependent (mdDAM ) DSBs formation. This part of DSBs need
to be transformed to SSBs (resp coefficient) before repair. Second term represents
DSBs to SSBs resection regulated by MRN complexes with coefficient rest .

d

dt
DSBres(t) = resp · mdDAMIR(t)− rest

MRNp(t)

MRNp(t)+1
DSBres(t) (3)

Total number of DSBs: Total number of DSBs caused by ionizing irradiation.

DSBtot(t) = DSB(t)+ DSBres(t) (4)

3 Results

Wetested cellular response to selecteddoses ofUVCand IRaccording to the literature
(formore details, please see [9, 13]).We fittedATMandATR part together to achieve
the proper response to both stress agents. We performed 200 stochastic experiments,
where doses of irradiation were given at time equal 24h after beginning of the
experiment and observed over the next 196h.
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3.1 Response to UV

We examined theATR-ATM-p53model response to 18J/m2 UV (Fig. 2a). The result
was consistent with our previous study where we had shown that after 18 J/m2

UVC 28000 lesions are formed and are repaired during 24h. We chose this dose
becausewe considered it as apoptotic threshold—above this dose themajority of cells
died [9].

3.2 Response to IR Shows Importance of Resection
Mechanism

We simulated cells treated with dose of 10 Gy. According to [10, 16] 1 Gy of IR
causes 35 DSB. We fitted our model to above data. The ATM part of our model was
based on the above assumption. We exposured simulated cells to IR dose of 10Gy
what results in about 350 DSBs formation. Here we show the outcome of the DSBs
resection—level of DSBs is lower than we expect (Fig. 3a), because part of lesions
is continously transformed to ssDNA what results in ATR module activation after
IR (Fig. 3b). The peak of SSBs level is very short because they are very quickly
recognized and processed by repair complexes. Stimulation of both modules results
in increased level of active p53 (Fig. 3c) and repair of the damage.

In comparison, in themodel ofDSBs repairwithout resection all of 350 established
lesions are formed (Fig. 3j). The time of DNA repair takes significantly much longer
than in case with enabled DSBs resection. About 10% greater is also apoptotic
fraction among cells lacking resection mechanism (Fig. 2b).

Fig. 2 a Response of ATR-ATM-p53 system to UV dose of 18J/m2. Result for 200 stochastic
simulations. Solid line—median; dashed line—upper and lower quartile of the result; bComparison
of apoptotic fractions after 10Gy of IR in various mutations of DSBs repair. Fractions measured
for 200 cells
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Fig. 3 Response of ATR-ATM-p53 to IR dose of 10Gy in various mutations of DSBs repair. Result
for 200 stochastic simulations. Solid line—median; dashed line—upper and lower quartile of the
result. a number of DSB in the properly functioning pathway, b number of SSB in the properly
functioning pathway, c level of active p53 and nuclear Mdm2 in the properly functioning pathway,
d number of DSB in the case of faulty DSB repair, e number of SSB in the case of faulty DSB
repair, f level of active p53 and nuclear Mdm2 in the case of faulty DSB repair, g number of DSB
in the case of disorders in SSB repair, h number of SSB in the case of disorders in SSB repair,
i level of active p53 and nuclear Mdm2 in the case of disorders in SSB repair, j number of DSB
in the case of lack of resection mechanism, k number of SSB in the case of lack of resection
mechanism, l level of active p53 and nuclear Mdm2 in the case of lack of resection mechanism,
m number of DSB in the case of unproperly functioning resection mechanism, n number of SSB in
the case of unproperly functioning resection mechanism, o level of active p53 and nuclear Mdm2
in the case of unproperly functioning resection mechanism
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3.3 Despite Faulty DSBs Repair, Part of Lesions is Still
Recognized and Repaired

We decided to check whether the IR-caused lesions will become repaired if there
will be some abnormalities in DSBs repair pathways (for example disorders in NHEJ
mechanism). Our results suggest that part of DSBswill be repaired engaging theATR
pathway to signal transduction (Fig. 3e). The level of p53 remains elevated (Fig. 3f)
because themodule is continuously activated byunrepaired geneticmaterial (Fig. 3d).

3.4 Disorders in SSBs Repair Cause Increased Apoptosis
Among the Cells

ATRmodule is essential in viability of organismsbecause it protects genomic stability
during replication process which might be interrupted by the damage occurrence.
Inability to repair the damage will result in directing cells to apoptosis, because large
number of unrepaired SSB lesions (Fig. 3h) send strong signal which activates p53
and maintain it on really high level (Fig. 3i). The continuously increasing level of
SSB is a result of assumed basal SSB formation. Obtained result clearly show that
SSB repair mechanism is crucial for cell survival. Our results indicate that in the
population of cells with faulty SSBs repair all of the cells die.

3.5 Faulty DSBs Resection Causes the Formation
of Unrepaired DNA

We tried to examine what may occur if the resection mechanism does not work in
the right way. For example, what happens if the resection is stuck on some stage so
there is still DSB recognized by the system and it cannot be repaired? Our results
suggests that both SSBs and DSBs are repaired in normal way, but the number of
DSBswhichmay be repaired through resection (20%) is not repaired by any pathway
(Fig. 3m–n).

4 Conclusions

In this paper, we described our stochastic mathematical model of the ATR-ATM-p53
pathway. The main goal of this project was to check in the simplest possible way
whether ATR activation occurs after IR and what can be the reason of this activation.
We confirmed that the process activating ATR module might be the formation of
ssDNA areas after resection of DSBs.
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The results obtained fromstochastic simulations performedon200 cells confirmed
that resection of DNA ends accelerates the DNA damage repair through amplifying
the signal and making DNA chain more accessible for repair factors. Disorders in
mechanisms of repair and resection cause decrease in viability of cells population.

We plan to expand the model developed in this work and build more accurate
mathematical description of resection mechanisms. We consider perform biological
experiments that will give us the rates of the parameters for the specific cell line and
will be used to verifying our results.
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of UV-induced DNA damage. In: Piętka, E., Kawa, J., Wieclawek, W. (eds.) Information
Technologies in Biomedicine, vol. 3, AISC, vol. 283, pp. 317–326. Springer, Switzerland
(2014)

10. Lobrich, M., Rydberg, B., Cooper, P.: Repair of x-ray-induced DNA doublestrand breaks in
specific Not I restriction fragments in human fibroblasts: joining of correct and incorrect ends.
Proc. Natl. Acad. Sci. 92(26), 12050–12054 (1995)

11. Mihara, M., Erster, S., Zaika, A., Petrenko, O., Chittenden, T.: p53 has a direct apoptogenic
role at the mitochondria. Mol. Cell 11(3), 577–590 (2003)

12. Mouri, K., Nacher, J., Akutsu, T.: A mathematical model for the detection mechanism of DNA
double-strand breaks depending on autophosphorylation of ATM. PlosOne 4(4), e5131 (2006)

13. Puszynski, K., Hat, B., Lipniacki, T.: Oscillations and bistability in the stochastic model of p53
regulation. J. Theor. Biol. 254(2), 452–465 (2008)

14. Puszynski, K., Jonak, K., Kurpas, M., Janus, P., Szoltysek, K.: Analysis of ATM signaling
pathway as an activator of p53 and NF-kB regulatory modules and the role of PPM1D. In:
IWBBIO 2014, pp. 1471–1482. Granada, Spain (2014)



The Resection Mechanism Promotes Cell Survival After Exposure to IR 235

15. Rodriguez, A., Sosa, D., Torres, L., Molina, B., Frias, S., Mendoza, L.: A Boolean network
model of the FA/BRCA pathway. Bioinformatics 28(6), 858–866 (2012)

16. Rothkamm, K., Lobrich, M.: Evidence for a lack of DNA double-strand break repair in human
cells exposed to very low x-ray doses. Proc. Natl. Acad. Sci. 100(9), 5057–5062 (2003)

17. Sun, T., Yang, W., Liu, J., Shen, P.: Modeling the basal dynamics of P53 system. PlosOne
6(11), e27882 (2011)

18. Zhang, H.P., Liu, F., Wang, W.: Two-phase dynamics of p53 in the DNA damage response.
Proc. Natl. Acad. Sci. 108(22), 8990–8995 (2011)

19. Zhou, Y., Caron, P., Legube, G., Paull, T.: Quantitation of DNA double-strand break resection
intermediates in human cells. Nucleic Acids Res. 42(3), e19 (2014)



Integrative Construction of Gene Signatures
Based on Fusion of Expression
and Ontology Information

Wojciech Łabaj and Andrzej Polanski

Abstract Gene signatures are lists of genes used for summarizing high-throughput
gene expression profiling experiments. Various routines for obtaining and analyzing
gene signatures in molecular biology studies exist, including statistical testing with
false discovery corrections and annotations by gene ontology keywords. Despite the
presence of well established routines there are still challenges in efficient application
of gene signatures, which include gene signature instability, problems in defining
optimal sizes and possible unreliability of inference results. Therefore there are con-
tinuous attempts towards improving algorithms for constructing meaningful gene
signatures. In this paper we are introducing a methodology for constructing gene
signatures, based on the fusion of information coming from statistical tests for dif-
ferential gene expression analysis and resulting from statistical tests for GO terms
enrichment analysis. On the basis of theDNAmicroarray datasets we are demonstrat-
ing that the proposed algorithm for fusion of expression and ontology information
leads to improvement of the composition of gene signatures.

Keywords Gene expression ·Gene signature ·Gene ontology · Functional analysis

1 Introduction

DNA microarrays originally developed to study differential gene expression using
diverse populations of RNA undergo continuous refinements and developments,
such as disease diagnosis, gene discovery, drug discovery or toxicological research,
with regard to gene expression profiling, comparative genomic hybridization, SNP
detection and many others. DNA microarray technology also becomes an impor-
tant element of integrative ‘omics’ studies, complementary to other methods of high
throughput molecular measurements, e.g., sequencing [21, 27].
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DNAmicroarrays measure expression of tens of thousands of genes or gene prod-
ucts simultaneously. They are often summarized by gene signatures [9], which are
lists of genes exhibiting certain patterns of expression across experiments. Gene sig-
natures are frequently treated as a starting point for further downstream analysis,
where biological conclusions from experimental results are drawn. Therefore, ana-
lyzes of gene signatures are an important area of research in bioinformatics. Searching
for information concerning genes in signatures can be based annotations stored in
dedicated databases, Gene Ontology (GO) [3], KEGG Pathways [17], motifs from
InterPro database [15], keywords describing entries from the UniProt database [22]
and many others [11].

Gene Ontology is a special source of gene annotation information, due to its
hierarchical structure and controlled vocabulary, used by biologists as a standardized
nomenclature for many specialized, large biological databases. GO terms are divided
into three domains: biological process (BP), molecular function (MF) and cellular
component (CC). Genes and gene products have been annotated to the categories of
GO using the best currently available knowledge [7]. A hierarchical structure of GO
terms, described by the directed acyclic GO graph (DAG) allows for representing
biological knowledge at different levels of detail (GO edition from 30/11/2014 has
15 levels in the BP, 15 levels in MF and 13 levels in CC DAG).

A very common approach is that the functional analysis based on GO terms is
performed for the domain of interest and level selected arbitrarily. However, two
terms located at the same level in the GO graph can provide very different level of
detail. Therefore, in the present article the ratio of Information Content (IC) [5] is
used to characterize the accuracy of a GO term instead of the graph level.

There is a wide range of tools and algorithms to determine which GO terms are
significantly overrepresented considering the given list of gene signatures. The basic
approach implemented in many tools for GO terms enrichment/depletion evaluation
is based on computation of frequencies, separately for each of the GO terms. In this
approach, named classic [2] no dependencies related to the topology of the GO graph
are taken into account. On the contrary, more advanced algorithms take into account
dependencies resulting from the topology of theGOgraph. These types of algorithms
address the inheritance problem, related to the fact that annotations assigned to more
general, ancestral GO terms are inherited from more specific, descendant GO terms,
which can mislead the biological interpretation of GO signatures. To overcome this
problem a new approach to GO signatures analyses includes additional steps of
decorrelation of the GO DAG graph (named elim, weight, weight01, lea, parentchild
[2, 12]).

All these algorithms for enrichment/depletion analysis of GO terms take into
account exclusively binary information on gene selection (genes in the signature,
all annotated genes, all genes of the considered organism etc.), but drop the full
information from expression analysis from the previous steps. In this paper we want
to point out that the gene signature construction can be stated as the problem of
integrating data derived from gene expression analysis and GO terms assigned to
genes.
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In this paper we are presenting an approach, where information on the statistical
significance of the differential gene expression is fused with the information con-
cerning enrichment/depletion of GO terms assigned to genes. Such an approach does
not overlook the valuable information that has been obtained during the differential
expression analysis, namely the p-value for each gene. It also allows us to filter out
GO terms of low Information Content (IC), which is crucial for many applications,
e.g. tumors classification. Unbiased comparison ofmethods for determining the over-
representation of GO Terms and assessing the quality of the results is a challenging
task. Therefore, we have applied multiple complementary approaches. To this end
biological consistency, the number of reduced GO terms and the characteristics of
the IC ratio in the remaining GO terms were assessed. In addition to providing a
robustness of our comparison we have focused on testing the accuracy of the classi-
fication and stability of gene signatures. A side effect of reducing the list of enriched
GO terms is limiting the size of the gene signature. We have thus also assessed the
impact of the used methods on the size of the gene signatures and its repeatability.

2 Data

Unbiased comparison of our method with the state-of-the-art algorithms for GO
Terms enrichment analysis has been performed on two real datasets. We have used
multiple DNA microarray experiments related to astrocyte cancer and leukemia.

2.1 Dataset I

Astrocytic brain tumors are cancers of the primary central nervous system (CNS),
which develop from astrocytes and are most common glial tumors. They can be
divided into two groups according to the way of growth, diffused or localized. In
our study we are focusing on the astrocytic brain tumors with the diffused growth,
which give poorer prognosis and are assigned to a higher grade according to the
World Health Organization (WHO) [20]. We are further confining the research to the
two most common tumors from this group, namely anaplastic astrocytoma (AA) and
glioblastoma multiforme (GBM). Additionally, there are two different forms of the
GBM, primary GBM arising de novo and secondary GBM arising from lower grade
diffuse astrocytoma [23]. Primary and secondary glioblastomas are histologically
indistinguishable, except the facts that the frequency of extensive necrosis is higher
for the primary GBM and the frequency of oligodendroglioma components is higher
for the secondary GBM [14]. Similar histopathology of glioblastomas may be due
to similarity of genetic alterations behind their growths.

On the basis of the biological and clinical characteristics of astrocytoma and
primary and secondary glioblastomas, it seems an interesting issue to design an
experiment, aimed to highlight both the differences and similarities between these
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cancers. We have explored the Gene Expression Omnibus (GEO) database [4] for
experiments where gene expression profiling corresponding to the above-mentioned
tumors and their comparisons to normal tissues was performed. The datasets found
in GEO originate from three studies [6, 13, 19], which relied on comparisons of
the three types of brain tumors, AA, primary GBM (GBM.P) and secondary GBM
(GBM.S) with the normal brain tissues (NBT).

2.2 Dataset II

Although the first data set is very compelling, it lacks the sufficient number of samples
for statistically significant classification procedure. In order to be able to perform
such classification another data set has been compiled. Here we have focused on a
more frequently studied disease (leukemia), so that wewere able to collects sufficient
number of microarray samples to perform the classification.

Leukemia is a group of cancers that usually begins in the bone marrow and results
in a high numbers of abnormal white blood cells, which are called blasts. It is part of
a broader group of neoplasms which affect the blood, bone marrow, and lymphoid
system, known as tumors of the hematopoietic and lymphoid tissues [26]. But the
exact cause of developing leukemia is unknown, it is even believed that each type of
leukemia has a different cause [16].

There are four main types of leukemia: acute lymphoblastic leukemia (ALL),
acute myeloid leukemia (AML), chronic lymphocytic leukemia (CLL) and chronic
myeloid leukemia (CML), as well as a number of less common types [25]. In this
article we have focused on studies where ALL and AML were investigated.

ALL is the most common type of leukemia in young children. This disease also
affects adults, especially those aged 65 and older, whereas AML occurs more com-
monly in adults than in children.

We searched the GEO database for the experiments related to these two types of
leukemia. The gene expression datasets originating from three studies were selected
[10, 18]. We have chosen 84 samples from these experiments—42 samples for each
type of leukemia respectively.

3 Methods

3.1 DATA Normalization and Differential Expression Analysis

Allmicroarray analyseswere performedwith use of state of the art academic process-
ing software. A custom CDF file for RefSeq annotation from BrainArray [8, 24] was
used as it provides the latest genome and transcriptome information. GC Robust
Multi-array Average (GCRMA) was used as background adjustment on Affymetrix
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microarray probe-level data. In this method the sequence information is summarized
by base types at each probe position, in a more complex way than the simple GC con-
tent. Variance Stabilization and Normalization (VSN) has been used for normalizing
microarray intensity. It ensures that the variance remains nearly constant over the
whole intensity spectrum. VSN has been used for normalization within experiments
and normalization of all microarrays together (also to remove batch effect). As a
summarization step the Affymetrix Probe-Level Modeling (affyPLM) was used. The
next step was to create a model of comparison between case and control, after which
data was fitted to the model. For this purpose Linear Models for Microarray Data
(limma) were used, which provide the ability to analyze comparisons between many
RNA targets simultaneously. Holm correction has been applied in order to correct
statistical test results for multiple comparison, with threshold equal to 0.05. As a
result, gene signatures were obtained, which allow for enrichment analysis of GO
terms.

3.2 Enrichments Analysis of GO Terms

R package ‘topGO’ [1] is an effective tool for semi-automatic enrichment analysis
of GO terms. The package includes a set of ready-to-use functions for carrying out
GO enrichments analysis. Not all combinations between algorithms and statistical
tests currently supported by topGO are allowed [1].

The elim andweight algorithmswere introduced byAlexa et al. [2]. Bothmethods
investigate the nodes in the GO DAG from bottom to top and introduce weights for
genes. In elim method the weighting process boils down to assigning 0 or 1 to genes.
This means that the elim method eliminates the genes from the list of significant
genes in ascendant GO terms, once they have been found to be associated with a
statistically significant GO term. In weight method the process of assigning weights
to genes is described as a function which always attains a value in the interval [0, 1].
The default algorithm used by the topGO package is weight01, which is a mixture of
the elim and the weight algorithms. The parentChild algorithm was introduced by
Grossmann et al. [12]. It measures overrepresentation of the GO term in the context
of gene annotations to the parents of the term, not to the root.

During our analysis Fisher’s Exact Test was used exclusively for simplicity of
the comparison. It belongs to the class of exact tests, because the significance of the
deviation from a null hypothesis can be calculated exactly, rather than relying on an
approximation, as with many statistical tests.

3.3 Enrichment Analysis by Fusion

Our new heuristic approach for measuring overrepresentation of GO terms can
be described as a method for filtering results obtained by the classic annotation
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routine. The method requires as input data results of the classic algorithm and results
of differentiation tests (in the form of a list of genes with corresponding p-values).
Output data for each GO term are two indexes, namely enrichment index (EI) and
differentiation index (DI). Fisher’s combined probability test was used as a pattern of
conduct to transform p-values from the enrichment test for the GO term and to fuse
p-values from differentiation tests for genes annotated to this GO term. For standard-
ization purposes indexes for each GO term are scaled to 0–1 range, which provides
the method’s applicability for any dataset. The methods of indexes’ calculation are
shown in formulae (1) and (2).

E IGOTermsi = −2ln
(

ETGOTermi

)

(1)

where,
ET—enrichment test (classic method).

DIGOTermi =
−2

∑n
j=1 ln

(

DTgene j

)

n
(2)

where,
DT—differentiation test and
n—number of annotation genes to i-th GO term.

The filtering condition is the distance on two-dimensional plane of indexes
between each GO term and the point (1,1). Exemplary result of our new approach
are shown in the diagrams below (Fig. 1).

Our goal was to fuse information coming from the enrichment analysis of GO
terms and differentiation analysis. Therefore, the cut-offwas set as on arc of a circle of
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Fig. 1 Diagram presents an example of results for the new method. The x-axis is the enrichment
index (EI) and y-axis is the differentiation index (DI). Color and size of the dots describe the
information content (IC) ratio (dark grey—highest, light grey—lowest) and the number of significant
genes associated with the GO term (the more genes the larger dot). Filtering condition is distance
between each GO Term and the point (1,1) which correspond to perfect, maximal enrichment. Cut-
off value has been chosen empirically and set to 1 (GO terms with higher distance are filtered out).
The black line is the boundary cut-off. a AA, b GBM.P, c GBM.S
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radius equal to 1. This contributes to the rejection of GO terms with low information
content. However, in the analyzed cases, there were a few GO terms, which, despite
low information content (IC) had a high rate of EI. They can be an integral part of
the particular case and the method allows to retain them.

3.4 Criteria for Comparison of Algorithms

The Dataset I was used to investigate the characteristic of results of each method for
enrichment analysis of GO Terms. First step was to check the cohesion of results
with biological knowledge. More precisely, we assume that both tumors GBM.P and
GBM.S should have a common part of the significant genes aswell as have a common
part of enriched GO Terms, which is expected to be larger than the common parts of
GBM and AA.

Another step in the comparison is to check the quality of the results by examining
the information content (IC) of enriched GO Terms. Dataset I will also provide us
information on the number of reduced GO Terms, which entails a reduction in the
size of the gene signature.

The Dataset II was used then for classification and stability analysis of gene
signatures. As a validation method k-fold cross validation algorithm was selected.
Therefore Dataset II was divided into 6 subsets, each of which contained 7 samples of
both types of leukemia. We used this kind of division to maintain equal participation
of both leukemia samples from different experiments. Training and validation sets
were then subjected to data normalization, differential expression analysis, enrich-
ment analysis of GO Terms and re-annotation of the significant GO Terms back to
the genes to obtain gene signatures (features). K-nearest neighbors’ algorithm was
used as a classification method. Classification was carried out for different neigh-
borhood sizes (from 1 to 6) and accuracy was the parameter determining the quality
of a classifier.

The second metric calculated on the basis of Dataset II is gene signature stability.
It assesses the reproducibility of the gene signature at all steps of classification. We
chose two primary methods: the basic method of calculating this measure and the
method, which introduces the adjustment related to the size of the reduced genes [9].
As this article presents new approaches for reduction of gene signatures based on
GO and comparing it with other commonly used methods, therefore, the use of the
second measure gene signature stability seems to be more appropriate.
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4 Results

4.1 Reduction Assessment

Differential expression analysis (see. Methods) of Dataset I has provided a list of
significant genes for each tumor. Not all of these genes are annotated to GO Terms
therefore, these reduced gene signatures were used for comparison of classic routine
of GO terms enrichment analysis with selected reduction methods for AA, GBM.P
and GBM.S tumor experimental data.

The classic approach gives results in linewith biological backgrounds of diseases,
with numerous GO terms shared by GBM.P and GBM.S (Table1) and few GO terms
shared between AA and GBM. Our method completely removes common GO terms
between AA and GBM, where the other methods with decorrelation step preserve a
certain proportion of these terms. Some of the GO terms may be linked to different
tumors, which is associated with low biological information. Removal of such GO
terms can be useful in the tumor classification tasks, or for better understanding the
characteristics of the specific tumor. As a result, the filtering performed by our new
algorithm leaves only GO terms specific to the particular case.

The summarization of the major changes in resulted lists of GO terms for GBM
tumors can be seen in Table1. We present here what fraction of overrepresented GO
terms is reduced for GBM.P, GBM.S and the common part. Additionally, it may be
seen that our method radically reduced the common part of GBM, which can be
helpful in tumour classification or retrieving important information related to the
inspected diseases. In this way, it can be helpful eg. in drug discovery.

More details about influence of the reductionmethod can be seen on distribution of
information content (IC, see Methods) for each of the used methods (Fig. 2). Table2
presents complementary information with the percentage of enriched GO Terms
which have IC ratio greater than 0.7. This threshold has been selected empirically

Table 1 Summary of size and reduced fraction of overrepresented GO terms for GBM.P, GBM.S
and the common part

Method GBM.P Reduced
GBM.P (%)

Common
part of
GBM

Reduced
common
part of
GBM (%)

GBM.S Reduced
GBM.S (%)

Classic 409 – 160 – 251 –

Elim 154 62.3 41 74.4 69 72.5

Weight 101 75.3 26 83.8 41 83.7

Weight01 114 72.1 32 80 45 82.1

Lea 129 68.5 35 78.1 55 78.1

Parentchild 244 40.3 79 50.6 149 40.6

New 20 95.1 5 96.9 16 93.6
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Fig. 2 Probability density function for all methods for each tumor. To estimate the probability
density function of the random variable we used nonparametric methods, known as Kernel density
estimation (KDE). a AA, b GBM.P, c GBM.S

Table 2 Table contains the percentage of enriched GO terms which have IC ratio greater than 0.7
for all methods and tumors

IC > 0.7 Classic
(%)

Elim (%) Weight
(%)

Weight01
(%)

Lea (%) Parentchild
(%)

New (%)

AA 48.2 71.4 78.3 76.6 76.6 41.0 85.7

GBM.P 32.4 53.6 65.0 62.8 56.8 37.4 87.5

GBM.S 20.1 37.3 45.0 43.2 33.3 21.7 86.7

Mean 33.6 54.1 62.8 60.9 55.6 33.4 86.6

and reflects the separation of GO terms with high information content from ones
with low information content.

It is clear that the shape of PDF for our method is distinct and the least similar to
other methods. It has a clear shift of the main peak towards higher IC values, which
reflects the reduction of the fraction of GO terms with low information content. This
can be clearly seen in Table2.

Reduction of GO Terms as a side effect leads to reduction of gene signature sizes,
which is convenient as it reduces dimensionality of any follow-up analysis. Table3
presents a summary of gene signature sizes and their reduction for GBM.P, GBM.S
and the common part.

4.2 Classification Quality

Comparison based on Dataset II was performed on the reduced size of the gene sig-
natures. Data after summarization steps was used as input features for classification
and validation. (see. Methods) Accuracy of classification was presented in the form
of a table (Table4).

Analysis of classification accuracy has shown that the method hierarchy is highly
dependent on the neighborhood sizewe have used (Table4). Interestingly, ourmethod
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Table 3 Summary of size and reduced fraction of gene signatures for GBM.P, GBM.S and the
common part

Method GBM.P Reduced
GBM.P
(%)

Common
part of GBM

Reduced
common
part of
GBM (%)

GBM.S Reduced
GBM.S
(%)

Base 66 – 36 – 48 –

Classic 64 3.0 29 19.4 41 14.6

Elim 53 19.7 23 36.1 35 27.1

Weight 49 25.8 21 41.7 33 31.3

Weight01 51 22.7 22 38.9 34 29.2

Lea 60 9.1 23 36.1 35 27.1

Parentchild 62 6.1 25 30.6 37 22.9

New 27 59.1 9 75.0 25 47.9

Table 4 Summary of classification results of accuracy for each method and different neighborhood
sizes

Classic
(%)

Elim (%) Weight
(%)

Weight01
(%)

Lea (%) Parentchild
(%)

New (%)

1 64.3 75.0 72.6 64.3 64.3 64.3 85.7

2 70.2 76.2 77.4 71.4 70.2 70.2 83.3

3 82.1 84.5 84.5 81.0 83.3 82.1 81.0

4 84.5 85.7 84.5 83.3 85.7 84.5 81.0

5 85.7 84.5 84.5 85.7 85.7 85.7 79.8

6 91.7 88.1 86.9 88.1 90.5 89.3 86.9

has the smallest variability of classification accuracy for all investigated sizes of
the neighborhood. It is important to note that accuracy for the neighborhood equal
to or greater than 3 for all methods is very similar. Therefore, based just on the
accuracy metric, it is hard to determine which method gives the optimal signature
for classification purposes.

For this reason, an additional approach was examined—stability of the gene sig-
natures. This measure allows to assess reproducibility of gene signatures, taking into
account all steps of the validation process. Results for all methods are shown in
Table5.

The highest score for adjusted stability (stabA) was obtained with our method.
The best signature stability together with the lowest accuracy sensitivity to the neigh-
borhood size and with not worse overall accuracy level, indicate that applying our
newmethod provides an improvement toward the composition of the gene signatures.
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Table 5 Summary for gene signature stability measures

Classic
(%)

Elim (%) Weight
(%)

Weight01
(%)

Lea (%) Parentchild
(%)

New (%)

StabA 26.18 30.21 30.70 28.16 27.41 26.58 32.69

5 Discussion

In the post genomic era, there is an enormity of publicly available molecular biology
data, which originates from a variety of biological research projects. These data often
include overlapping fields of science. The present state of molecular biology knowl-
edge indicates the possibility of using comprehensive and integrative approaches to
understand the biological processes. Therefore, methods for high-throughput data
integration are a hot topic of research for molecular biology.

In this article, we have compared our new method with the reference, state-of-
the-art algorithms for GO terms enrichment analysis. All reference methods take
into account solely information concerning the size of sets (all investigated genes,
significant genes and annotated number of genes from first and second group to
each GO term). In contrast, our approach takes into account additional information
originating from analysis of differential expression of genes. Thanks to this approach
we do not omit the valuable information that has been obtained during the differential
expression analysis, namely the p-value for each gene.

As previously mentioned there is no well-established procedure for comparison
of methods for enrichment analysis of GO terms. Therefore, we have applied several
possible approaches aiming atmore robust conclusions.OnDataset Iwe have verified
the characteristic of results for each method by means of the cohesion of the results
with biological knowledge and quality of the results by examining the information
content (IC) of enriched GO terms. Impact of GO terms reduction on gene signatures
size reduction was also investigated. We have shown that the all of the methods for
enrichment analysis of GO terms with decorrelation step both reduce number of
enriched GO terms and maintain fraction of GO terms shared between AA and
GBM. The common part of GO terms shared between AA and GBM is completely
removed by our method, which in addition filters out GO terms of low Information
Content (IC), leaving in only the GO terms which are specific to the particular case.
In the end, it can help in tumor classification or can provide more information about
characteristic of the tumors by reducing the dimensionality of the follow up analysis.

One of the major aims in molecular biology is to obtain a stable gene signature,
whichwill be helpful inmany areas of research. Still there are existing problems such
as defining the sizes (numbers of genes) of gene signatures and possible unreliability
of results of inference based on gene signatures. For this reason, in the last stage of our
comparison we were investigating Dataset II for the classification accuracy as well
as the stability of gene signatures. We have shown that our method is characterized
by the best signature stability. Together with the lowest sensitivity of classification
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accuracy to the used neighborhood size and with not worse overall accuracy level,
it indicates that the proposed reduction approach provides an improvement in the
composition of the gene signatures in comparison to other methods.

We have shown that our method reduces the number of enriched GO terms, focus-
ing on the meaningful ones. Thus, it facilitates the analysis and biological interpre-
tation. It also contributed to reducing the dimensionality of gene signatures, which
ultimately improved accuracy of classification and stability of gene signatures.
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Automatic PDF Files Based Information
Retrieval System with Section Selection
and Key Terms Aggregation Rules

Rafal Lancucki and Andrzej Polanski

Abstract Standard approaches to knowledge extraction from biomedical literature
focus on information retrieval from abstracts publicly available in medical databases
like PubMed. To limit the number of the results initially, a suitable query against such
databases can be constructed. However, for many research topics the pre-selection
of small enough set of the documents can be very difficult or even impossible.
Another problem stems from large variability of the retrieved lists of publications
when changing keywords in search engines. In this paper we address both of these
problems by proposing an algorithm and an implementation capable of working on
the full text articles. We present an information retrieval system with selection of
separate sections of full texts of papers and a rule-based search engine. We demon-
strate that in some research our solution can provide much better results than finding
documents only by keywords and abstracts.

Keywords Knowledge discovery · Information extraction · Natural language
processing · Keyword search

1 Introduction

Motivation Important projects concerning developing and maintaining scientific
databases involve information retrieval from scientific papers. A routine strategy
consists in using a (dedicated) search engine for selecting a corpus of texts, whose
contents are then studied in detail (manually curated). However, using such strategies
may lead to difficulties and errors. There are twomain sources of errors in information
retrieval in such scenarios. The first one is related to the fact that specifying sets of
keywords for searching through abstracts is typically done on an intuitive background
and adding/removing a word from a set of keywords may lead to large differences
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in the sizes and structures of corpora of documents to be analyzed. The second,
more important source of errors, is that engines for searching through scientific
documents typically arrange (rank) the retrieved documents according to their “level
of importance”. Such arrangement is, unfortunately, very imprecise. Due to a large
number of retrieved papers, their analyses are limited only to a few documents at
the top of the list. Ignoring documents ranked lower may lead to overlooking of
important information.

Moreover, manual curation of scientific literature documents for information
extraction is a tedious and expensive process, which can again cause a lot of hard
to verify errors. Therefore, developing methodologies capable of performing deeper
searches in texts of scientific documents can lead to substantial improvements in
processes of literature studies in the scientific research.

Contribution Wepresent a system for supporting information extraction from scien-
tific pdf documents based on automatic selection of paragraphs, marking important
fragments (words, phrases) and navigation through the selected corpus of papers.

Our contribution is a practical use of several known techniques in one work-
ing solution. The first step of our information retrieval strategy involves execution
of a query against PubMed database, retrieval of the list of available articles and
downloading full texts of these articles from the PubMed FTP servers to the local
repository. Available texts are then processed by the rule-based engine at the level of
the source PDF document. If interesting connections are found, a copy of the source
document is created with annotated keywords (comments inside PDF document).
During the process several statistics for each document are also created, so it is pos-
sible to rank the documents by their estimated importance. For the statistics we also
created an additional viewer, where basic aggregation and arrangement of results is
possible.

We provide evidence that the proposed method can be significantly better than
traditional search engines. We illustrate the application of our system in relation
to the literature study on the genetic background for type 1 diabetes by searching
for paragraphs containing statements on single nucleotide polymorphisms (SNP)
markers of type 1 diabetes [7] in the corpus of full texts of documents. The problem
of characterization of the background of type 1 diabetes by lists of SNPs is complex
because of limited data on some SNPs and demographic specificity. Therefore, all
findingsmust be later verifiedmanually. Available search engines are not constructed
to fulfil such complex requirements.

Our application exhibits higher precision in retrieving corpora of documents of
closest relation to a topic of interest than standard search engines. It also shows
higher potential in providing lists of articles containing sets of keywords thanks to
an “alternative” path of searching. Standard search engines have obvious limitations
related to confining searches to abstracts only.

Another feature of the elaborated system is searching through scientific literature
on the genetic background of diseases, which includes a large number of papers
reporting results of many different experiments.
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2 Related Work

There is an increasing number of papers and related software systems devoted to
supporting the projects of searching through scientific literature [1–4, 6, 9, 10].
Available applications might not offer the possibility of interactive searching through
documents on the basis of arbitrarily defined aggregation rules for key terms (phrases)
combined with navigation and marking important fragments of the texts. Some of
the systems works over pre-defined rules [5, 14] but they are focused on automatic
text extraction rather than on supporting manual reviews of the scientific literature.
Other systems could support the task we faced, but they were too general in approach
to be used in this specific research [8, 13].

3 Description of the Solution—Rule-Based Knowledge
Discovery

The requirements for the elaborated software system, specified with respect to the
above-described applications, were to simplify the visual extraction process by pre-
selecting paragraphs. An additional requirement was that the input data are provided
in the pdf format.

The rule is defined by the user in the following way:

• divide source document into logical sections
• for each section find T1D or type 1 diabetes—if found,
count occurrences

• if found, find rs[integer_number]—if found, add the
document to the result set and annotate it.

3.1 Pre-selection

First step is to execute the query against the PubMed database, compare the results
with the list of files available inside PubMed database and download them. Due to
the size of source documents this is a lengthy process—for type 1 diabetes it looked
as follows:

• query executed against the PMC database—“type 1 diabetes”
• number of results returned by query—32,249 documents
• number of available free text documents—14,283 documents
• size of downloadeddocument corpus—12.7GB—downloading time24h (depends
on connection speed)
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3.2 Description of the Algorithm

The software is implemented using the pdf-box library [11, 12], as a low-level kernel
to access pdf files. Pdf-box capabilities are also used to modify source files during
creation of comments inside the output file. Inside the software an additional layer
was created to solve the problem of word and paragraph breaks. The pre-analysis
implies working over low level of pdf document trying to identify paragraphs by
position of characters tracking and different fonts used in the document. If the defined
rules are fulfilled the found keywords are highlighted and the document is copied
into the results folder and the statistics are updated. It was clear from the beginning
that fully automated process will be very hard to achieve. Thus, the approach aimed
to automate the process as much as possible, by highlighting searched fragments.
Statistics created during the process help in later sorting and displaying the results.
The solution includes the following steps:

• In the first step, conversion of text to new object-model structure containing words,
sentences and paragraphs is performed. After this conversion a plain text is avail-
able for the search engine, but every character still has a reference to its original
position inside the PDF document

• In the second step, the configuration of the program is read out (rules definition). It
is possible to define obligatory keywords and optional keywords inside the rules.
This is a key feature of the program, which allows for its configuration for different
purposes according to the current needs of the user.

• Found elements are highlighted inside the original document (copy of the original
pdf file is created with added comments). For every paragraph inside the document
one comment is created with highlighted keywords, while inside the comment—
the defined text keywords are listed.

• Additionally, the statistics are updated inside the database. These statistics are used
to display the results in the form of ranking, and to compare the achieved results
with different queries executed against PubMed database.

Below we show an example of the sentence found by rules defined for type 1
diabetes (PMC article 3674006):

Genotyping was done using Taqman allele discrimination
(KBioscience, Hoddesdon, UK). The 31 selected T1D
SNPs were: [24]: INS (rs3842753 and rs689), PTPN22
(rs2476601), PTPN2 (rs478582 and rs1893217), [...]

The process described above was executed on all previously downloaded docu-
ments. Because of the input corpus size, it took nearly 10 hours to parse and analyze
all documents. As a result 476 output PDF documents were created with annota-
tions inside (marked keywords) along with additional database with statistics/search
results. Additional software to aggregate and present the results was created, mak-
ing it possible to sort and view them grouped by SNPs. This presentation is very
important during manual verification of the results—it is also possible to open the
annotated source documents from this level.
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4 Results

As an input for automated process 14,283 documents downloaded from the PubMed
central PMC database were used. Those documents were retrieved by querying
PubMed database with query “type 1 diabetes” and matching the list of results with
the list of documents available on the PubMed Central FTP server. The results are
presented from two different perspectives:

1. as document lists with statistics on how many keywords were found inside a
document and with the possibility to compare it with PubMed results. In this
view, as details for each document, the list of found SNPs is presented (See
Table2 on page 254).

2. as a list of found SNPs specifying the the number of publications, in which the
results were found and the list of those publications. This view is particularly
important since it allows for fast verification of each result. Here, 1618 single
SNPs were found, but only 302 were confirmed inside more than 1 publication.
(See Table1 on page 253).

Thanks to this second view of the results, one might easily perform the manual veri-
fication of them. For each SNP, the reviewer/curator has a list of citing publications.
In every publication, the occurrences of SNP and type 1 diabetes are highlighted,

Table 1 Top 20
results—SNPs sorted by
number of citing publications
in descending order

SNP Number of publications

rs2476601 45

rs1990760 26

rs3184504 19

rs689 18

rs3087243 17

rs13266634 17

rs11594656 15

rs6679677 14

rs2104286 14

rs231775 13

rs6897932 13

rs9939609 13

rs12708716 12

rs6822844 12

rs7903146 12

rs2542151 12

rs2292239 10

rs7574865 10

rs1893217 9

rs763361 9
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and thanks to native PDF comments navigation it is easy to jump into the fragment
of interest. The speed of verifying and retrieving results is incomparable with any
manual solution.

Results Verification To verify our results, the application can run a query against
PubMed and compare the returned set of results with our results. For results verifica-
tion, we used query “type 1 diabetes AND SNP”, what should return similar results
as we achieved using our solution. This query returns 3414 results. By default, the
results are sorted by their relevance, so we expected some similarity between what
we have as results and what was returned by PubMed database. But there are many
examples where PubMed position within the results (sorted by relevance) is far from
top (SeeTable2 on page 240). The application rankwas created by sorting the number
of type 1 diabetes occurrences inside a document in descending order (we assumed
that the more times a disease is mentioned inside a publication, the more interesting
it is for us). We also performed cross validation in the other way round—for some
of the PubMed results we verified why documents do not exists in our result set. We
found generally 2 cases:

Table 2 List of top 20 from documents view—sorted by the number of occurrences type 1 diabetes
descending and compared with the results of PubMed query “type 1 diabetes AND SNP”

Document ID T1D occurrences Number of found
SNPs

PubMed result
position

PMC4140826 187 58 418

PMC3900458 156 2 Not found by PubMed

PMC2889752 154 46 11

PMC3924830 151 19 138

PMC2661594 144 2 10

PMC3150451 137 80 30

PMC3219940 121 3 5

PMC3342174 112 20 162

PMC3789883 110 17 57

PMC2217539 107 31 66

PMC2602853 99 93 206

PMC3322139 94 1 67

PMC3363338 90 10 279

PMC3114708 85 65 377

PMC3075244 83 4 70

PMC3292339 81 53 40

PMC4038470 81 14 261

PMC2738846 79 26 52

PMC2858242 78 64 127

PMC3183083 77 8 54
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• rs[integer_number] text does not exist inside full text article - this is a false positive
result of PubMed query—it is good that it does not exist in our result set

• we found few cases where rs[integer_number] exists inside an article, but because
it is not within one section with type 1 diabetes, it was not found. However, it is
still important publication for the results. It is a true negative of our approach and
in the future, we should consider how to eliminate this problem. But this problem
did not affect our results in this particular research, while SNPs were found in
different publication.

Unexpected Results Surprisingly, there are also many documents occupying very
low positions in the PubMed results ranking, despite the fact that they directly
focus on diagnosing type 1 diabetes and its genetic background. For example, in
PMC3674006, the words ‘T1D’ and ‘SNP’ exist in one sentence, directly one after
another. However, the document was placed by the PubMed search engine on the
322nd position—much lower than other papers much less related to the topic of the
search. The document is on the 10th result page, in the standard view of 30 results
per single page. Considering why such situation could happen we concluded the
following possibilities:

• standard search engine does not work on full publication text, but only on abstract
or keywords defined by authors

• standard search engine has some unclear rules, how the ranking is created from
the results

In both cases our rule-based method with clear presentation of results could have
potential in other research as well.

5 Conclusions

In this paper we presented an application aiding information retrieval from scientific
pdf documents. The system is based on the partition of documents into paragraphs and
on the automated selection of paragraphs, highlighting important fragments (words,
phrases) with the navigation through the selected corpus of papers. An example of
application of the elaborated system is searching through scientific literature on the
genetic background of diseases, which includes a large number of papers reporting
results of many different experiments.

We combined known so far techniques, but we combined them in a unique way
developing practically working solution. Additionally our contribution is a way of
presenting results, where it is very simple to decide, whether a result is proper or
not during manual verification (highlighting keywords inside documents, view of
a result by keywords with citing the publication). In this paper we proved that our
approach is significantly better than relying on PubMed search engine and later
manual verification of the results.
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Future Work During our work we found out that the solution we proposed could
be also used for different research as well. It shows great potential especially in
case the subject of research is known, but it cannot be precisely defined (like
rs[integer_number]). While some potential can be also explored in terms of stan-
dard queries against medical databases, our proposed result presentation seems to
have more benefits than standard search engines methodology.
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Influence of Introduction of Mitosis-Like
Processes into Mathematical-Simulation
Model of Protocells in RNA World

Dariusz Myszor

Abstract In this article influence of operation of mitosis–like mechanisms, on
hybrid simulation–mathematical model of protocells development in RNA world,
was presented. Introduced processes are responsible for even distribution of genetic
material, between progeny formations, during protocells division phase. Obtained
results point out that suchmechanismsmight improve abilities of genetic information
storage by population of protocells, thus they can support process of life emergence,
however high fidelity of genes replication is required. Therefore, emergence of genes
assortment process should follow improvement of RNA replicase abilities in the area
of speed and replication reliability.

Keywords Branching processes · RNA world · Monte Carlo simulations

1 Introduction

Currently RNA World is the most popular hypothesis concerning emergence of life
on Earth [11]. According to RNA world proponents, once there was the time when
key processes related to sustainment of life, such as replication and information stor-
age, were based on RNA molecules. Execution of these functionalities was possible
because of RNA strands properties. Some RNA particles can exhibit catalytic abili-
ties, that are essential for the process of replication of molecules, in addition single
strand structure of RNA molecules facilitates information storage [1, 4]. There are
many potential evidences of occurrence of suchRNAbased phase during evolution of
life on Earth e.g. ribosomes which are probably direct descendants from RNA world
era [19]. However, there are also certain unknowns, which must be solved in order to
confirm existence or RNA world. The most important issue is the amount of infor-
mation which can be stored by such formations. Replication of long strands requires
specialized RNA molecules (RNA replicase) which, on the other hand, require stor-
age of sufficient amount of information in order to be constructed. Huge problem is
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antiquity of processes of life creation, direct signs were vanished by processes ongo-
ing on Earth. Therefore, various computer and mathematical models were created
in order to explain process of evolution from the simplest forms of RNA molecules
to the more advanced system, in which molecules interplay which each other and
obtain self organisation [9]. Utilization of these models could support laboratory
works and, what is especially important, is time and cost efficient.

As mentioned before important issue of RNA world hypothesis is the amount
of information that can be stored by primordial formations [5, 17]. RNA mole-
cules were diluted in primordial soup, therefore obtainment of material organisation
was difficult. On the other hand, contemporary researches point out that primitive
cell-like formations (also knows as protocells or packages), that were composed of
phospholipids membranes [13, 14] which enclosed genetic material [2], might play
important role during emergence of life on Earth [10, 17]. Therefore, modifications
were introduced into original simulation model of protocells development created by
Niesert et. al. [3, 15, 18]. Limitations of original model, in the area of number of pro-
tocells which can be hold by a single population, were rule out through application
of mathematical apparatus based on branching processes. The purpose of this work
was to check whether introduction of mitosis–like mechanisms, in the form of genes
segregation during protocell division process, and obtainment of even distribution
of genetic material on the progeny cells, could support increase of the amount of
information that can be stored by population of such entities.

2 Model Description

Model simulates growth and decay of populations of protocells. Each protocell con-
tains set of genetic material—genes—which are enclosed by primitive membrane.
Every gen is represented by a single RNA strand which contains specific sequence
of nucleotides. Genes which posses the same sequence of nucleotides belong to the
same type of gene class. In order to be viable, thus to be a member of the popula-
tion, protocell must contain at least one representative of each different type of gene
(abbreviated as DTOG in text and denoted as D in equations), from the predefined
pool of required types of genes. In addition there might be multiple replicas of the
same type of gene in a single package. Set of required types of genes is defined at
the beginning of the simulation. Packages that are not viable are eliminated from the
population and are no longer simulated.

RNA molecules, that are enclosed in protocells, are being replicated in a random
process. Each gene located in the package can be replicated with equal probability, in
addition multiple replications of the same gene are possible. It is assumed that after
replication of certain number of molecules, internal pressure within the package
causes division of the cell into two progeny formations and random distribution
of genetic material between progeny entities (parameter which is responsible for
determination of the number of genes that should be replicated between division of
a cell is denoted as N in equations and abbreviated as NORM in text). Process of
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replication of molecules is characterized by limited fidelity. There are two types of
mutations, which are characterized by various effects, that are caused by mutated
molecules, on the level of protocells:

• Lethal mutations—introduce molecules which cause direct death of the package
e.g. as a result of protocellwall breach. Probability of occurrence of lethalmutation,
during the process of molecules replication, is denoted as pl .

• Parasite mutations—introduce molecules that do not realize their functionality. As
long as there are othermolecules which can fulfil required functionality they do not
have direct negative effect on the package viability. However, parasite molecules
(the same as regular genes) are subject of replication. As a result existence of
parasites limits ability of replication of proper genes, thus it leads to the creation
of not viable progeny packages during division process. Probability of occurrence
of parasite mutation during the process of molecules replication, is denoted as pp.

Protocells were subject to harmful events such as UV radiation, which can ren-
der them not viable. This process is taken into account by introduction of accident
coefficient into the model. Accident coefficient introduces random elimination (with
probability equal to pa) of protocells form the population.

In foster conditions number of protocells in consecutive generations increases
exponentially, it imposes huge computational demand and increases significantly
results await time. Therefore, original model introduces limitation of three individu-
als per population. In current researches this value was significantly increased, up to
10000 protocells that can be hold by a single population. After simulation of every
generation the number of viable protocells is determined and if there are more than
10000 individuals, prospective coefficient (V ) is applied and the weakest progenies
are being eliminated. Prospective coefficient is implemented in simulation part of
the model and is defined by following equation:

V = DD

(

D
∏

i=1

ni

S

)

(

S

T

)D

log2(S − D + 2) (1)

where D is the number of different gene types, ni stands for the number of copies
of i th gene, n p is the number of parasites in a package, S = ∑D

i=1 ni and finally
T = S + n p.

The purpose of the model is determination of maximum amount of information,
expressed in maximum number of different types of genes (abbreviated as MDTOG)
with respect to NORM, that can be stored by population of such formations. In
order to obtain above mentioned data, series of computer simulations, followed by
application of mathematical apparatus, were performed.

Initial state of the system is unknown, therefore every individual from the first
population is initialized with arbitrary data. Number of RNA molecules in each
package is equal to D� 2N

D �, every DTOG has equal number of representatives in
every cell. Initial population contains 25 protocells. In such a case, in order to obtain
meaningful results fromMonteCarlo simulations,warmupperiod has to be taken into
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Fig. 1 Division of
responsibility over modelled
phenomenons between
simulation and mathematical
parts

account. Simulations conduced in previous work [15, 16] pointed out that minimum
number of generations for which simulations shall be conducted, in order to obtain
stabilisation and rule out influence of system initialization, is at the level of 1000. At
the same time each simulation scenario should be repeated independently 40 times
(Fig. 1).

3 Mitosis Process

Novelty in the presented system was introduction of mitosis–like processes, which
are required for the purpose of even segregation of genes between progeny packages.
In contemporary cells mitosis is one of the phase of cell cycle process, during which
chromosomes located in cell nucleus are separated into two identical sets of DNA
strands, each enclosed by cell nuclei. Contemporary cells cannot divide efficiently
without this phase. The purpose of implemented modifications was to check whether
introduction of similar processes at the level of primitive cell–like entities, would
lead to improvement of abilities of these formations to store genetic information.
Processes related to mitosis, realized in contemporary cells, require complex appa-
ratus, however they provide high fidelity of division process. In case of prebiotic
processes obtainment of such level of complexity, thus high level of fidelity, would
not be possible. Therefore, mitosis fidelity coefficient was introduced into the model
(M) which expresses fraction of the genetic material that is divided in an even way
between daughter packages. As a result, when parental package possesses gp rep-
resentatives of given gene type, each daughter package obtains gd = �gp · M/2�
(gd ∈ N) molecules from mitosis based process for every type of gene. After an
even genes assortment process, remaining part of gene pool from parental package
is divided randomly between progeny cells.

4 Mathematical Analysis

Mathematical method, based on branching processes [6–8], was utilized in order
to limit number of simulations that had to be performed and to significantly reduce
results generation time. Exact description of equations presented in this section is pro-
vided inMyszor 2011 [16]. Branching processes can be employed because protocells
simulated in the model are independent from each other and because parameters of
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the simulation process do not change during simulation of a single scenario. In order
to apply this method, series of 100 independent simulations were conducted for every
triplet of NORM, DTOG and M values, from the ranges of N ∈ {1, 2, . . . , 100},
D ∈ {1, 2, . . . , 15} and M ∈ {0, 0.1, . . . , 1}. During simulation of subsequent sce-
narios accidents and mutations were disabled (pa = 0, pp = 0, pl = 0). Each
simulation was running for 10000 generations. At the end of each simulation infor-
mation about mean values of probability that after the division process, parental
protocell will generate none (p0,N ,D,M ), one (p1,N ,D,M ) or two (p2,N ,D,M ) viable
daughter packages were collected. Each protocell has exactly two daughter packages
therefore, condition p0,N ,D,M + p1,N ,D,M + p2,N ,D,M = 1 is always fulfilled (for
notation convenience D and M subscriptswere omitted in the consecutive equations).
Then equations responsible for inclusion of accidents as well as parasite mutations
influence, were utilized

p0pa,N = p0,h(N ) + p1,h(N ) pa + p2,h(N ) p2a, (2)

p1pa,N = p1,h(N ) − p1,h(N ) pa + 2p2,h(N ) pa(1 − pa), (3)

p2pa,N = p2,h(N ) − 2p2,h(N ) pa(1 − pa) − p2,h(N ) p2a, (4)

where p0pa,N , p1pa,N , p2pa,N are probabilities that the parental package has none,
one or two viable daughters after division process when accidents and parasite muta-
tions are operating; h(N ) coefficient is effective NORM for given value of parasite
mutation probability (for details see [16]). Abovementioned equations do not include
lethal mutation, in order to introduce this process, additional set of formulas must
be introduced, based on coefficient obtained through calculation of Eqs. 2–4.

p0pal,N = p0pa,N + 2p1pa,N (1 − (1 − pl)
N ) + p2pa,N (1 − (1 − pl)

N )2, (5)

p1pal,N = p1pa,N − p1pa,N (1−(1− pl)
N )+2p2pa,N (1−(1− pl)

N )(1− pl)
N , (6)

p2pal,N = p2pa,N −2p2pa,N (1−(1−pl)
N )(1−pl)

N −p2pa,N (1−(1−pl)
N )2, (7)

where p0pal,N , p1pal,N , p2pal,N are probabilities that the parental package has none,
one or two viable descendants after division process, for the scenario in which acci-
dents, parasite and lethal mutations can be activated. For convenience, following
unified notation can be introduced that replaces factors p0pal,N − p2pal,N

pF
r,N = pr pal,N (8)

where pF
r,N , is the probability of possession of r alive descendants (r ∈ {0, 1, 2}),

when all deleterious processes might be activated. Then probability generating func-
tions are applied in order to calculate mean amount of viable packages obtained after
protocell division process in given scenario
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fN (s) = pF
0,N + pF

1,N s + pF
2,N s2. (9)

In the next step mean value of viable descendants (μ) is calculated with following
equation

μ = fN (1)′ = pF
1,N + 2pF

2,N . (10)

Based on criticality property of branching processes, if μ > 1 then the probability
of extinction of the population is smaller than 1, on the other hand where μ ≤ 1,
probability of population vanishing is equal to 1 [12]. As a result determination of the
fate of the population, at the level of long term survival abilities, can be determined.

5 Results

For each triplet of NORM, MDTOG and M , 100 independent simulations were con-
ducted, as a result 100 values of μ were obtained. T-test was utilized for the purpose
of statistical analysis of results obtained from branching process based method. Null
hypothesis (H0) stated that mean number of viable descendants is equal to one and
alternative hypothesis (H1) stated that mean number of descendants is greater than
one.On the graph for each analysed value ofNORMparameter,MDTOGwasmarked
for which H0 was rejected at the significance level α = 0.05.

Initial test of influence of introduction ofmitosis-like processes was conducted for
the scenario with disabled accidents and mutations. Obtained results point out that
for low values of M , at the level of 0.1, there is no visible benefit in the increase of
information storage capabilities for the analysed system (unpublished data because
of space limitations). For higher values of M there is visible increase in the number of
DTOG that can be hold by such a population (Fig. 2). With higher NORM influence
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Fig. 2 Maximum number of different types of genesMDTOG as a function of number of replicated
molecules NORM. Results obtained for mitosis coefficient M equal to 0 (©), 0.3 (+), 0.6 (×) and
1 (�); pa = 0, pp = 0 and pl = 0
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Fig. 3 Maximum number of different types of genesMDTOG as a function of number of replicated
molecules NORM. Results obtained for mitosis coefficient M equal to 0 (©), 0.3 (+), 0.6 (×) and
1 (�); pa = 0.1, pp = 0 and pl = 0
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Fig. 4 Maximum number of different types of genesMDTOG as a function of number of replicated
molecules NORM. Results obtained for mitosis coefficient M equal to 0 (©), 0.3 (+), 0.6 (×) and
1 (�); pa = 0, pp = 0.1 and pl = 0

of even division of genetic material between progeny cells is more visible. Similar
effects are visible for case with accidents operating (Fig. 3) and lethal mutations
operating (Fig. 5). On the other hand parasite mutations, operating at realistic levels
[15], seem to limit influence of analysed processes of even division of geneticmaterial
(Fig. 4).

In the final step all deleterious processes were operating (Fig. 6), in such a case
even for the value of M equal to 1, there is practically no gain achieved fromoperation
of mitosis-like processes in the area of amount of information that can be stored by
such populations.
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Fig. 5 Maximum number of different types of genesMDTOG as a function of number of replicated
molecules NORM. Results obtained for mitosis coefficient M equal to 0 (©), 0.3 (+), 0.6 (×) and
1 (�); pa = 0, pp = 0 and pl = 0.005
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Fig. 6 Maximum number of different types of genesMDTOG as a function of number of replicated
molecules NORM. Results obtained for mitosis coefficient M equal to 0 (©), 0.3 (+), 0.6 (×) and
1 (�); pa = 0.1, pp = 0.1 and pl = 0.005

It is worth tomention that, in order to validate the adoptedmathematical approach,
additional set of simulations was conducted for several scenarios and random values
of DTOG, NORM, M triplets (from analysed ranges). Obtained results confirmed
validity of applied methodology.
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6 Discussion

Obtained results point out that in general, introduction of mitosis processes allows
to obtain increase in the amount of information that can be stored by population
of protocells. However, effects are somehow limited because even for the highest
possible reliability of mitosis process (M = 1), and foster conditions (accidents and
mutations disabled), increase in the number of different types of genes that can be
stored by population of protocells is at the level between 1 DTOG, for NORM in the
range between 4 and 6, up to 3 DTOGwhen NORMwas greater than 94. Importantly
increase in DTOG introduced by mitosis processes is also visible when accidents as
well as mutations were operating individually at realistic levels (see Figs. 3, 4 and 5).
Unfortunately activation of all deleterious processes in a single scenario blocked
efficiently influence of even distribution of genetic material in descenting entities
(Fig. 6).

Conclusions can be drawn that introduction of mitosis processes might lead to
the increase of information storage abilities, however emergence of such a processes
should be preceded by increase in fidelity of replication and inclusion of processes
which can direct replication of RNA molecules. In other case benefits of possession
of such a process would probably be mitigated by the complication in protocell
structure which will lead to evolutionary disadvantage of such formations in relation
to entities which do not realize such functionality. Therefore, in the next version
of the model introduction of such RNA replication directing processes should be
considered.
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eVolutus: A Configurable Platform
Designed for Ecological and Evolutionary
Experiments Tested on Foraminifera

Paweł Topa, Maciej Komosinski, Maciej Bassara and Jarosław Tyszka

Abstract In this paper we present a new software platform called eVolutus, which is
designed formodelling the ecological and evolutionaryprocesses of livingorganisms.
As a model organism we choose foraminifera—single-celled eukaryotes that mainly
occupy marine benthic and pelagic zones. These organisms have lived on Earth for
at least 500 million years and have an extraordinary fossil record. This makes them
an ideal objects for testing general evolutionary hypotheses. We use a multiagent-
based modelling platform called AgE. Our platform is designed to provide a highly
configurable environment for conducting in silico experiments.

Keywords Ecology · Evolution · Multi-agent systems · Foraminifera

1 Introduction

Recent advances in evolutionary computation andgenetic algorithms (GAs), although
based on principles of genetics—including mutations, recombinations, and natural
selection—are mostly motivated by the performance of these algorithms in the con-
text of optimization. They are widely applied in modern science and technology,
but their goal is not to simulate evolutionary processes within a realistic palaeoe-
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cological and evolutionary “deep time” context. We propose to employ an in-silico
artificial life approach [7] and reconstruct evolutionary patterns of foraminifera by
implementing realistic principles into the computer environment inhabited by vir-
tualized populations. Our aim is to construct a highly configurable modelling tool
applied for running virtual ecological experiments and testing emerging dynamics
of evolutionary patterns.

There aremany computer simulations working either at themolecular level and/or
the population genetic level (overview in [6]). Two categories of simulation algo-
rithms exist, forward and backward, both suitable for addressing different questions.
We aim to construct a forward-in-time simulator focused on individuals in their sim-
ulated populations. In this work we extend individuals (foraminifers in this case)
into their iterative ontogenetic and morphogenetic growth stages, adequately con-
trolled by their semi-genetic codes and interactively reacting to microhabitats. Ran-
dom mutations of traits are introduced, shaping survival rates of individuals. This
will lead to emergence of best-fit individuals that are continuously selected by the
simulated environment.

As a model organism we use Foraminifera that belong to the class Globathala-
mea [14], single-celled eukaryotes that occupy marine benthic and pelagic zones
throughout the world and have an extraordinary fossil record since Cambrian (500
Ma). This makes them an ideal microfossils often used for testing general evolution-
ary hypotheses [12, 15, 16].

We have previously introduced a new generation of morphogenetic models that
can successfully predict the architecture of foraminiferal shells following themoving
reference system [11, 17]. The reference system in this model is attached to the aper-
ture (a hole) which provides communication between the surrounding environment
and a foraminifera cell hidden inside the shell. We believe that this morphological
component has crucial meaning for shell formation. The original model has now
been extended by new components like size of the first chamber and thickness of the
shell wall. They are introduced to simulate more realistic shell morphology, as well
as to achieve proper behaviour in the microhabitat.

We assume that micropaleontologists and scientists from other related disciplines
(i.e. palaeobiology) are skilled enough to define assumptions for similar experiments
and analyse results produced by our model. Thus, we want to provide a modeling
environment that can be used by a person which has limited skills in computer
programming. This software will be freely available to the research community. In
the following parts of this paper, the idea of the simulation model is presented along
with its implementation and results.

1.1 Foraminifera

Foraminifera are single-celled marine eukaryotes that occupy benthic and pelagic
habitats. Benthic foraminifera live either on the sea floor around the water/sedi-
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ment interface, or within the top 10cm of soft, usually fluidal, sediment. Planktonic
foraminifera live mostly in the photic zone of the water column [2].

Foraminifera producemultichambered shells covering their soft cytoplasmic bod-
ies. Shells are made from secreted CaCO3 or from agglutinated grains of sand.
Foraminifera build their shells through their whole life by adding successive cham-
bers. In nature, we observe enormous variety of shell shapes and chambers, however
for many species spheroidal chambers may be a close approximation. Communica-
tion between an internal part of a shell and the environment is provided by aperture.
Foraminifera extend reticulopodia (network pseudopodia) through the aperture in
order to gather food, move, and communicate [2, 13].

Foraminifera feed mostly on single-celled algae and their remains which makes
them strongly dependent on the availability of algae in time and space. The most
common temporal variability is reflected in seasonality associated with temperature
and availability of nutrients. Variability in space is reflected in patchiness observed
in various scales dependent on micro- and macro-scale environmental dynamics. All
these factors have a direct impact on distribution, life history strategies, reproduction
modes, and population dynamics of foraminifera [13].

Foraminifera are able to monitor their microenvironments around the cell thanks
to the extension of large reticulopodial structures. We can assume that if food is
available, benthic foraminifera are supposed to stay and feed and iteratively grow by
adding chambers following certain portions of digested food. If there is a shortage of
food, foraminifera can use at least two strategies: (1) wait for food and save energy or
(2) move to another, better location. Planktonic foraminifera do not have any ability
of active movement, so they are doomed to use the first strategy.

Foraminiferal life span ranges from a few weeks in some planktonic foraminifera
up to a few years in larger benthic foraminifera [5]. A typical life cycle of benthic
foraminifera is characterized by an alternation of twomethods of reproduction: sexual
(in haploid generation) and asexual (in diploid generation) [5]. A haploid generation
is equipped with one set of chromosomes, while diploid generation has two sets
of chromosomes. Planktonic foraminifera have only diploid generations and use
a sexual method of reproduction. These complex life cycles help foraminifera in
adjusting to variable (e.g. seasonal) conditions and allow them to create diverse and
flexible life history strategies [13].

2 eVolutus Architecture

A general architecture of the eVolutus platform is presented in Fig. 1. The software
presented in this paper is implemented in the Java language. For modeling habitat
of foraminifera and their population dynamics, we use AgE, which is a framework
for development and run-time execution of distributed agent-based simulations and
computations, especially the ones utilizing the evolutionary paradigm [3, 4]. Agents
equipped with genetic code and rules of growth and behaviour represent foraminifers
placed in a virtual habitat.We plan the simulations to cover the area of up to hundreds
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Fig. 1 The general architecture of the eVolutus simulation environment

or even thousands of square kilometres. The AgE framework which is equipped with
tools for distributed computing can be helpful in this case.

The Java implementation described in this paper complements other existing
foraminifera simulations, such as the one available in the Framsticks environment
[8–10]. While Framsticks allows for high flexibility in defining experiments and
setting up simulations thanks to a dedicated scripting language called FramScript,
this scripting language is tailored for artificial life experiments. As such, it has less
features than full-fledged programming languages like Java or Python.

In the experiments described in this work, the habitat is represented by a regular
3-dimensional grid of cells. Both types of foraminiferal habitats can be represented
using this framework. Models of marine habitat cover the water volume up to 500m
deep. For modeling the benthic habitat, we need to only represent space that is 10
centimetres deep. Planktonic habitat is modelled with cell size of about 10–100m.
In case of the bentic habitat it will be a very thin block, i.e., 10m × 10m × 0.01m.

In order to model the evolution of living organisms, thousands of generations
have to be simulated. We assume that one step of simulation is mapped to 6–12h
of real time. These values were chosen upon observations of the time required by
key physiological processes in foraminiferal ontogenesis, i.e., chamber forming and
reproduction.

We assume that each block can be occupied by nomore than thousands of agents—
in order to save computational resources, we do not track their individual locations.
Agents located in the same block use the same resources and experience the same
environmental conditions. We also assume that during sexual reproduction, agents
in the same block can exchange their genotypes with equal probability.

Agents in the model of planktonic habitat cannot move actively. They are moved
using the randomwalk algorithm. The experimenter is able to define vectors of forces
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which represent ocean currents. These forces will affect agents and move them. On
the other hand, bentonic foraminifera have the ability to move actively. They slowly
travel through their habitat gathering nutrients.

2.1 The Genotype and the Model of Foraminiferal
Reproduction and Ontogenesis

The fundamental part of our platform is the existing model of foraminifera onto-
genesis [10, 11, 17] shown in Fig. 2. The algorithm that generates morphology of
foraminiferal shell is governed by several parameters listed in Table1. They consti-
tute a part of the genotype and cannot be modified or customized by experimenters.

In themodel of foraminifera habitat, additional parameters that control physiology
and behaviour have to be introduced (see Table2). Some of them are included in the
genotype and we assume that they will be more susceptible to customization.

The model of foraminifera reproduction is also built-in in our software and cannot
be changed by users. At this moment, two reproduction methods are implemented:
asexual and sexual. Planktonic foraminifers use only the sexual method, while ben-
tonic foraminifera use both methods alternately in consecutive generations.

Fig. 2 The model of foraminifera ontogenesis [11]. The position of a new chamber is calculated
with respect to the location of the previous aperture. The size of a new chamber is always greater or
equal to the size of the previous chamber. The position of a new aperture is calculated byminimizing
the distance between two consecutive apertures. The new aperture cannot be located in any of the
previous chambers

Table 1 Parameters of the model of foraminifera morphology

Symbol Name Range

G F (Kx , Ky , Kz) Scaling factors ≥1.0

T F Translation factor 0.0–1.0

Δφ Deflection angle −180◦–180◦

Δβ Rotation angle −180◦–180◦

R∗
1 Radius of first chamber 1–100µm

W ∗ Wall thickness factor 0.0–1.0

The asterisk (*) indicates that the parameter has been added in the current version of the model
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Table 2 Parameters of the model of foraminifera physiology

Symbol Name

DM AX Maximum amount of energy stored by an agent

DM I N Minimum amount of energy required for surviving

VAmin Minimum cytoplasm volume necessary for reproduction

J The amount of cytoplasm for a gamete of new foraminifera

M Metabolic efficiency

Asexual reproduction is implemented by generation of a new agents which inherit
genotypes from the ancestor. These genotypes are modified by genetic operators. A
more complex model is used to represent a sexual reproduction. In order to effi-
ciently implement this complex and multistage process, we introduced the concept
of reproduction events. These are procedures that generate new genotypes without
laborious simulations of gamete creation, movement and coupling. The following
steps are performed during the procedure of a reproduction event:

• An agent with the proper age and the sufficient level of energy spontaneously
initiates reproduction and induces reproduction in other agents in the same box
that fulfil the requirements (age, energy level).

• All agents generate tables with genotypes—they represent gametes that carry the
genetic material.

• Randomly selected genotypes are removed reflecting the fact that most of the
gametes are not coupled.

• Genotypes that remained are randomly coupled—the genetic recombination oper-
ator is applied.

• For each new genotype, a new agent is created.

Regardless of the type of reproduction, the ancestor agents are removed from
the simulation and, if necessary, their genotypes and other parameters are saved for
further analysis.

Although the general algorithms that handle reproduction (and especially repro-
duction events) cannot be easily modified by users, they can be adjusted and tuned by
changing their parameters. Additionally, genetic operators can be defined by users.

2.2 Kernels

A high level of configurability and customization is provided by allowing users
to define the behaviour of the environment and agents. These rules or procedures
are often hidden in software code and cannot be easily modified. In eVolutus, we
introduce the concept of “kernels” that roughly correspond to “events” in Fram-
sticks [8, 10]. Kernels are relatively short functions that are created directly by the
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experimenter. They contain information about environment configurations, proce-
dures of its evolution, and agent behaviour rules. The name “kernel” used in CUDA
or OpenCL GPU programming means a short function executed by many GPU
processing units in parallel. Our kernels should also be short and will be executed
many times for the population of simulated agents, so parallel execution would also
be desired.

There are three types of kernels:

• Environment kernels are responsible for the evolution of the environment, i.e.,
changes in insolation and temperature.

• Behaviour kernels are responsible for the behaviour of individual agents.
• Adaptation kernels allows for calculating the level of foraminifera adaptation
for local environmental conditions. The level of adaptation is used by behaviour
kernels to calculate moments of growth, reproduction, death, and hibernation. By
providing adaptation kernels, the experimenter defines specific conditions required
by the evolutionary model.

Kernels have a strictly defined list of formal parameters and the returned value.
Our goal is to define a new dedicated Domain Specific Language for programming
eVolutus kernels. Its functionality should fit the experimenter needs and the eVolutus
capabilities. Currently, Javascript is used as the programming language, as it can be
easily invoked from the Java code. Three examples of kernel functions are provided
below.

• The environment kernel for calculating the insolation level depending on spatial
coordinates:

function insolation (x, y, z) {
var surfaceInsolation = 1.0;
var insolation = surfaceInsolation − 0.5 ∗ z;
return Math.max(0.0 , insolation ) ;

}

The function calculates the level of insolation at the location described by coor-
dinates (x, y, z). The insolation at 0 meters depth is set to 1.0, and it decreases as
depth increases.

• The adaptation kernel that calculates the probability of building a new chamber in
the current step:

function growthProbability(x, y, z, age, energy) {
return energy/Genome.DMAX;

}

The probability is calculated depending on the current amount of energy stored by
an agent and its maximum energetic capacity as defined by its genotype.

• The behaviour kernel checks whether the conditions required for initializing the
reproduction event are fulfilled:

function startReproduction(x, y, z, age, energy) {
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if (age > 1000 && energy > Genome.VAMIN)
return true;

else
return false;

}

The age is expressed in time-steps. In this example, the experimenter decided that
after 1000 steps, agents are mature enough to reproduce.

2.3 Virtual Fossilization

The virtual fossilization module mimics the process of sedimentation of dead
foraminifera shells. For millions of years, foraminifera shells are accumulated on
the ocean floor in sedimentary rocks. Drilling and excavations uncover fossilized
foraminifera and provide palaeoecological and evolutionary information. Virtual fos-
silization provides all the information that experimenter considers relevant, such as
genetic and habitat information. It allows for tracking of genotype changes over con-
secutive generations under environmental pressure. Data stored in this module can
be post-processed and classified using various analytic tools.

3 Demonstration of Platform Capabilities
and Sample Results

Figure3 presents a simulation snapshot. Parameters and rules for this simulation
were adjusted to achieve the dynamics of the population that follows Lotka-Volterra
model [1]. Two diagrams show changes in the number of foraminifers and the amount
of food during simulation. In the upper diagram, the initial population of foraminifers
was numerous, while in the lower diagram, the simulation started with a relatively
small number of individuals. In both situations, the initial amount of nutrients was
the same.

The results closely resemble the classical predator-prey models such as the Lotka-
Volterra model. Regardless of the starting population of foraminifera, the system
displays a similar behaviour—oscillations of foraminifera and algae populations
shifted in phase. The amplitudes of these oscillations are gradually decreasing, and
the average size of the population stabilizes around the carrying capacity which was
similar in both simulations.
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Fig. 3 A snapshot from the simulation: a population of virtual foraminifers (bigger spheres) and
algae (small spheres) in an open marine environment visualized with the Amira software. Plots
show changes in their populations in consecutive steps of simulation. Upper plot high level of
initial foraminifers population, lower plot low level of initial foraminifers population

4 Conclusions and Further Work

The software platform presented here is under active development, and the initial
tests of the model of habitat proved that the proposed approach is efficient. By using
the concept of kernels, we are able to easily configure the environment so that it can
simulate results similar to well-known theoretical models [1].

Our further work will focus on testing and validating algorithms for reproduction
and exchanging genes. Another area of intensive works concerns large-scale simula-
tions. Our goal is the ability to simulate the population size of 109–1012 individuals
through a long period of time. The AgE framework has support for distributed com-
puting, however for our purposes, additional mechanisms have to be implemented.
This includes the need to map a regular grid of the habitat space into the available set
of computational nodes, and providing methods of communication between nodes
that process neighbouring blocks. It is desired that these mechanisms are imple-
mented as an additional layer between AgE and the model of habitat. This way, the
layer would be transparent to eVolutus developers and users. We anticipate that the
distribution of agents will not be uniform, thus load-balancing mechanisms will also
be necessary.

Acknowledgments The research presented in the paper received partial support from Polish
National Science Center (DEC-2013/09/B/ST10/01734).
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Real-Time Detection and Filtering of Eye
Blink Related Artifacts for Brain-Computer
Interface Applications

Bartosz Binias, Henryk Palus and Krzysztof Jaskot

Abstract Artifacts related with eye movements are the most significant source of
noise in EEG signals. Although there are many methods of their filtering available,
most of them are not suitable for real-time applications, such as Brain-Computer
Interfaces. In addition, most of those methods require an additional recording of
noise signal to be provided. Applying filtering to the recorded EEG signal may
unintentionally distort its uncontaminated segments. To reduce that effect filtering
should be applied only to those parts of signal that were marked as artifacts. In this
paper it was proven that it is possible to detect and filter those artifacts in real-time,
without the need of providing an additional recording of noise signal.

Keywords Real-time artifact detection · EEG · BCI ·Ocular artifacts · Brain com-
puter interfaces · Artifact detection · Artifact filtering

1 Introduction

Currents produced within dendrites during brain cells activation can be measured
as the nonstationary electrical signal with the help of the device known as elec-
troencephalograph [2]. Recording of such bioelectrical activity is called electroen-
cephalogram (EEG). It was proven that certain characteristics of such signal can
be changed by many kinds of mental activity [8]. Systems such as Brain-Computer
Interfaces (BCI) are capable of detecting and interpreting those changes. As a result
a communication channel between human mind and machine can be established [6].
BecauseEEGsignals are characterized by very lowamplitudes and bandwidthmostly
located below 100Hz, they are highly susceptible to contamination by other sources
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of electrical activity which can occur during their recording. Among most problem-
atic ones are artifacts related with eye movements, muscle noise and electrical line
interferences [3]. In general, limiting of their influence proves to be a great difficulty
both in clinical use of EEG and in BCI applications [5]. It must be noted that because
ocular artifacts tend to mix with EEG rhythms and activity, they can make analysis
of those signals not only less effective but, in many cases, impossible [3, 4]. Most
commonly implemented approach for dealing with contaminated segments of signal
is simply removing them from further analysis [4, 5]. However, such approach leads
to a significant loss of data which, is unacceptable in e.g. real-time analysis of EEG
signal for BCI applications. Over the years many approaches of filtering out ocular
artifacts were proposed and successfully implemented. Most commonly a regression
methods are performed in time or frequency domain [5]. Although highly effective,
these methods posses a potential weakness for BCI applications which is a require-
ment of providing at least one regressing channel. Source of the best information
about noise is an electrooculogram (EOG) recording, which can serve as reference
for regression-based algorithms [5]. Applied in time domain, those methods can be
implemented for real-time applications and are capable of producing a very good
results in attenuation of ocular artifacts. Among other techniques of detecting and
filtering eye movements and blinks are methods based on blind source separation.
Those include Principal Component Analysis (PCA) which rely on recorded EEG
and EOG signals for calibration [1]. Another approach is to apply the Independent
Component Analysis (ICA) for the task of detection and correction of ocular arti-
facts in EEG [5]. This method, when applied to large number of data recorded over
many channels, can produce some highly satisfying results. Additionally, in theory
it is possible to implement this approach for online processing but because of its
complexity it may not be an effective approach [5].

One very common assumption made for algorithms used for eye movement arti-
facts detection or filtering is that their causality is not required. That means the output
of an algorithm in any given time does not need to depend only on the current and past
samples. In addition, many of those methods are not suited for online data process-
ing. Another presumption is that the noise reference is always available. Fulfilling
aforementioned assumptions can be very problematic in BCI applications. These
systems are created in order to provide a communication channel between human
andmachines, so that they can be controlled with mental activity [6]. Such action can
be considered successful only if the control command can be delivered and executed
in a time which is reasonably close to the moment of its transmission. An ideal situa-
tion would be to provide a real-time control for the user. In most cases classification
of mental activities requires use of data recorded from many channels over different
scalp locations. Number of electrodes used for experiment has a high impact on the
comfort of BCI systems. Reducing that number should be taken into consideration by
any researcher and BCI system designer. Such approach will significantly improve
the comfort, practicability and portability of BCI.

In this article a special approach to the correction of ocular artifacts in EEG is
proposed. The general idea is to apply filtering methods only to those segments of
signal which are marked as contaminated. That way modification and corruption of
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uncontaminated signal can be avoided. Similar approach was proposed in [7] but the
requirement of causality was not fulfilled. In order to achieve said result a method
of real-time eye blink and eye movement artifacts detection is presented. Special
emphasis is placed on ensuring that proposed algorithms can be applied for real-time
applications and that their performance is based only on recorded EEG signal, thus
eliminating the need for additional EOG recording.

2 Data Description

Data used in this study was Dataset IIa provided for the BCI competition IV [9].
Database consists of recordings taken from 9 subjects. All available signals were
recorded with Ag/AgCl electrodes from twenty-two different locations on scalp.
Measurements were performed in monopolar setting with left mastoid serving as
reference while right one was used as ground. Recordings were sampled with fre-
quency of 250Hz and were band pass filtered in range between 0.5 and 100Hz.
For removal of energy network interferences a notch filter at 50Hz was enabled
(for more details, see [9]). Additionally, three electrooculogram channels recordings
were provided. These were referenced against left mastoid.

In this study there was used a 40min long recording taken from subject 2. For a
better evaluation of proposed method, signal from electrode position Fz of standard
10–20 system was taken. The reason for that is the fact that ocular artifacts are most
present in frontal and prefrontal regions of a brain [9]. All 303 eye movement related
artifacts which were present in chosen signal were manually marked and later used
as reference for method’s accuracy evaluation. Exemplary EOG time course with
marked ocular artifacts is presented in Fig. 1. To compare efficiency of detection
performed on EOG signal with one based on EEG recording, provided central EOG
channel was used as a reference [6].

Fig. 1 Exemplary EOG time course with marked ocular artifacts
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3 Artifact Detection Algorithm

Proposed in this paper method of eye movement related artifacts detection can be
described as a thresholding with a varying cut-off level which adapts to changes
in characteristics of signal. Conception that laid a basis for this approach is based
on an assumption that there is no need for applying filtering to long intervals of
EEG signal to eliminate their influence. Ocular artifacts occur randomly throughout
the signal for short segments of time. Accurate detection of those time moments
would allow to apply filtering only to contaminated parts of signal. That way, loss
of important information can be avoided, because there would be no modification
of clear recording. Such detection can be qualified as real-time, only if its output is
causal, or delayed by a negligible amount of time. Rapid nature of amplitude changes,
that accompany EOG artifacts, makes it hard to perfectly detect their beginning
without any information about future values of the signal.

This method allows the possibility of setting a small delay δ for the output ydet ,
so it is needed to substitute time index n with m = n + δ. For a given observation of
y at time moment n, proposed detection algorithm can be described with following
steps:

1. Calculate a squared value of each sample of recorded y signal: ypow(m) = y2(m)

2. Calculate value of detection function as mean of m1 previous values of ypow(m):
d1(m) = 1

m1+1

∑m
i=m−m1

ypow(i).
3. If previous sample was marked as an artifact ydet(m − 1) = 1 do not change the

value of threshold: θ(m) = θ(m − 1) and go to point 5.
4. If local maximum was detected change the cut-off level θ(m) to its value. Other-

wise do not change the threshold: θ(m) = θ(m − 1)
5. If d1(m) > Bθ(m) mark mth time index as an artifact ydet(m) = 1. Otherwise

ydet(m) = 0. B is a input parameter of described method.
6. Output ydet(m) = ydet(n + δ) applies for nth time index of signal y.

Detection based on the square of analyzed signal, makes proposed algorithm
insusceptible to polarization of eye movement artifacts. Threshold level used in
described algorithm is being adjusted on the basis of value of local maxima that
occur in smoothed, squared signal. Any method that provides a real-time result can
be applied here. In this paper for each sample m it was tested whether the following
condition was satisfied:

d1(m) < d1(m − 1)
∧

d1(m − 2) < d1(m − 1) (1)

For evaluation of described method results of detection based on EOG and EEG
signal were compared with manually marked artifacts. Quality of proposed artifact
detection algorithm was evaluated on the basis of two coefficients Δ1 and Δ2 (for-
mulas (2) and (3)).

Δ1 = nreal
start − ndetected

start (2)
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Table 1 Evaluation of artifact detection algorithm

Detection signal Undetected
artifacts (%)

False positives Δ1 (ms) Δ2 (ms)

EOG 0 1 −3.75 ± 3.3 251.89 ± 9.16

EEG 14.19 0 −86.72 ± 189.68 −485.28 ±
532.56

Filtered EEG 2.31 7 −113.2 ± 22.72 −230.98 ± 57.33

Filtered EEG
(δ = 210ms)

0.99 13 57.36 ± 55.2 160.04 ± 122

Δ2 = ndetected
end − nreal

end (3)

In this paper it was assumed that proposed algorithm should be able to detect artifact’s
beginning ndetected

start and ending ndetected
end time moments with some margin. Although

a precise detection, where Δ1 = Δ2 = 0 may seem as the best result, in real cases
there is always somemargin of detection added [4, 5]. Additionally, in order to avoid
situation where an interference would not be fully detected, thus resulting in high
amplitude artifact around points nreal

start or nreal
end , it was assumed that both Δ1 and Δ2

should be greater than 0. For better evaluation of method’s accuracy a number of
undetected artifacts, as well as number algorithm’s False Positive detections were
taken into consideration. Results of tests performed on both EOG and EEG signal
can be found in Table1. For testing the following parameters were selected:

• Length of buffer for previous samples m1 = 1000ms
• Delay introduced by method δ = 37ms
• Input parameter of method B = 3.

Analysis of achieved results shows that detection of ocular artifacts in EOG signal is
very accurate. All 303 artifacts were correctly marked with only one false detection.
Additionally proposed method provided a safe margin of detection. On contrary,
use of EEG signal produced a significantly less accurate results. With over 14% of
undetected trials it cannot be applied for any real life solutions. The reason for such
weak performance is the fact, that in EEG recordings a signal-to-noise (SNR) ratio
is much higher than in EOG recording. Ocular artifacts, which are here considered
to be a noise, are much more mixed into EEG signal, making them very difficult
to separate. One solution to that problem would be to artificially decrease SNR of
EEG signal. A time-frequency analysis of EEG segment (Fig. 2) shows that ocular
artifacts are very strong in frequency band below 10Hz. Applying a lowpass filter-
ing with cut-off frequency at that level should significantly increase the difference
between artifacts and clear EEG. For filtering of EEG signal a simple elliptic Infinite
Response Filter (IIR) was used. Because of nonlinear phase characteristic such filters
are not common in biomedical measurements. However, because purpose of lowpass
filtering in described method is only to ensure a better separability between clear and
contaminated time segments, such choice of filter type is acceptable. Amplitude and
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Fig. 2 Time-frequency analysis of an EEG segment contaminated with ocular artifacts

Fig. 3 Amplitude and phase characteristics of used IIR lowpass filter

phase characteristics of used IIR lowpass filter are presented in Fig.3. Exemplary
time courses of EEG signal before and after increasing of ocular artifact’s separability
are shown in Fig. 4.

Even the visual analysis of Fig. 4 confirms that proposed approach led to an
improvement of artifact’s visibility. Results of detection performed with mentioned
parameters are presented in Table1. It should be noted that the number of undetected
artifactswas significantly lowered to 2.31%with only 7 False Positives and improved
detection margin. Performed tests used settings that provided best possible results
while introducing the lowest possible delay to the output of algorithm. However it
should be noted, that for longer buffer and delay the method is capable of almost
perfect detection of ocular artifacts in EEG signal. Exemplary parameters that allow
such performance are presented below:
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Fig. 4 Result of lowpass filtering

• Length of buffer for previous samples m1 = 1500ms
• Delay introduced by method δ = 210ms
• Input parameter of method B = 2.2.

Results of detection performedwithmentioned parameters presented in Table1 show
a very accurate detection witch only about 1% of undetected artifacts and margins
Δ1 and Δ2 that are positive for every detection.

4 Artifact Filtering

In this paper a method of filtering eye movement related artifacts from EEG sig-
nal was proposed. Its performance was compared to classical approach based on
adaptive filtering with EOG signal used as noise reference. A structure of an adap-
tive filter based on a Recursive Least Squares (RLS) algorithm is shown in Fig. 5.
This algorithm requires a primary signal y(n) and secondary signal z(n) to be pro-
vided. In this research y(n) was a contaminated EEG recording and z(n) (refer-
ence signal) carried the information about unwanted noise. For typical EEG filtering
applications an additional EOG channel is used for that purpose. The goal of an
adaptive filter is to change coefficients of linear filter so that the reference z(n)

will be transformed to resemble primary signal. It is assumed that the corrupted
signal y(n) = s(n) + z0(n) can be described with two components: desired s(n)

and uncorrelated with it noise z0(n). Because of said uncorrelation linear filter’s
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Fig. 5 Block diagram of
filtration method based on
adaptive filtering

Fig. 6 Block diagram of
filtration method based on
adaptive filtering with
filtered signal as reference

output h(n) will adapt to the noise z0(n) present in y(n), so that h(n) � z0(n).
Subtracting h(n) from y(n) allows to achieve the estimate of uncorrupted signal
y f (n) = y(n) − h(n) = [s(n) + z0(n] − h(n) � s(n).

Proposed method of ocular artifact filtration is based on adaptive filtering algo-
rithm described above. However, a crucial innovation lays behind a fact that an
external EOG reference signal is replaced by lowpass filtered EEG. In Fig. 6 there is
a general structure of proposed algorithm. It was shown in this paper that information
about ocular artifacts is strongest in bandwidth below 10Hz. Because in proposed
approach artifact filtering is applied only to time segments of signal marked as con-
taminated, it can be assumed that reference yLP(n) is not correlated with desired
component s(n) of recorded y(n). It must be noted that use of lowpass filter will
introduce some latency to the signal. To ensure a reliable filtering signal y(n) should
thereby be delayed for d samples. This delay can be, however, covered in δ parameter
of detection algorithm described in this paper.

Performance of proposed methods was tested on modified data used for detector’s
evaluation. Firstly, all manually marked artifacts were removed from EEG and EOG
signals. That way a two 30min long time series of uncontaminated signals were
acquired, as well as, 303 single ocular artifacts. Then, for each artifact a randomly
selected 20 s long segment of clear EEG and EOG was selected. For EOG chan-
nel, artifact samples replaced original signal. Artifacts inserted to EEG were first
downscaled 3.3 times and then added to the original data. Effectiveness of described
filtering algorithms was evaluated using Mean Squared Error (MSE) and Pearson’s
Correlation (ρ) coefficients. Because idea behind proposed approach was to apply
filtering only to parts of signal marked as artifacts, both MSE and ρ were calcu-
lated only for those time moments. Comparison of proposed algorithmwith classical
approach is presented in Table2.
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Table 2 Evaluation of artifact filtering algorithms

Reference signal ρ MSE

EOG 0.93 ± 0.06 11.67 ± 11.29

Filtered EEG 0.65 ± 0.09 52.4 ± 21.26

Analysis of achieved results shows that both methods are capable of reconstruct-
ing EEG signal satisfyingly. It should be noted that use of EOG recording as refer-
ence signal allowed almost perfect artifact correction. However, although noticeably
weaker in performance, proposed approach with filtered EEG signal used as refer-
ence produced a satisfactory results while, in the same time, eliminating the need for
providing an additional EOG recording.

5 Conclusions

Method of detecting artifacts proposed in this research allowed to achieve a highly
satisfying results. Itwas shown that the detector is capable of detecting ocular artifacts
both in EOG and EEG signal. Achieved results are characterized by a small number
of undetected artifacts and False Positives. Additionally, for EOG and filtered EEG
signals, algorithm ensured a safe margin of detection. That way avoided is situation
were artifact is not fully detected, resulting in some high-amplitude peaks being
still present in signal. Proposed approach of filtering eye movement related artifacts
and reconstructing EEG signal performed satisfactorily during evaluation. It must
be noted that in general MSE and Pearson’s Correlation scores of this method were
lower than for approach with EOG channel used as reference. However, based on
the experience of this paper’s authors, use of as few as even one additional electrode
required for EOGmeasurements may highly decrease the comfort of the BCI system
usage. Taking that into consideration, steps of eliminating that problem should be
taken by all BCI system designers. Solutions proposed in this paper allowed to deal
with that inconvenience while, at the same time, maintaining a very satisfactory
accuracy of artifact detection. Although methods described in this research focus
on a single channel applications, it is possible to apply them to a multichannel
EEG recordings. However, as the influence of eye movement related signals tend to
decrease with the increase of the distance from their source, it is suggested to perform
a detection on a recordings acquired from locations closer to a frontal and prefrontal
regions of brain such as Fz , Fp1 or Fp2 of standard 10–20 system. Because those
signals contain more information about noise than others, such approach will ensure
a more accurate performance of proposed method. Results of such detection will
apply to all EEG signals, recorded from different scalp locations. In order to provide
a more efficient detection of ocular artifacts beginning, proposed method needed to
introduce a delay to signal’s output. Importantly, as that delay does not exceed 37ms
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(apart from one proposed setup) it can be considered as negligible. Considering that
most of the commonly used detection algorithms rely on an offline processing, this
feature is a huge improvement and holds a significant advantage for real time BCI
applications.
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Application of Dimensionality Reduction
Methods for Eye Movement Data
Classification

Aleksandra Gruca, Katarzyna Harezlak and Pawel Kasprowski

Abstract In this paper we apply two data dimensionality reduction methods to eye
movement dataset and analyse how the feature reductionmethod improves classifica-
tion accuracy. Due to the specificity of the recording process, eye movement datasets
are characterized by both big size and high-dimensionality that make them difficult
to analyse and classify using standard classification approaches. Here, we analyse
eye movement data from BioEye 2015 competition and to deal with the problem
of high dimensionality we apply SVM combined with PCA feature extraction and
random forests wrapper variable selection. Our results show that the reduction of
the number of variables improves classification results. We also show that some of
classes (participants) can be classified (recognised) with high accuracy while others
are very difficult to be correctly identified.

Keywords Eye movement data analysis · DTW · Dimensionality reduction ·
Classification · PCA · SVM · Random forest

1 Introduction

Recent advances in computer science technology, development of new technologies
and data processing algorithms provided new tools and methods that are used to
control access to numerous resources. Someof themarewidely availablewhile others
should beprotected against anunauthorized access. For the latter case various security
methods have been developed like PINs, passwords, tokens, however biometrics
solutions such as gait, voice, mouse stroke or eye movement are becoming more and
more popular due to their convenience.
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In the field of eye movement research the biometric identification plays an impor-
tant role as the information included in such signal is difficult to imitate or forge.
Acquisition of such data is realized with the usage of various types of cameras and
can provide, depending on recording frequency of an eye tracker used, from 25 to
2000 samples per second. A total amount of obtained samples depends on a time of
registration—it can be only during a login phase or continuously during the whole
session. In the latter case, obtained dataset is characterized by both big size and high
dimensionality of features describing it. Analysis of such big dataset is therefore a
challenging task.

It may seem that the more information we include into our analysis, the better
decision we can make, however it is possible to reach a point beyond which data
analysis is very difficult and sometimes impossible. In numerous cases objects in
dataset are characterized by many features, which are redundant or have no impact
on a final result. Taking them into consideration may not improve quality of results
but even make it worse. Additionally, two problems—a complexity of a classifier
used and so-called the curse of dimensionality—may arise. In the latter case we
need to deal with exponential growth of data size to ensure the same quality of
classification process when a dimensionality grows up. Moreover, collecting such
amount of data may be expensive and difficult to perform. To solve this problem,
additional methods are necessary that allow finding relationships existing in data,
filter redundant information and select only these features which are relevant to a
studied area, and classification outcome. Data dimensionality reduction methods
has been successfully applied in machine learning in many different fields such as
industrial data analysis [3], computer vision [10], geospatial [17] or biomedical data
analysis [20]. Removing unimportant features has the following advantages:

• reduces bias unimportant from a classifier point of view,
• simplifies calculation saving resources usage,
• improves learning performance,
• reveals real relationships among data,
• improves classifier accuracy.

In the research described in the paper the problem of dimensionality reduction
has been applied into analysis of eye movement data for the purpose of biometric
classification [19]. Two methods have been considered: PCA [6] method combined
withSVMclassifier and random-forest basedprocedure [5].Data fromeyemovement
sessions were transformed into the form suitable to be analysed by a classifier using
Dynamic Time Wrapping (DTW) distance measure method. The main contribution
of this paper is application of DTW metrics to eye movement data analysis and
performance comparison of two different data reduction dimensionality methods:
feature selection and feature extraction on classification results.

The paper is organized as follows: two first sections provide the description of data
used in the research and its pre-processing phase. Next section includes description of
twodimensionality reductionmethods. Then, results of analysis andfinal conclusions
are presented.
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2 Description of Data

Data used in the presented research is a part of the dataset available for the BioEye
competition (www.bioeye.info). The purpose of the competition was to establish
methods enabling human identification using eye movement modality. Eye move-
ment is known to reveal a lot of interesting information about a human being and
eye movement based identification is yet another biometric possibility which was
initially proposed about 10 years ago [13]. Since then, many research have been
done in that field and the BioEye competition follows the previously announced
EMVIC2012 [12] and EMVIC2014 [11] competitions.

The dataset used in this research consisted of eye movement recordings of 37
participants. During each session the participant had to follow with eyes a point
displayed on a screen. As the point changed its position by leaps and bounds, eye
movement data consisted of fixations on stable point and sudden saccades to the
subsequent location. The point position changed every 1 s and there were 100 ran-
dom point locations during each session so the whole session lasted 1min and 40s.
Eye movement data was initially recorded with frequency 1000Hz and then down-
sampled to 250Hz with the usage of noise removal filter. Finally, there were 25,000
recordings available for every session. Each recording was additionally described by
a “Validity” flag. Validity equal to 0 meant that the eye tracker lost eye position and
data recorded is not valid.

There were two sessions available for every participant referred later as the first
session and the second session. The task was to build a classification model using
data from the first session as training samples and then use it to classify the second
session for every subject.

3 Data Preprocessing

There were 37 first (training) sessions and 37 second (testing) sessions available.
Initially, every session was divided into segments when displayed point location was
stable. It gave 100 segments for each session. The first segment of each session was
removed. Every segment consisted of 250 recordings but some of these recordings
were invalid (with validity flag set to 0). Segments with less than 200 valid recordings
were removed from the set. It resulted in 6885 segments. Every segment consisted
of 200–250 eye movement recordings. 3425 segments were extracted from the first
sessions and were used as training samples and 3460 segments from second sessions
were used as test samples. The segments were divided into four groups: NW, NE,
SE and SW based on the direction of points location change. Finally, there were 823
training segments in NE direction, 869 in SW direction, 925 in SE and 808 in NW
accordingly.

In the next step pairwise distances among all training segments were calcu-
lated. As the length of the segments was varying and we were interested more in

www.bioeye.info
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shape comparison than point-to-point comparison, we used Dynamic Time Warping
to calculate distances among samples [4]. The distance calculation was done for
each of the nine different signal features: velocity, acceleration and jerk in vertical
direction, velocity, acceleration and jerk in horizontal direction and absolute veloc-
ity, acceleration and jerk values. The distances were calculated separately for every
group (NW, NE, SE and SW). The results of that calculations were 9 × 4 = 36
matrices containing distances among training samples.

These distances were treated as features in a way similar to [18]. For every test
sample there were DTW distances of this sample to every training sample of the
same direction calculated and these distances were treated as features describing this
sample.

Finally, the full dataset consisted of 36 sets. Nine NE sets had 1689 samples
(including 823 training samples) with 823 features, nine SW sets had 1769 samples
(incl. 869 training) with 869 features, nine NW sets had 1597 samples (incl. 808
training) with 808 features, and finally nine SE sets consisted of 1830 samples (incl.
925 training) with 925 features.

4 Dimensionality Reduction Methods

Methods for decreasing dimensionality may be divided into two main groups—
feature extraction or feature selection. In the first group of methods original features
are transformed to obtain their linear or non-linear combination. As a result data are
represented in another feature space. The second technique relies on such choice
of features that discriminate analysed data best. The task of a feature selection is to
reduce redundancy while maximizing quality of the final classification outcome. The
extension of a feature selection method is wrapper variable selection where during
feature selection process the learning algorithm and the training set interact.

In this section we present application of two data dimensionality reduction meth-
ods: PCA for feature extraction and random forest for wrapper variable selection into
BioEye2015 dataset.

4.1 Feature Extraction with Principal Component Analysis

One of themethods utilized in the researchwas PCA (Principal ComponentAnalysis)
which is an example of the feature extraction method. It was successfully used in
many classification problems (pattern recognition, bioinformatics), in these, in field
of eye movement data processing as well [2, 19].

The PCA task is to reveal a covariance structure in data dimensions to find differ-
ences and similarities between them. As a result transformation of correlated vari-
ables into uncorrelated is possible. These uncorrelated variables are called principal
components. They are constructed in a way ensuring that the first of components
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accounts for the most possible variability in the data. The same regards each suc-
ceeding component, which explains as much of the remaining variability as possible.

In the presented research the feature extraction was done with usage of prcomp()
function available in R language from the default stats package. As a function input, a
matrix representing DTW distances calculated based on one of previously-described
features was provided. Data from this matrix was limited only to the first sessions
of recordings. Center and Scale parameters of prcomp() function have been used
to (1) shift the data to be zero centered and (2) scale it to have unit variance. Data
transformed this way served as a training set for SVM classifier [1, 24], which
has been successfully used in the field of machine learning and pattern recognition.
SVMperforms classification tasks by constructing hyperplanes in amultidimensional
space that separates objects of different class labels. It uses a set of mathematical
functions called kernels to map original data from one feature space to another one.
The method is very popular because it solves a variety of problems and was proved
to provide a good classification accuracy even for a relatively small data set. For this
reason it seems to be suitable for an analysis of an eye movement signal, which is
often gathered during short sessions.

There are different types of kernel mappings such as the polynomial kernel and
the Radial Basis Function (RBF) kernel. The latter one was applied in the presented
researchwith usage of svm()R function frome1071 package andC = 215 and gamma
= 29 settings. The classification model was verified using of predict() function. Its
input parameter was a test set constructed on the basis of PCA model. It was applied
to this part of samples in a form of the distance matrix, which was obtained from the
second recording session. Because prediction probabilities were evaluated for each
sample in the distance matrix, they were subsequently summed up and normalized in
regard to samples related to one user. As a result one probability vector for each user
was provided for one distance matrix. This procedure has been repeated for all 36
distance matrices thus 36 user probability vectors were achieved, which were finally
averaged for the second time.

4.2 Wrapper Variable Selection with Random Forest

Another data dimensionality reduction method used was random-forest based pro-
cedure for wrapper variable selection [14]. Unlike feature extraction, feature selec-
tion methods allow improving classifier accuracy by selecting the most important
attributes. Therefore, resulting subset of attributes may be further used not only for
classification purposes but also for data description and interpretation [15, 21].

Wrapper variable selection approach can be used on any machine learning algo-
rithm, however we decided to choose random forest due to the fact that this method
is particularly suitable for the high-dimensionality problems and it is known to be
hard to over-train, relatively robust to outliers and noise, and fast to train [23]. Wrap-
per variable selection method is based on the idea of measure of importance, which
ranks variables from the most to the least important. Then, in several iterations, less
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important variables are removed, the random forest is trained on remaining set of
values and its performance is analysed.

Random forest method [5] is based on ensemble learning idea and it combines
number of decision trees in such a way that each tree is learned (grown) based
on a bootstrap sample drawn from the original data. Therefore, during the learning
process the ensemble (forest) of decision trees is generated. Final classification result
is obtained based on a simple voting strategy. Typically one-third of the cases are
left out of the bootstrap sample and not used to generate the tree. The objects that
are left are later used to estimate so-called out-of-bag (OOB) error.

Additional feature of random forest method is a possibility of obtaining ameasure
of importance of the predictor variables. In the literature one can find variousmethods
to compute importance measures and these methods typically differs in two ways:
how the error is estimated and how the importance of variables is updated during
learning process [8]. Here, we focus on so-called permutation importance that is
estimated in such a way that for a particular variable its values are permuted in OOB
cases and then it is checked how much prediction error increased. The more error
increases, the more important is the value or, in other words, if the variable is not
important, then rearranging the values of that variable will not decrease prediction
accuracy. The final importance value for an attribute is computed as an average over
all trees.

There are two backward strategies that can be applied when using importance
ranking. First one is called Non Recursive Feature Elimination (NRFE) [7, 22] and
in this approach the variable ranking is computed only once at the beginning of
the learning process. Next, less important variables are removed from the ranking
and the random forest is learned based on the remaining set of values. This step is
repeated in several iterations until no further variables remain. Second approach is
called Recursive Feature Elimination (RFE) [9] and it differs from NRFE method is
such a way that the importance ranking is updated (recomputed) at each iteration.
Then, similarly to NRFE, the less important variables are removed and random
forest is learned. In the work of Gregorutti et al. [8] extensive simulation study was
performed comparing these two approaches. Based on their analysis we decided to
chooseRFE approach as it might bemore reliable thanNRFE since the ranking by the
permutation importance measure is likely to change at each step and by recomputing
the permutation importance measure we assure the ranking to be consistent with the
current forest [8].

The final procedure used to learn random forest classifier was as follows:

1. Train the random forest.
2. Compute permutation measure of importance for each attribute.
3. Remove half of the less relevant variables.
4. Repeat steps 1–3 until there is less than 10 variables in the remaining attribute

set.

As in the case of PCA analysis, the learning procedure has been repeated for all
36 distance matrices which resulted in obtaining 36 random forests.
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5 Results

5.1 Combined SVM and PCA Results

To obtain the best possible prediction result, several cases concerning various cumu-
lative proportion of explained variance—95, 97, 99 and 99.9%—have been analysed.
Themost interesting issue on the first step of analysis was to check how dimensional-
ity reduction influenced accuracy of data classification and what degree of reduction
could provide the best possible data classification.

Results were compared to the classification based on the all dimensions used.
Please note that for one user recording there were 36 sets of samples. Each set
included DTW distance matrix calculated for all users taking one signal feature
into consideration. The number of dimensions related to each set, dependent on
eye movement direction, varied from 808 to 925 elements. The performance of the
classification was assessed using two quality indices:

• Accuracy—the ratio of the number of correctly assigned attempts to the number
of all genuine identification attempts.

• FAR—the ratio calculated by dividing the number of false acceptances by the
number of identification attempts.

First, we classified the whole dataset using SVM method and the classification
accuracy obtained with the usage of all dimensions was 24%, and the FAR ratio was
4%. Then we applied PCA method; the Table1 presents classification results for all
levels of explained variability considered in the research. They are complemented by
the information about the number of principal components required to account for
a given variability. Due to the fact, that this number was calculated independently
for each set of samples (36 times), the final result is presented in a form of average,
minimal and maximal number of components utilized.

These outcomes clearly indicate that applying PCA dimensionality reduction
method has had significant influence on classification accuracy. It is visible for both
explained variance percentages 99 and 99.9%. While in the former case the accu-
racy is comparable with the full dimensionality calculations, in the latter one it was
improvedmore than twice. It is worth emphasizing that both results were obtained for

Table 1 Classification results for various levels of explained variability

Proportion of
explained
variance (%)

Accuracy
(%)

FAR
(%)

Average
number of
components

Maximal
number of
components

Minimal
number of
components

95 11 5 1.9 5 1

97 11 5 3.08 8 1

99 22 4 8.81 18 1

99.9 54 2 91.81 203 19
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remarkable smaller number of dimensions (on average 8.81 and 91.81 components
respectively comparing to about 900 features in the primary sets).

Analysing the classification results we noticed that there were some samples that
obtained very similar probability for two or more analysed classes. To deal with this
similarity results appropriate acceptance threshold was defined and another step to
data analysis was introduced.

If we denote by:

• pi a probability that sample s belongs to class i,
• p j amaximal probability obtained for sample s indicating that this sample belongs
to class j ,

• and (j �= i and i, j ∈ 1 . . . 37),

and if:

pi − pj ≤ acceptance_threshold,

then the probability of sample s belonging to both classes i and j is treated as
equally likely.

Four values of the threshold defined as the difference between calculated proba-
bilities 0.000, 0.001, 0.0025 and 0.005 were studied. As it was expected, the bigger
threshold value the higher accuracy was obtained. However, increasing threshold
values resulted in increasing of FAR ratio as well (Table2 and Fig. 1). The last col-
umn of the table presents the ratio of accuracy and FAR for a particular threshold. It
can be noticed that for the two first proportions of explained variability the best ratio
was obtained for threshold equal 0.001, while in the third case both thresholds 0.000
and 0.001 provided similar ratio values. In the last of the variabilities, proportion
threshold 0.000 significantly surpassed the others. The ratio of accuracy and FAR
for all parameters was presented in Fig. 2.

Fig. 1 Classification results for various threshold values
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Table 2 Classification results for various threshold values

Explained
variability
proportion

Similarity threshold Accuracy (%) FAR (%) Ratio of Accuracy
and FAR

0.95 0.000 11 5 2.18

0.95 0.001 27 8 3.33

0.95 0.0025 43 19 2.23

0.95 0.005 70 46 1.52

0.97 0.000 11 5 2.18

0.97 0.001 24 8 2.92

0.97 0.0025 50 20 2.45

0.97 0.005 70 47 1.5

0.99 0.000 22 4 4.97

0.99 0.001 32 7 4.5

0.99 0.0025 50 15 3.35

0.99 0.005 68 35 1.92

0.999 0.000 54 2 21.76

0.999 0.001 62 4 16.37

0.999 0.0025 70 7 10.46

0.999 0.005 76 13 5.92

Fig. 2 The ratio of accuracy and FAR for all thresholds

5.2 Random Forest Results

Recursive feature elimination procedure described in Sect. 4.2 was repeated for all 36
datasets. Therefore, finally we obtained 36 different random forests that were used to
classify examples from the test dataset (presented results do not include OOB error).
During classification, objects from the test dataset were presented to each of the 36
classifiers and the final decision was made based on voting strategy.
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Table 3 Classification accuracy obtained for selected number of important features

Number of attributes

NE NW SE SW Accuracy (%)

825 810 927 871 42

413 405 464 436 46

207 203 232 218 42

104 102 116 109 46

52 51 58 55 49

26 26 29 28 40

13 13 15 14 31

7 7 8 7 31

Analyses were performed using R Project random forest implementation from
randomForest package [16]. The number of trees in each forest was set empirically to
1500 (ntree = 1500) and the importance measure was computed as a mean decrease
of accuracy (importance parameter type = 1). As we expect that it might exists
a correlation among variables, the values of importance were not scaled, that is
were not divided by their standard errors (importance parameter scale = FALSE).
Classification accuracy obtained for the selected number of important features is
presented in Table3. As each direction (NE, NE, SE and SW) was characterized by
different number of attributes, the number of selected features is presented separately
for each direction.

Analysis of the results presented in Table3 shows that reduction of the number
of attributes improves classification accuracy. The best results were obtained for the
number of attributes around 50. Further reduction of the attribute number decreased
the performance of the classifier as too much of the important information was
removed from the data description. In addition, we can notice that with the reasonably
reduced number of attributes (more than 50), the classification accuracy is around
40–46%. This is different than in case of the SVM analysis where in case of the full
set of attributes, the classification results were very poor.

Finally, for random forest classifier, we have analysed classification accuracy for
each of 37 class separately. The results were quite surprising, as we noticed that some
of the classes, such as 7, 15, 30 and 35 are classified with quite high accuracy and for
others we were able to correctly classify only several objects. This is something that
we did not expect and it requires further investigation. The classification accuracy
obtained separately for each class is presented in Fig. 3.
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Fig. 3 Classification accuracy computed for separated classes

6 Conclusions

The aim of the research presented in this paper was to elaborate a procedure for clas-
sification of individuals based on data obtained from their eye movement signal. The
data for the studies was acquired from the public accessed competition, which makes
the results obtained in the research comparable with other prospective explorations.

To prepare data for the classification, the set of features was built based on dis-
similarities among training samples. The dissimilarities were calculated with DWT
metrics. The drawback of such approach for data preprocessing is that as the result it
produces a dataset in which each object is described by a huge number of attributes.
High dimensionality of obtained dataset makes it difficult to analyse, therefore some
additional preprocessing steps are required before selected classification method is
applied. The obtained results show that combining DTW data preprocessing method
with a dimensionality reduction approach provides the better classification accuracy.

Due to different philosophy of feature extraction versus feature selection it is
difficult to directly compare both methods. In case of the combined SVM and PCA
method different ranges of data size reduction and their influence on the final result
were studied. This outcome confirmed that it is possible to decrease a data size mean-
ingfully without decreasing classification accuracy, even improving it. Applying a
threshold parameter allows obtaining better classification results, however it is a
trade-off between accuracy of the classifier and a security system false acceptance
rate. The second data dimensionality reduction method used in our analysis was
random forest procedure for wrapper variable selection. Comparing random forest
with SVM method we can see that for full set of features, random forest classifier
gives the better results than SVM method. This is something that is expected as the
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random forest method is known to be suitable for the high-dimensionality problems.
However, by reducing the number of attributes we can still improve accuracy of our
random forest classifier.

Another interesting result that we observed during our analyses is that the clas-
sification accuracy highly differs among classes. Currently, we are not able to say
if it is due to the differences among examined individuals or there was some bias
introduced during data acquisition phase.

Summarizing the results, it must be emphasized that their quality is not sufficient
to apply in a real authentication process, yet indicate promising directions of the
future work.
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Dynamic Time Warping Based
on Modified Alignment Costs
for Evoked Potentials Averaging

Marian Kotas, Jacek M. Leski and Tomasz Moroń

Abstract Averaging of time-warped signal cycles is an important tool for suppress-
ing noise of quasi-periodic or event related signals. However, in the paper we show
that the operation of time warping introduces unfavorable correlation among the
noise components of the summed cycles. Such correlation violates the requirements
necessary for effective averaging and results in poor suppression of noise. To limit
these effects, we redefine the matrix of the alignment costs. The proposed modifi-
cations result in significant increase of the noise reduction factor in the experiments
on different types and levels of noise.

Keywords Evoked potentials · Dynamic time warping · Nonlinear alignment

1 Introduction

Electroencephalographic evoked potentials respond to a stimulus with a series of
positive and negative deflections from the baseline. The time between a stimulus and
a particular deflection is called as latency. The latencies convey important information
on physiologicalmechanisms evolving in the brain. This information can be exploited
for diagnostic objectives as well as for operating physical devices through the so-
called brain-computer interfaces (BCI) [14]. Unfortunately, the evoked potentials are
mixedwith spontaneous EEG signal and can be of low signal-to-noise ratio. Different
types of filtering techniques can be applied to raise this ratio [1, 2, 11, 17]; in cases
of a very high level of noise, however, they can rarely produce signals of sufficient
quality to detect the important deflections andmeasure their amplitudes and latencies.
Thus of high importance are the methods of averaging [3, 12]. Unfortunately usually
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the evoked potentials and particularly their latencies differ from stimulus to stimulus
and application of classical averaging leads to a limited success.

To overcome these difficulties different modifications of the classical averaging
have been developed. In [18] a cross-correlation averaging technique was proposed.
In this approach, assuming that the entire responses are of different shifts with respect
to their stimuli, the cross-correlation based synchronization precedes their averaging.
To overcome more difficult problem, when the individual components of the evoked
potentials vary independently in latencies, a technique called as latency corrected
averaging was proposed [8], aligning and averaging the individual components of
the respective evoked potentials. In experiments during which the information on the
total duration of the responses (the so-called response time) is acquired, a technique
called as response time corrected averaging [4] can be applied. In this technique the
entire responses are adjusted (squeezed or stretched) according to the assumed linear
or nonlinear function, to be of the same length.

Application of nonlinear alignment of the evoked potentials, prior to their aver-
aging, performed with the use of the technique of dynamic time warping [13], was
proposed in [5, 10]. This method can be applied in all the above-mentioned types of
signals variability and does not require any particular, additional information on the
processed signals (as e.g. the times of individual responses). Actually, this method
meets well not only the demands necessary for effective processing of the evoked
potentials but also of other biomedical signals [6, 7]. However, the procedure of
dynamic time warping does not distinguish the signal and the noise components of
the aligned signals and therefore noise can cause their erroneous alignment [10]. To
prevent this effect, in [15] trilinear modeling of evoked potentials was applied to
filter single responses before aligning and averaging them. In this study, we present
more details showing how unfavorable can be the influence of noise on the results
of time warping and averaging.

The objective of this work is to introduce and investigate an approach that can
limit these undesired effects.

2 Averaging of Time-Warped Evoked Potentials

2.1 An Outline of Dynamic Time Warping

To align nonlinearly two signals of possibly different length: x(n), n = 1, 2, . . . , Nx

and y(n), n = 1, 2, . . . , Ny , we determine a so-called warping path that consists
of the ordered pairs of time indices: {(ik, jk)|k = 1, 2, . . . , K }, which indicate the
elements of the successive aligned pairs: y(ik), x( jk). Classically a cost of aligning
y(i) with x( j) is defined as [13]:

di, j = (y(i) − x( j))2 . (1)
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The warping path minimizes the total cost of the alignment [13]:

Q =
∑K

k=1
dik , jk , (2)

preserving a set of constraints. The first of the classical constraints: i1 = 1,
j1 = 1, iK = Ny, jK = Nx , force the warping path to start with the pair x(1), y(1)
and to end with x(Nx ), y(Ny); the second constraints: ik+1− ik ≤ 1, jk+1− jk ≤ 1,
prevent the elements of both signals from being omitted in the warping path, and the
last of these classical constraints: ik+1 ≥ ik, jk+1 ≥ jk , force the elements of both
signals to occur in the warping path in a non-decreasing order.

2.2 Averaging Algorithm

In this study we applied the algorithm proposed in [9]. Let’s denote the evoked
potentials to be averaged as

xl(n), n = 1, 2, . . . , Nl , l = 1, 2, . . . , L , (3)

where L denotes the number of evoked potentials; the lth one is of length Nl .
In the algorithm chosen, one of the evoked potentials is selected as the initial form

of the constructed template t (n). Then all successive potentials are aligned with this
template, and a set of warping paths is obtained: {(i (l)k , j (l)k ), k = 1, 2, . . . , Kl}, l =
1, 2, . . . , L . Then the operation called by the authors [9] as the DTW Barycenter
Averaging (DBA) is performed: the average of the samples of the respective cycles
that were aligned with a template sample t (n) is calculated to update t (n):

t (n) =
∑L

l=1
∑

k∈Γl (n) xl( j (l)k )
∑L

l=1 |Γl(n)| , (4)

where Γl(n) = {k|i (l)k = n}.
The operation is repeated the assumed number of times and then the individual

cycles are reconstructed on the basis of t (n) and the final warping paths.

2.3 Vector Norm as a Cost of Alignment

Averaging of time aligned signals is a classical technique used to suppress noise dis-
turbing the quasi-periodic signals [12]. Various conditions are specified that should
be satisfied to achieve suppression of noise and enhancement of the desired compo-
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nent as a result of averaging. Among the most important is the lack of correlation
among the noise components of the respective signals.

Dynamic time warping can violate this requirement. The ability to repeat any
sample of the time-warped signals the requisite number of times, to obtain good
matching between two nonlinearly aligned signal cycles, unavoidably introduces
increase of the correlation between the noise components of these cycles.

To prevent this unfavorable effect of time warping, we propose to apply the fol-
lowing definition of alignment costs

d ′
i, j =

∥

∥

∥x(i) − y( j)
∥

∥

∥ , (5)

where ‖·‖ denotes theEuclidean norm, and vectors x(n) and y(n) are defined as follows

x(n) = [x(n − v), x(n − v + 1), . . . , x(n), . . . , x(n + v)]T , (6)

which means that they are composed of 2v + 1 successive signal samples (with the
nth sample being the central one).

By such a redefinition of a cost matrix, we assure that longer signal intervals are
matched to each other instead of single samples ofwarped signals. An inconvenience,
that is caused by this modification of alignment costs, is that to align x(n), n =
1, 2, . . . , Nx and y(n), n = 1, 2, . . . , Ny we must have an access to longer signal
segments: x(n),−v < n ≤ Nx + v and y(n),−v < n ≤ Ny + v. Fortunately, this
requirement is usually satisfied for evoked potentials and other biomedical signals.

3 Influence of Noise on Dynamic Time Warping

Let’s investigate a simple task of nonlinear alignment of a sine wave and the same
wave with time axis deformed. To deform the time axis, we apply the second order
polynomial function proposed in [16]:

tb(z) = z + bz − bz2 (7)

which satisfies the conditions t (0) = 0 and t (1) = 1; thus, by using different values
of parameter b, we can obtain more or less severe deformation of a time axis in the
interval 〈0, 1〉, preserving its border values. The desired components of the generated
signals are given by

s(n) = sin
(

2π tb
( n

N

))

,−v < n ≤ N + v. (8)

For y(n) we choose b = 0 and for x(n), b = −0.5; for both signals N = 400.
Both signals are contaminated with a colored autoregressive noise simulating the
spontaneous EEG signal. To show how sensitive to noise is the operation of time
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Fig. 1 Nonlinear alignment of two slightly contaminated sine waves (one of them with a deformed
time axis): costs of alignment defined by (1) have been applied. The arrow indicates the place where
the obtained warping path differs from the true one
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Fig. 2 Nonlinear alignment of two slightly contaminated sine waves (one of them with a deformed
time axis): costs of alignment defined by (5) have been applied. The arrows indicate the places
where the obtained warping path slightly differs from the true one

warping based on the classical definition of a cost matrix, we created the signals
of very high quality, with SNR = 40dB. Results of the signals nonlinear alignment
with the cost matrix defined by (1) are presented in Fig. 1. We can see that the noise
is almost completely invisible. After the alignment both signals overlapped and are
unrecognizable. However, even for such a neglectful level of noise, the obtained
warping path differed from the true one in the place indicated by the arrow.

When definition (5) of a cost matrix was applied, slightly different results of
nonlinear alignment were obtained (see Fig. 2). The deformation of the warping
path caused by noise vanished, but instead a slight lack of precision of the path
determination occurred (in the places indicated by the arrows).
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Fig. 3 Visualization of the matrices of costs corresponding to: a the nonlinear alignment in Fig. 1,
b the nonlinear alignment in Fig. 2
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Fig. 4 Cuts across the matrices of costs from Fig. 3

To find the reasons of such differences in these results of time warping, we pre-
sented visually (Fig. 3) the cost matrices obtained in the two cases considered. In
both cases the cost matrices contain two easily noticeable mountainous regions with
high costs corresponding to the wrong alignment of the signals (high values of y(i)
at the beginning of this signal with low values of x( j) at the end of that one, and vice
verse). However, apart from this similarity, we can distinguish some differences. The
mountainous regions in Fig. 3b arewider. This difference can be explained if we com-
pare the applied definitions of costs. Cost (5) can be obtained from costs (1) with the

use of a kind of filtering d ′
i, j = ∥

∥y(i) − x( j)
∥

∥ =
√

∑z=v
z=−v (y(i + z) − x( j + z))2 =

√

∑z=v
z=−v di+z, j+z , i.e. by adding 2v + 1 elements of a cost matrix based on (1) and

finally taking the square root of the sum.
This filtering causes not only widening of the mountainous regions of the cost

matrix, but also narrowing of its valleys, through which the warping path goes.
To make it more apparent, in Fig. 4 we have presented the cuts across the both
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cost matrices. We can notice that the modified matrix has steeper slopes of these
valleys, indeed. With such steep valleys, even slight changes of the warping path can
cause significant growth of the costs, while only minor growth would be incurred
by such changes in the case of the classical definition of costs. This explains why
the modification of the definition of costs makes the time warping more immune to
noise, but at the same time slightly less accurate (compare Figs. 1 and 2).

4 Results of Time-Warped Evoked Potentials Averaging

To test the methods described, we formed 5 sets of simulated evoked potentials. Each
set consisted of 16 responses. To simulate desired components of the constructed
signals, we used the shape function proposed in [16]:

f (z) = 15e−20(z−0.7)2 − 0.5e−50(z−0.45)2 + 0.6e−100(z−0.3)2

− 0.6e−150(z−0.2)2 + 0.5e−200(z−0.15)2 .
(9)

For independent variable t in the range [0, 1] it resembles visual evoked potentials
following the target stimuli [11], with the largest peak similar to the so-called P300
wave. Beyond interval [0, 1] the function quickly descends to zero. To deform the
time axis of these signals, we used function (7) with different values of parameter b.
The desired components of the signals were generated according to the formula

s(n) = f
(

tb
(n

a

))

, n = −99,−98, . . . , Ns + 100, (10)

where parameter a specifies the number of time samples within the interval (0, 1]
and Ns > a is the number of samples of the main part of the signal (which under-
goes time warping). With the assumed sampling rate of 500Hz and Ns = 400, we
obtained signals of 0.8 s length (plus the preceding and succeeding parts of 0.2 s).
One of the generated signal sets is presented in Fig. 5. As we can see, for different
values of parameters a and b different deformations of the time axis were caused
and different final forms of these signals were obtained. By adding white or col-
ored autoregressive noise, we obtained sets of noisy evoked potentials (two selected
examples of individual responses are presented at the top of Fig. 6a, b). Each set of 16
simulated noisy responses was processed with the use of DTWbarycenter averaging,
based on the classical (DBAC) or modified (DBAM ) alignment costs. For DBAM 4
different values of parameter v were applied: 25, 50, 75 and 100. Results of signal
enhancement were evaluated with the use of the following noise reduction factor:

NRF =
√

∑

n (x (n) − s (n))2

∑

n (x ′ (n) − s (n))2
, (11)
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Fig. 5 A set of the simulated evoked potentials
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Fig. 6 Results of evoked potentials enhancement with the use of the classical costs based method
(DBAC , on the left) and the modified costs based one (DBAM , on the right). In each subplot there
are, from the top: the noisy EP, the enhanced EP and the desired component (vertically shifted for
better presentation). The evoked potentials for which the highest NRFs were obtained with either
DBAC or DBAM are presented

where s(n) is the desired simulated EP, x(n) − s(n), the noise added, x ′(n), the
result of reconstruction and x ′(n)− s(n), the residual noise. NRF was calculated for
each individual evoked potential and also for the whole sets (to this end, individual
responses were regarded as segments of one longer signal).

For both types and three different levels of noise, and for all methods tested,
we calculated the average values of NRF, obtained in the test on 5 sets of evoked
potentials. The results are presented in Table1.

We can notice that averaging based on the classical costs of alignment appeared
rather ineffective. The obtained values of NRF hardly exceed 1.0. Although the
methodwas described [9] as effectivewhen clustering of different, not very noisy time
series was the main objective, it appears less effective with the growth of the noise
level. However, application of the modified alignment costs improved the method
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Table 1 The average NRF in the test on 5 sets of evoked potentials, contaminated with either white
or colored noise of the assumed level (SNR)

Method White noise Colored noise

5dB 10dB 20 dB 5dB 10dB 20dB

DBAC 1.24 1.24 1.25 1.10 1.10 1.07

DBAM ,
v = 25

2.36 2.42 2.37 1.63 1.66 1.67

DBAM ,
v = 50

2.62 2.65 2.12 1.94 1.93 1.78

DBAM ,
v = 75

2.65 2.56 1.77 2.19 2.16 1.65

DBAM ,
v = 100

2.78 2.44 1.34 2.34 2.22 1.30

operation significantly. In white noise environment, for SNR = 5dB the best NRF
achieved is even close to 3.0. In Table1 we can see that for high level of noise
(SNR = 5dB) the increase of v causes the increase of NRF. For SNR = 20dB,
however, too great value of this parameter was unfavorable. Generally, good results
for both types and all levels of noise were achieved for v = 75.

InFig. 6wepresentedvisually results of individual evokedpotentials enhancement
in one of the processed sets of evoked responses. For both methods presented (DBAC

and DBAM , with v = 75) we selected the evoked potential for which the highest
NRF was achieved. We can see that the operation of DBAC is hardly acceptable
(NRF = 1.19) but application of the modified costs of alignment made the method
much more effective (NRF = 3.55). This confirms the quantitative results presented
in Table1.

5 Conclusions

We have applied the classical method of DTW barycenter averaging to the averaging
and enhancement of the simulated evoked potentials. The obtained results appeared
unacceptable. The noise reduction factor used to evaluate themethodoperation hardly
exceeded the value of 1.0. When however we applied the modified costs of align-
ment, the method improved its performance significantly. It allowed to obtain quite
acceptable evoked potentials even if their original signal-to-noise ratio was rather
low.
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Principal Component Analysis and Dynamic
Time-Warping in Subbands for ECG
Reconstruction

Tomasz Moroń, Marian Kotas and Jacek M. Leski

Abstract The aim of this study was to combine methods from different fields of
scientific research, such as dynamic programming, pattern recognition and signal
processing to solve a very demanding problem of ECG signal reconstruction in
extremely noisy environment. A fast method of signal decomposition into frequency
subbands was developed. Its application, and processing the respective subbands with
the use of either principal component analysis or dynamic time warping based meth-
ods allowed us to achieve a significant progress in suppression of highly intractable
electric motion artifacts. The investigations performed showed the proposed method
prevalence over the well known nonlinear state-space projections developed in the
field of nonlinear dynamics.

Keywords PCA · DTW · Subband decomposition · ECG reconstruction

1 Introduction

Principal component analysis (PCA) is a classical method used to reduce the dimen-
sionality of multivariate data. It has numerous fields of application, including data
compression, image analysis, pattern recognition, regression and time series predic-
tion. Its application to ECG processing was described among others in [4–6].

Dynamic time warping (DTW) allows to determine the best alignment of two
time series (or sequences of vectors) and to provide a measure of their morphological
similarity. This technique was developed for spoken words recognition [11], and later
applied in a variety of pattern recognition problems, e.g. to clustering of different
biomedical time series data [14]. In this study, the DTW technique is applied to noise
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suppression. This task is extremely important since analysis of biomedical signals
is often infeasible without its accomplishment. Suppression of noise is especially
difficult when the noise component spectrum overlaps that of the desired component.
When, however, the processed signals are of repetitive shape, a relatively simple
method of time-aligned (coherent) averaging can be applied [10]. Already in the early
years of computerized electrocardiography, this method was successfully applied
to ECG signals enhancement [9]. Since then it has gradually been modified and
improved [7, 8]. However, its intrinsic constraint of forming an average template of
an ECG cycle and loosing the information on its variability was unchanged. Thus new
methods, preserving the shapes of the individual cycles were needed. Advantageous
results in ECG signal enhancement [5] and even fetal ECG extraction [4] were
obtained with the use of the PCA based method. Unfortunately, PCA is less effective
in cases of high QT interval variability, associated with a changing position within an
ECG cycle of a relatively low T wave. Reconstruction of such signals appeared much
more precise when the operation of dynamic time warping preceded the PCA based
projections [6]. However, the very troublesome electrode motion artifacts, resulting
from patients movements can disturb the operation of dynamic time warping and as
a result negatively affect reconstruction of ECG signals.

The goal of this paper is to combine the classical methods: principal component
analysis and dynamic time-warping in a novel way for noise immune reconstruction
of ECG signals.

2 Methods

2.1 Principal Component Analysis

Let X = [x1, x2, . . . , xn] = [xi, j ]i=d, j=n
i=1, j=1 be a matrix containing n observed

d-dimensional variables. The measured variables compose a cloud of points in a
d-dimensional measurement space. PCA objective is to project the points into a
lower dimensional principal subspace that retains the maximum amount of infor-
mation (as measured by variance). This operation is accomplished according to the
following equation [3]

y j = E�(x j − x̄), (1)

where E = [e1, e2, . . . , eq ].
The orthonormal principal directions (axes) ei (i = 1, 2, . . . , q) have the follow-

ing properties: the first principal axis e1 assures the maximal variance of the points
projected on it, the second principal axis e2 assures the greatest variance of the points
projected on it in the subspace perpendicular to e1, similarly the third principal axis
e3 assures the greatest variance of the points projected on it in the subspace perpen-
dicular to e1 and e2, etc. The directions can be determined by eigendecomposition
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of the XXT matrix: ei is the eigenvector corresponding to the i th eigenvalue (sorted
in a decreasing order).

Reconstruction of the observed d-dimensional variable is given by [3]

x′
j = Ey j + x̄ = EE�(x j − x̄) + x̄. (2)

By this operation, we obtain the points that lie on a q-dimensional linear manifold
that are nearest to the projected ones. Assuming that the desired components of
the projected points are confined to this manifold, and that the deviations from this
manifold result from the presence of noise, we can expect the projections to suppress
noise.

2.2 Dynamic Time-Warping

Lets consider two signals of possibly different length: v(n), n = 1, 2, . . . , Nv and
u(n), n = 1, 2, . . . , Nu . To perform their nonlinear alignment, we calculate the
alignment costs

di, j = (u(i) − v( j))2 . (3)

Each di, j corresponds to the alignment of u(i) and v( j). The warping path that relates
signals v(n) and u(n) consists of the ordered pairs of time indices: {(ik, jk)|k =
1, 2, . . . , K }, which indicate the elements of the successive aligned pairs: u(ik), v( jk).
In the classical approach, the warping path is subject to the following constraints [11]:

• Boundary conditions: i1 = j1 = 1, iK = Nu, jK = Nv , which force the warping
path to start with the pair u(1), v(1) and to end with u(Nu), v(Nv).

• Continuity conditions: ik+1 − ik ≤ 1, jk+1 − jk ≤ 1, which prevent the elements
of both signals from being omitted in the warping path.

• Monotonicity conditions: ik+1 ≥ ik, jk+1 ≥ jk , which force the elements of both
signals to occur in the warping path in a non-decreasing order.

The warping path that minimizes the total cost of the alignment [11]:

Q =
∑K

k=1
dik , jk (4)

is searched for. It can be found with the use of dynamic programming.
First a matrix of cumulative costs G = [gi, j ]i=Nu , j=Nv

i, j=1 is constructed, according
to the recursive definition [11]:

gi, j = di, j + min
{

gi−1, j−1, gi−1, j , gi, j−1
}

, (5)
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Fig. 1 Graphical representation c of the allowed step directions corresponding to Eq. (5) and
an example of a warping path b: (i, j) = {(1, 1), (2, 2), (3, 3), (4, 3), (5, 4), (6, 4), (7, 5), (7, 6),

(7, 7), (7, 8), (7, 9), (8, 10), (9, 10), (10, 11)} relating two signals: u(n) a and v(n) d

where g1,1 = d1,1, and g0, j = ∞, gi,0 = ∞ for all i, j (the pictorial representation
of this definition, which shows the allowed step-directions of the warping path, is
presented in Fig. 1c).

Then, starting from the upper right corner of G (i = Nu, j = Nv), the warping
path is searched for by backtracking along the allowed step-directions through the
minima of the cumulative costs in G, until i = 1 and j = 1. While backtracking,
the allowed step-directions are opposite to those presented in Fig. 1c.

Applied to time warping of the signals v(n) and u(n), this classical approach pro-
duced the warping path presented in Fig. 1b. We can notice that to achieve nonlinear
alignment of both signals, some elements of u(n) and v(n) had to occur more that
ones in the warping path.

2.3 Averaging of Time-Warped Signal Segments

In this study, we applied the method proposed in [1] for evoked potentials recon-
struction. It was called by the authors as NonLinear Alignment Averaging Filter
(NLAAF).

The method is applied to process L signal segments of possibly different length:
xl(n), n = 1, 2, . . . , Nl , l = 1, 2, . . . , L , where Nl denotes the lth segment length.



Principal Component Analysis and Dynamic Time-Warping in Subbands … 319

We take the first segment x1(n) as the first template t1(n) and we align the template
nonlinearly with the subsequent segments; each time after the alignment, the template
is updated.

By warping the current (l −1)th template with the next lth segment, we obtain the
lth warping path consisting of the successive pairs: {(i (l)k , j (l)k )| k = 1, 2, . . . , Kl},
whose number Kl (the length of the warping path) becomes the length of the new
updated template

tl(k) = (l − 1)tl−1(i
(l)
k ) + xl( j (l)k )

l
, k = 1, 2, . . . , Kl . (6)

By adding the successive warped segments to the template, we gradually increase its
length. The warping paths relating the respective segments with the template change
after each time-alignment. After adding the last segment, we obtain the final template,
tL(k). Then, knowing the warping paths relating this template with the individual
segments, we reconstruct these segments.

2.4 Moving Average Based Subband Decomposition

Moving average (MA) filter and its modifications are often applied to ECG signals
processing because of the filter linear phase response and its low computational
costs. The filter calculates the mean of the signal samples that appear in a moving
time window of the assumed length. Different forms of its system function

MAK (z) = 1

K

K−1
∑

k=0

z−k = 1

K

1 − z−K

1 − z−1 (7)

show that the filter can be applied in either nonrecursive or recursive way. Particularly
favorable is the latter, very fast solution.

The MA low-pass filter can be used to form a high-pass filter with the following
system function

HK (z) = z−(K−1) − M A2
K (z) (8)

By the proper choice of parameter K , we can obtain a filter appropriate for baseline
wander suppression. The cut-off frequency of such a filter should not exceed about
0.8 Hz [13] to avoid suppression of diagnostically important components of the ECG
signal. Unfortunately a filter with such a low cut-off frequency can not suppress the
very troublesome low frequency noise caused by patients movements. This type of
noise, called as electrode motion artifacts, can reach up to about 5 Hz and is extremely
difficult to be dealt with. It spoils the action of most modern sophisticated methods
of ECG noise suppression. However, although we can not remove this part of ECG
spectral components permanently, we can split the signal into subbands to process
each subband in a specific manner and then combine the obtained results together.
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Fig. 2 Moving average based decomposition of signals into frequency subbands. NF is a notch
filter for powerline suppression

The scheme showing how the ECG signal can be decomposed is presented in
Fig. 2. First we apply a notch filter to suppress the powerline interference. Then we
proceed with the subband decomposition. The lowest branch of the scheme contains
the MA filter used to suppress the baseline wander. It is the moving average used
in Eq. (8) to form a high pass filter of the appropriate cut-off frequency (≤0.8 Hz).
The upper branches contain the MA filters of shorter impulse responses and, conse-
quently, of higher cut-off frequencies. Since these filters cause shorter delay, they are
purposefully delayed to assure the same delay in each branch. The uppermost branch
contains simply an appropriate delay. Owing to the same delay in all branches of the
scheme, we can subtract the outputs of the respective filters to extract the required
frequency components not introducing any phase distortions. The subtractions pro-
posed allow us to obtain:

• signal xH (n) containing the highest frequency components,
• signal xM (n) containing the medium frequency components and
• signal xL(n) containing the lowest frequency components of the processed ECG.

Our goal is to form the xH (n) signal that contains components of the fast changing
QRS complex only, and xM (n) + xL(n) signal that embraces all other lower
frequency components; in xM (n) we aim to preserve the medium frequency com-
ponents of the ECG with electrode motion artifacts suppressed as much as possible.
Of course, adding more branches to the scheme, we could decompose the signal into
more subbands.

2.5 ECG Signal Reconstruction in Subbands

In the first stage of ECG signal processing, we perform QRS complexes detection.
This way we obtain so-called fiducial points rl , l = 1, 2, . . . , L , corresponding to the
central position within the respective detected L complexes. Since after the described
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decomposition, the highest frequency component xH (n) contains the desired signal in
places of QRS complexes only, we can discard noise elsewhere, be setting x ′

H (n) = 0
for rl + Δ ≤ n < rl+1 − Δ, l = 1, 2, . . . , L − 1 (where Δ denotes half of the
assumed width of a QRS complex, Δ ∈ N ). By contrast, the segments containing
successive complexes: xH (n), rl − Δ ≤ n < rl + Δ, are stored in columns of an
auxiliary matrix X. Then we perform PCA and we reconstruct the respective com-
plexes according to Eq. (2) with the assumed dimension q of the principal subspace.
Then the recovered complexes are written to the reconstructed signal x ′

H (n).
The sum xM L(n) = xM (n) + xL(n) containing all medium and low frequency

components of the processed signal is cut into the following L − 1 time segments:
rl ≤ n < rl+1, l = 1, 2, . . . , L − 1. These signal segments undergo time-warping
and averaging according to the NLAAF method. Afterwards, the recovered segments
are written to the reconstructed signal x ′

M L (n). Finally, we reconstruct the ECG signal
as a sum: x ′(n) = x ′

H (n)+x ′
M L(n). The described method will be denoted as ESRS1

which stands for Ecg Signal Reconstruction in Subbands, version number one.
In the second version of the method, we process the highest frequency band as in

ESRS1 but, before applying NLAAF to medium and low frequency band, we cut into
segments not only the sum xM L(n), but also the medium frequency subband xM (n).
Then we calculate the warping paths by minimizing Eq. (4) with the alignment costs
defined by

d ′
i, j = (uM (i) − vM ( j))2 (9)

where as before subscript M denotes the medium frequency subband of the aligned
signal segments. This way we limit the influence of the troublesome electric motion
artifacts on the results of time-warping. However, after determination of warping
paths, we perform construction of two templates, both in the xM (n) and xM L(n) sub-
bands. Template tM (n) is constructed only to enable its alignment with the successive
segments. Template tM L(n) is used to recover the desired component of the tM L(n)

subband. Finally, like in ESRS1, in ESRS2 (version number 2) we reconstruct the
ECG signal as a sum: x ′(n) = x ′

H (n) + x ′
M L(n).

3 Results

To test the proposed methods performance, we applied them to processing the high
SNR signals selected from the MIT-BIH database and used to simulate the desired
ECG. The MIT-BIH database also contains the records of the electrode motion arti-
facts (‘em.dat’) and muscular noise (‘ma.dat’). We added these two records to obtain
an example of noise that can be encountered in real ECG signals. This noise was
used to contaminate the selected ‘desired’ ECGs. We formed and then processed
signal segments of 20 s length. For the sampling frequency of 360 Hz, we chose the
following parameters of the decomposing filters: K1 = 250, K2 = 40 and K3 = 20.
Knowing the simulated desired components, we can evaluate the results of recon-
struction with the use of the following noise reduction factor:
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Fig. 3 ECG signal decomposition into frequency subbands. Arrow A indicates a local increase
of the x(t) baseline, caused by electrode motion artifacts. This increase was almost exclusively
preserved in the lowest frequency subband (see arrow B)

NRF =
√

∑

n (x (n) − s (n))2

∑

n (x ′ (n) − s (n))2 , (10)

where s(n) is the desired ECG, x(n) − s(n), the noise added, x ′(n), the result of
reconstruction and x ′(n)−s(n), the residual noise. An example of the filters operation
is presented in Fig. 3 (for better presentation the respective signals are shifted in the
vertical direction by a multitude of 2 mV, as well as the signals in Figs. 4 and 5).
We can notice that the lowest frequency subband: xL(t), contains significant part
of the desired ECG and, therefore, its rejection during the final ECG reconstruction
would distort this signal. However, arrow B in the figure shows that this subband
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Fig. 4 ECG signal reconstruction in subbands: a the processed signal, b results of ESRS1, c results
of ESRS2, d the desired ECG
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Fig. 5 ECG reconstruction in subbands versus nonlinear state-space projections: a the noisy ECG,
b its desired component, c results of ESRS2, d results of NSSP

(xL(t)) contains also the troublesome electrode motion artifacts. These low frequency
disturbances can utterly spoil the results of ECG segments time warping and make the
NLAAF method operation ineffective. This is visible in Fig. 4b where the results of
ESRS1 are presented. As we can see, although the wide spectrum muscular noise was
suppressed, the obtained signal does not resemble its desired component (D). The low
amplitude waves between the both QRS complexes on the figure are utterly distorted.
Fortunately, although we can not reject the lowest frequency subband during the final
ECG reconstruction, we can diminish its unfavorable influence on this reconstruction.
To this end, in ESRS2 the operation of warping paths determination is based on the
medium frequency subband (xM (t)). The results are indisputable. In Fig. 4c we can
see the reconstructed ECG signal which resembles its desired component (D) much
better than the signal obtained with the use of ESRS1.

Similar experiments with ECG enhancement by application of a few modern,
rather sophisticated methods were presented in [2]. The most effective among the
methods tested appeared the method of nonlinear state-space projections, developed
in the field of nonlinear dynamics and applied to ECG processing in [12]. In Fig. 5
we compare this classical method to the method proposed (ESRS2). We can observe
that the NSSP method enhanced the signal quite well but, contrary to the method
proposed, it did not manage to suppress the low frequency electric motion artifacts
well (compare trace D to trace B). These visual results are confirmed by the quan-
titative ones, presented in Table 1. For medium quality signals (SNR = 10 dB) the
ESRS2 and NSSP methods obtained similar values of the noise reduction factor. For
more noisy signals, ESRS2 prevailed NSSP significantly.
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Table 1 The average NRF in the test on 5 desired ECGs contaminated with a sum of muscular and
electrode motion artifacts of the assumed level

Method/SNR: 0 dB 5 dB 10 dB

ESRS1 1.59 1.50 1.32

ESRS2 2.79 2.38 1.82

NSSP 1.55 1.78 1.81

4 Conclusions

We have combined two methods from the field of pattern recognition for the purpose
of ECG signals reconstruction and enhancement. The first of them, principal com-
ponent analysis, is used to reconstruct highly variable QRS complexes. The second
method, of dynamic time warping, to align nonlinearly low frequency components of
the signal for the purpose of their averaging. To employ both methods effectively, we
have developed a method of ECG signals decomposition into three frequency sub-
bands. PCA is applied for the highest frequency subband processing, while the two
lowest frequency subbands undergo time warping and averaging. Decomposition
into three subbands allowed us to modify the operation of dynamic time warping
to make the method be more immune to the very troublesome electrode motion
artifacts. It helped to improve reconstruction of the desired ECG significantly. The
developed method (ESRS2) appeared more immune to this type of noise than the
widely acknowledged method of nonlinear state-space projections.
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Evaluating of Selected Systems
for Colorimetric Calibration
of LCD Monitors

Artur Bal, Andrzej Kordecki, Henryk Palus and Mariusz Frąckiewicz

Abstract In many applications there is a need for exact colour reproduction.
The common solution of this problem is the usage of an open Colour Management
System and device profiles. The profiles are determined in a colorimetric calibration
process, so the quality of this process influences colour reproduction quality. The aim
of this work was to evaluate the colour reproduction quality of monitors depending
on used types of monitor and calibration system. Obtained results show that colour
reproduction strongly depends on those devices and good results can be achieved
even on a monitor not designed for colour critical works. However, in case where
exact colour reproduction is crucial the use of a professional-grade graphical monitor
is necessary.

Keywords Colour reproduction · Colour management · Monitor calibration · LCD
monitor

1 Introduction

Nowadays visual information plays an important role. With the use of visual
information, especially when it is analysed by a human being, problem of exact colour
reproduction is related [3]. In some applications accuracy of colour reproduction is
critical. Good examples of such applications are: diagnostic radiology, DTP and
CAD systems, e.g. [1, 2, 9]. Additionally, there are many applications in which cor-
rect colour reproduction is required, e.g.: telemedicine systems, multi-screen work-
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ing environments, digital signage systems and distributed systems, e.g. [7, 8, 10].
Because of technical reasons, in practice, with no additional solutions the same
colour—understood as an ordered vector of three colour components (R, G, B)—
on different systems (even if those systems have the same hardware and software
components) will be reproduced differently in terms of colour sensations induced in
an observer.

For solving this problem a Colour Management System (CMS) can be used and
its most popular type is open CMS. Examples of such CMS type are ColorSync in-
troduced by Apple Inc. and ICC Color Management developed by the International
Color Consortium (ICC). A characteristic feature of an open CMS is usage of a
standard colour space called Profile Connection Space (PCS), which is a common
colour space for all colour transformations executed in CMS between devices or
software dependent colour spaces. Each colour conversion between PCS (which is
device-independent) and a device-dependent colour space is realized using profiles.
A common implementation of such concept of colour management is the standard
developed by the ICC and approved by the International Organization for Standard-
ization as the ISO 15076-1 standard [4, 5].

Profiles are determined in so-called colorimetric calibration process—henceforth
in this paper this process will be referred simply as calibration. In order to determine
a profile of an image reproducing device, it is necessary to measure the colours repro-
duced by this device. Calibration results may vary and depend on many factors e.g.
type of a calibrated monitor, type and quality of a measuring device (i.e. colorimeter
or spectroradiometer), type and settings of a software used for calibration.

The aim of the research presented in this study was objective evaluation of colour
reproduction quality in dependency on a type of calibrated monitor, as well as hard-
ware and software used for calibration. This issue is presented in the following order.
In the Sect. 2 the purpose of the research and the necessary assumptions are detailed
described. The Sect. 3 presents the methodology and the measurement conditions.
The Sect. 4 contains the results of the measurements. The last section provides a short
summary of the paper.

2 Aim of the Study and the Necessary Assumptions

The aim of this study was to examine the influence of used monitors and calibration
systems on the quality of colour reproduction of the monitors. The used evaluation
procedure is based on measurements of colours reproduced by a calibrated monitor
and its comparison with required colours defined in a PCS. This procedure was
repeated for each monitor-calibration set-up (i.e. a pair of monitor and calibration
method or system which was used for its calibration).

This research’s goal is important from the practical point of view. It was assumed
that the study should take into account only the typical working conditions (e.g. mon-
itor settings, ambient light) that are common for monitors used in applications like
CAD/CAM and web pages design. The applications associated with a professional
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Table 1 Main parameters of the tested monitors

Manufacturer BenQ Dell Dell NEC

Model XL2420T UltraSharp
U2412M

UltraSharp
U2410

SpectraView 241

Diagonal screen 24′′ 24′′ (60.96 cm) 24′′ (60.96 cm) 24′′ (61.1 cm)

Resolution and
aspect ratio

1920 × 1080
16 : 9

1920 × 1200
16 : 10

1920 × 1200
16 : 10

1920 × 1200
16 : 10

Panel technology TN e-IPS H-IPS H-IPS

Panel
manufacturer and
model

AU Optronics
M24HW01 V8

LG Display
LM240WU8-
SLA2

LG Display
LM240WU8-
SLA2

LG Display
LM240WU4-
SLB1

Panel
backlighting

W-LED W-LED CCFL CCFL

Panel colour
depth

6-bit + H-FRC 6-bit + A-FRC 8-bit + A-FRC 8-bit + Hi-FRC

sRGB and
AdobeRGB
gamut coverage

93.6 % 95 % 100 % 100 %

72.4 % 74 % 98.1 % 98.1 %

Monitor static
contrast

1000 : 1 1000 : 1 1000 : 1 1000 : 1

Monitor colour
depth

8-bit/channel 8-bit/channel 10-bit/channel 10-bit/channel

graphic design (e.g. DTP, photo editing) have not been considered because of high
diversity of its required working conditions.

The experiments were performed for four different monitors i.e. from the good-
quality monitor for home use with TN panel (BenQ XL2420T) up to the professional
graphic monitor with IPS panel (NEC SpectraView 241). Main parameters of these
monitors are presented in Table 1. Data in the table are provided by the manufacturers
of monitors or were made available by specialized websites like Prad (www.prad.
de) and TFT Central (www.tftcentral.co.uk).

Tested monitors have different gamuts (i.e. range of colours which can be re-
produced by a monitor) therefore the evaluation of colour reproduction quality was
limited to the colours which are located in one common colour space, namely in the
sRGB colour space (IEC 61966-2-1) [6]. This colour space is in practice the most
basic colour space used in commercial applications. Moreover the sRGB space, in
accordance with the decision of the World Wide Web Consortium (W3C) [12], is the
standard colour space used to describe colours on web pages. The sRGB space is
also the default colour space used in the Microsoft Windows operating system [11].
All these evidences allow suppose that correct reproduction of colours from the
sRGB space is the minimum requirement which have to be met by a monitor used
in commercial applications.

www.prad.de
www.prad.de
www.tftcentral.co.uk
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Table 2 Main parameters and settings of the tested calibration systems

Measurement device

Manufacturer Datacolor X-Rite

Model Spyder4elite i1 Display Pro i1Photo Pro 2

Device type Colorimeter,
7-channel

Colorimeter Spectroradiometer

Software

Manufacturer Datacolor X-Rite

Name Spyder4elite i1 Profiler

Version 4.5.0 1.5.6

Calibration settings

Black luminance 0 cd/m2 —

White luminance 120 cd/m2 120 cd/m2

Contrast ratio — Native

White point 6500 K CIE illuminant D65

γ coefficient 2.2 2.2

Number of colour
patterns

Unknown no
possibility of choice

462

Other program
specific settings

Ambient Light
Compensation—off

Flare Correct—off

Gray Balance
Calibration—on

Ambient Light Smart Control—off

Profile type Matrix can not be
changed

Table

ICC profile version 4 4

Chromatic adaptation
mode

Bradford Bradford

Automatic Display
Control

— Yes, with compatible monitors

Calibration settings related to the type of monitor

BenQ XL2420T Dell Normal gamut White
LED

White LED Lack of choice due to
the type of
measurement device

Ultrasharp U2412M
Dell

Ultrasharp U2410
NEC

Wide Gamut
Fluorescent (CCFL)

Wide Gamut CCFL

Spectraview 241

For both X-Rite systems the data about its software and calibration settings are the same

The white point of the sRGB space is defined by x = 0.3127 and y = 0.3290
coordinates in the CIE xyY space what corresponds to the light with Correlated
Colour Temperature (CCT) equal 6500 K (the CIE D65 standard illuminant). There-
fore this white point coordinates were used as required settings during monitor
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Fig. 1 Measurement devices of the calibration systems used in the research, a Datacolor Spy-
der4elite, b X-Rite i1 Display Pro, c X-Rite i1Photo Pro 2

calibration. According to the sRGB standard the luminance of a monitor white point
should be equal to Lwhite = 80 cd/m2, but this luminance value is too low for a typ-
ical work place in which influence of the day light is not eliminated. For this reason,
taking into account the earlier assumptions, it was assumed that required luminance
level of the monitor white point is Lwhite = 120 cd/m2.

Because only one monitor (NEC) has the ability of hardware calibration the re-
search has been limited to the software calibration, which can be carried for each
monitor. During monitor calibration three systems for software calibration were used.
The basic information about usd systems is presented in Table 2, and in Fig. 1 the
measurement devices (i.e. calibrators) of these systems are shown.

The monitor profile and therefore the quality of reproduced colours depend stron-
gly on settings of calibration software. These settings may vary depending on e.g. the
type of calibrated monitor, the aim of a calibration and individual user preferences.
Therefore, during the research, for each tested pair of the calibration system and the
monitor those settings were individually selected in order to achieve the best results
in sense of reproduced colour quality (Sect. 4).

3 The Measurement Conditions and Procedures

All measurements were performed in the darkroom belonging to the Laboratory of
Imaging and Radiometric Measurements, in the Institute of Automatic Control of the
Silesian University of Technology (Fig. 2). The work in the darkroom eliminates the
influence of ambient light on the measurements. During measurements the average
level of illuminance was Ē < 1 lx. In the darkroom air temperature was kept constant
at approx. 22 ◦C. At the same temperature all calibrators and monitors used for tests
were stored. Before calibration and subsequent measurements each monitor was
always warmed up for at least 40 min.

During the research a personal computer with MS Windows 7 Professional 64-bit
and NVIDIA Quadro NVS 450 graphics card was used. Monitors were connected to
the computer via a DVI-D interface. Before monitor calibration both the computer’s
operating system and a monitor were reset, respectively, to default values and to
factory settings.
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Fig. 2 Equipment used for measurements: a the darkroom, b Konica Minolta CA-310 colorimeter,
c CA-310 measuring head during its positioning on a screen surface

The measurements of colours displayed by monitors were performed with use
of a professional colorimeter Konica Minolta CA-310 with an universal head CA-
PU32/35 (Fig. 2b). This device gives high accuracy and precision measurement re-
sults. According to the manufacturer’s instruction before each measurement the col-
orimeter was turn-on for not less than 30 min.

Because all the tested calibrators calculate a monitor profile based on measure-
ments of a central part of a monitor, the same part was measured in the case of
evaluation of colour reproduction. In order to set the measuring head in the right
position a specially prepared image was used (Fig. 2c).

The evaluation of reproduction quality was based on measurements over 100
colour samples. In order to automate these measurements the CalMAN ColorChecker
v. 5.4.0.1833 software from SpectraCal was used.

For each tested monitor such measurement process was repeated four times—
one time for each calibrator (i.e. Spyder, i1 Display and i1Pro) and one time for
the monitor’s sRGB preset mode. In case of Dell U2412M there is no sRGB preset
mode, then a custom colour mode for 6500 K was used. Finally this measurement
schedule gives a collection of 16 sets of measured data.

Because of big differences in monitor default luminance values when the sRGB
modes of the monitors are used, the luminance of all monitors was set to 120 cd/m2,
according to the assumptions presented in Sect. 2. For luminance setting the Konica
Minolta CA-310 was used. Such luminance correction was not conducted for mea-
surements made after monitor calibration because the luminance setting is executed
during calibration by each tested calibration system.
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The calibration process requires user action, which usually is reduced to installa-
tion of a calibrator on a monitor screen and setting appropriate display luminance and
white point (in most cases this was achieved by changing the gain in channels R, G
and B) values based on measurements given by the used calibrator. In the case of the
X-Rite calibrators for some of the tested monitors the Automatic Display Calibration
(ADC) system was used—it controls monitor settings using VESA DDC standard.
When the ADC system is used the calibration procedure, except calibrator installa-
tion, is executed without user intervention. Settings used for the monitor calibration
are presented in Table 2.

4 Measurement Results and Their Analysis

For the evaluation of colour reproduction quality the �E∗
00 metric was used [3].

It describes the difference between two colours in the CIE Lab space in a manner
similar to the way in which a human with normal colour vision perceives it.

Table 3 presents the aggregated results of this evaluation. In each cell, from top
to bottom, the following estimators of colour reproduction error are shown:

ˇ�E∗
00 = min

i=1,...,imax

(

�E∗
00(i)

)

, (1)

˜�E∗
00 = median

({�E∗
00}

)

, (2)

¯�E∗
00 = 1

imax

imax
∑

i=1

�E∗
00(i), (3)

ˆ�E∗
00 = max

i=1,...,imax

(

�E∗
00(i)

)

, (4)

where {�E∗
00} = {�E∗

00(1), . . . ,�E∗
00(i), . . . ,�E∗

00(imax)}, and �E∗
00(i) is the

difference for i-th colour of the tested set of all imax colours, and shows difference
between i-th colour defined in the PCS (a target colour) and the colour reproduced
on the monitor (a measured i.e. real colour).

In Table 3, independently for each tested monitor, the numbers in parentheses show
a relative quality (from best to worst) of the tested calibration method in the sense
of different error estimator values (1)–(4). Hence this ranking helps to determine the
best calibration method for each of the tested monitor. Additionally boldfaced values
represent best calibration results, in the sense of (1)–(4), obtained for each calibration
method. Moreover cells with gray background represent monitor-calibration set-ups
which do not fulfill the following conditions:

¯�E∗
00 ≤ 3, and ˆ�E∗

00 ≤ 5, (5)
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Table 3 Comparison of calibration errors for tested monitor-calibration set-ups

BenQ XL2420T Dell Ultrasharp
U2412M

Dell Ultrasharp
U2410

NEC
SpectraView 241

Monitor default
sRGB set-up

1.72 (4) 0.63 (4) 0.65 (2) 0.33 (2)

5.28 (4) 3.48 (3) 2.15 (3) 1.15 (2)

6.19 (4) 3.38 (3) 2.23 (3) 1.18 (1)

15.06 (4) 5.08 (3) 3.64 (1) 2.52 (1)

Datacolor
Spyder4elite

1.08 (3) 0.63 (3) 0.56 (2) 0.53 (4)

6.38 (4) 4.14 (4) 2.77 (4) 1.90 (4)

6.11 (3) 3.92 (4) 2.80 (4) 2.01 (4)

11.85 (3) 8.60 (4) 5.00 (4) 4.77 (4)

X-Rite i1 Display
Pro

0.45 (1) 0.26 (2) 0.40 (1) 0.16 (1)

2.12 (1) 1.36 (1) 1.43 (1) 1.10 (1)

2.15 (1) 1.40 (1) 1.60 (1) 1.26 (2)

4.27 (1) 3.47 (2) 4.24 (3) 2.83 (2)

X-Rite i1Photo
Pro 2

0.83 (2) 0.25 (1) 0.69 (3) 0.51 (3)

2.40 (2) 1.48 (2) 1.44 (2) 1.49 (3)

2.46 (2) 1.50 (2) 1.60 (1) 1.48 (3)

4.60 (2) 3.46 (1) 4.13 (2) 2.96 (3)

In each cell are presented, from top to bottom: ˇ�E∗
00, ˜�E∗

00, ¯�E∗
00, ˆ�E∗

00 values; information about
data highlighting is contained in Sect. 4

which in some of the used programs are accepted as conditions for a correct cali-
bration. Therefore in this paper these conditions have been adopted as the necessary
criteria of a good calibration.

Table 4 summarizes, for each tested monitor-calibration set-up, its measured val-
ues of the black point Lblack and the white point Lwhite luminance, and the static
contrast (C = Lwhite

Lblack
). The best values of Lblack, Lwhite and C for each monitor are

boldfaced, and these values fulfill the following conditions:

Lbest
black = min∀Lblack

(Lblack) , (6)

Lbest
white = min∀Lwhite

(∣

∣

∣Lwhite − 120 cd/m2
∣

∣

∣

)

, (7)

Cbest = max∀C
(C) . (8)

Figure 3 shows the graph of the measured monitor static contrast C , and Fig. 4
presents the graph of correlated colour temperature of monitors (CCT). The criterion
for best white point CCT value can be defined as:
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Table 4 Measured values of black luminance Lblack

BenQ XL2420T Dell Ultrasharp
U2412M

Dell Ultrasharp
U2410

NEC
SpectraView 241

Monitor default
sRGB set-up

0.12 0.09 0.13 0.16

124.04 119.41 115.16 115.86

1032.8 1385.7 868.9 711.4

Datacolor
Spyder4elite

0.12 0.09 0.19 0.16

118.00 115.00 115.26 113.01

1004.9 1283.0 616.8 706.7

X-Rite i1 Display
Pro

0.12 0.10 0.17 0.17

118.32 118.93 107.67 119.54
999.3 1159.3 640.6 692.3

X-Rite i1Photo
Pro 2

0.14 0.12 0.22 0.18

126.85 127.03 128.07 130.54

910.8 1027.9 577.7 740.9

White luminance Lwhite (both values in cd/m2) and static contrast C for tested monitor-calibration
set-ups
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Fig. 3 Measured static contrast C of the monitors

CCTbest = min∀CCT
(|CCT − 6500 K|) . (9)

5 Final Conclusions

An analysis of the results, especially the �E∗
00 values (Table 3), shows that the worst

results have been obtained using the Spyder4elite system. For three monitors this
system did not provide good calibration in the sense of (5). Furthermore this system
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Fig. 4 Measured Correlated Colour Temperature (CCT) of monitors

gives the largest errors of white point CCT setting between all tested systems (Fig. 4).
Much better results were obtained using the X-Rite systems, and in particular using
the i1 Display Pro. This system for almost every monitor and almost every error
estimator gave the best or the second result (Table 3, the values in parentheses). While
taking into account only ¯�E∗

00 values the i1 Display Pro system for all monitors gave
the best results. For each monitor this system also gave best CCT values in the sense
of formula (9) (Fig. 4).

Noteworthy is the performance of the NEC monitor. Comparing to other tested
monitors this monitor gave best results in the sense of ¯�E∗

00 and ˆ�E∗
00, and its factory

sRGB profile is the best profile in the same sense. The NEC monitor also had the
best consistency of static contrast (Fig. 3) and for each calibrator it gave the best or
near the best CCT value in the sense of (9) (Fig. 4).

This study shows that the quality of monitor colour reproduction strongly depends
on a calibration system which has been used for monitor calibration. The usage of
a good calibration system (e.g. the X-Rite i1 Diplay Pro) allows to obtain good
calibration results (in the sense of the used criteria) even for a monitor which has not
been designed for graphics works (e.g. the Benq XL2420T). But for colour critical
application the use of a monitor specially designed for graphic works (in the case of
this paper the NEC SpectraView 241) is necessary.
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Optical Flow Methods Comparison
for Video FPS Increase

Jan Garus and Tomasz Gąciarz

Abstract This paper contains a comparison of two different optical flow meth-
ods, which were employed in a simple procedure for increasing the FPS of video
sequences. This routine produces additional frames of the video using a computed
dense flow’s vector field between each pair of consecutive images of the origi-
nal sequence. The proposed algorithm has a variety of applications, especially for
improving a poor quality videos.Described research consists of a definition of general
procedure and an attempt to select the best optical flowalgorithm (and its parameters).
Selected techniques were evaluated using both synthetic and real-world videos. The
main intention of the research was to investigate how accurate (and time-consuming)
an optical flow engine has to be in order to produce output videos of satisfying quality
level.

Keywords FPS increase · Optical flow · Video processing · Image processing

1 Introduction

Quality of motion picture is determined by two main factors: image resolution and
FPS (frame per second) number. While increasing the frame dimensions seems to be
well described in a number of publications, the second aspect is quite a novel idea.

Our intention is togenerate additional frames of video sequence using information
gathered from existing ones. Such a procedure would double the FPS, producing a
noticeably smoother motion picture. There are already some such systems, both
commercial and opensource. One of the most known is slowmoVideo [3]. It uses
information obtained from Optical Flow algorithm to find out where pixels move in
the video, and then uses this information to calculate the additional frames.
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T. Gąciarz
e-mail: tga@pk.edu.pl

© Springer International Publishing Switzerland 2016
A. Gruca et al. (eds.), Man–Machine Interactions 4, Advances in Intelligent
Systems and Computing 391, DOI 10.1007/978-3-319-23437-3_29

341



342 J. Garus and T. Gąciarz

It seems to be a very attractive idea for enhancing the quality of any video, espe-
cially poor quality records taken from CCTV, which FPS number is usually much
below the acceptable level of 25. Of course, there are plenty of requirements, which
are essential for real-world applications. In particular, we have to obtain sharp object
segmentation and precise movement (velocity and direction) estimation, for unre-
stricted kinds of motion, which are great challenges themselves.

2 Materials and Methods

2.1 Definition of an Optical Flow

According to [9], an optical (optic) flow is the most general version of motion esti-
mation, which consists of the computation of an independent estimate of motion at
each pixel.

Let us assume that we have two images It1 and It1+1 belonging to some sequence
I := {I1, I2, . . . , It }. An optical flow’s goal is to find such vector field

w : I → IR3 (1)

w(x,y,t) := (u(x,y,t), v(x,y,t))
T ∀(x,y,t) (2)

that pixel at coordinates (x, y) on the first image It1 corresponds with the pixel at
the coordinates (x + u(x,y,t1), y + v(x,y,t1)) on the second image It1+1.

In this paper we use the following abbreviations:

x := (x, y)T

wx,t := (u(x,t), v(x,t))
T

Sand and Teller [8] have emphasized that this problem formulation is very similar
to feature tracking, except its of a much higher density and short-term scope (usually
only two consecutive frames). It is also important to notice, that optical flow does
not estimate an object motion. For this reason it suffers similar visual illusions like
people, which in fact can be an advantage in some applications.

2.2 Main Algorithms

There are threemain families of optical flowmethods: local frame-searching intuitive
(aka ‘correlative’) algorithms, frequency-domain techniques and gradient-based
approaches [9].
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Correlativemethods—due to their simplicity—produce rather poor quality results
and require high computational complexity. They are designed mostly for the trans-
lational motions. Also the frequency-domain approach has a limitation in the type
of supported motion. Even more important the disadvantages of this technique are
an inability to deal with large displacements and a model, which concerns only
global (meaning whole-frame) changes. These characteristics are unacceptable for
enhancing videos in general.

Far better results can be achieved with gradient-based algorithms. In fact this is
a state-of-the-art approach. Those methods are based on the grey value constancy
assumption (pixel’s color won’t change due to its displacement) and involve other
method-specific constraints, likeflow field smoothnessorgradient constancy assump-
tion.Mostwidely known techniqueswhere invented by: [4, 6] (this one is used in [3]),
[2, 10]. Another interesting approach, which combines the best parts of the above
methods, was presented by [5].

2.3 Proposed Procedure Schema

Our FPS increase algorithm consists of a few key steps:
1: n ← 1
2: read frame In

3: repeat
4: n ← n + 1
5: read frame In

6: D ← find differences between frames In−1 and In

7: I(n−1,n) ← generate new middle frame using D and In

8: output frame In−1
9: output frame I(n−1,n)

10: until exist more frames
11: output frame In

2.4 Optical Flow Approach

Choice Justification. Our approach involves the use of optical flow algorithms in order
to find differences between each pair of consecutive frames. This idea came directly
from the optical flow’s formulation, as it concerns determining a displacement vector
which starts at the pixel coordinates in the first image and ends at the location of this
pixel in the second one. This is exactly what we need to generate in an additional
video’s frame.

Algorithm Selection. There are a few key requirements for an optical flowmethod
to be employed as our engine. First if all it has to be as accurate as possible, in
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terms of direction and velocity exactness. Subpixel precision is certainly needed.
We also require that any kind of motion must be properly modeled, including non-
whole-frame translations, rotations, shearing, natural rigid motion etc. Moreover,
sharp flow segmentation and high consistency within the moving area are crucial.
We put effort rather on quality than on high efficiency, so the algorithm’s speed is
not an important factor.

Putting it all together we decided to examine two gradient-based algorithms:
hierarchical [2] (with the most modifications proposed by [8]) and the fastest [5]
method.

2.5 Warping Subprocedure

By warping we mean the process of generating an additional frame I(n−1,n) using
only the second of the source images In and the displacement information expressed
as the flow field, denoted by D. (We could use In−1 instead of In—it is only our
convention).

In the ideal world we would simply set the color of the pixel which lies in the
middle of the segment designated by the flow vector wx,n−1 with the value which
we find in the original image In at the end of that segment:

I(n−1,n)(x + wx,n−1ξmotion) = In(x + wx,n−1) (3)

∀x

ξmotion = 0.5 (4)

Unfortunately, the above formula cannot be used directly due to different domains:
x ∈ ZZ2 and wx,n−1 ∈ IR2. To solve this problem, a bilinear interpolation has been
involved on the right side of Eq.3 in order to determine the pixel color.

Another difficulty ismodifying the target frame at the non-integer coordinates (see
the left side of Eq.3). Some interpolation technique (based on the bilinear method)
has been implemented aswell, butwe decide to rathermodifyEq.3 than to complicate
our routine. Instead of setting the pixel color in the middle of the segment designated
by the flow vector, we modify pixel color at the beginning of this segment with the
value at the location of it’s middle point:

I(n−1,n)(x) = In(x + wx,n−1ξmotion)

= B(In(x + wx,n−1ξmotion)) ∀x (5)

where B(. . .) denotes bilinear interpolation. I(n−1,n) is initially filled with In .
Quite surprisingly, the proposed simplification doesn’t have a significant impact
on achieved results, but it speeds up warping execution time.
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Table 1 Characteristics of the test sequences

Name Dimensions Colors Origin Motion type Shift

Yos Clouds 316× 252 px GS Synthetic Translational Small

Ettlinger Tor 512× 512 px GS Real Translational
+ curved

Small

Text 49× 57 px GS Real Globally
translational

Tiny

Geometry 800× 600 px RGB Synthetic Translational,
rotation

Large

Windmill1 640× 480 px RGB Real Rotation Large

Windmill2 640× 480 px RGB Real Rotation +
globally
translational

Large

Window 800× 480 px RGB Real Human
(natural rigid)

Large

2.6 Test Sequences

The proposed procedure was evaluated on both synthetic and real-world videos (see
Table1). Two of them are commonly used to test and compare motion analysis
algorithms: Yosemite Clouds [1], and Ettlinger Tor [7]. The other sequences have
been created by authors of this paper.

3 Results

3.1 Algorithms’ Comparison

This test’s goal was to find out, which optical flow algorithm produces more accurate
results. For this purposewe set ξmotion := 1, so the theoretically resulting image I(1,2)
will be identical to I1. The procedure was quite simple:

1. Compute flow D between I1 and I2
2. Generate I1’s estimate Î1 := I(1,2) using I2 and D
3. Compare Î1 and I1 using SSIM (Structural SIMilarity index [11]).

Both optical flow techniques were executed with different settings:

Norazlin A Number of iterations kmax = 2.
Norazlin B Number of iterations dependent on image dimensions.
Brox A Image dimensions reduction factor η = 0.8 (resolution hierarchy),

1 outer and 100 inner iterations.
Brox B Factor η = 0.8, 3 outer and 100 inner iterations.
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Brox C Factor η = 0.8, 3 outer and 150 inner iterations.
Brox D Factor η = 0.9, 3 outer and 150 inner iterations.

The results are listed in Table2. Please note, that our similarity metric is sensitive
to such factors like an area of frame, that has changed in time, so the results shouldn’t
be compared between test sequences. Execution times are presented in Table3. A
visual comparison is shown in Figs. 2, 3 and 4. Optical flow visualization legend is
explained in Fig. 1.

Table 2 Structural SIMilarity index SSIM(I1, Î1) in comparison test of Norazlin et al. (No.) and
Brox et al. (Br.) methods

Yos
Clouds

Ettlinger
Tor

Text Geom. Windm.1 Windm.2 Window

No. A 0.5828 0.8966 0.7437 0.8571 0.9163 0.8067 0.9752

No. B 0.4438 0.8547 0.6945 0.8559 0.8819 0.6865 0.9522

Br. A 0.8986 0.9699 0.9314 0.9010 0.9504 0.9032 0.9918

Br. B 0.9334 0.9757 0.9196 0.9168 0.9620 0.9323 0.9935

Br. C 0.9334 0.9757 0.9195 0.9168 0.9620 0.9323 0.9935

Br. D 0.9507 0.9783 0.9139 0.9608 0.9734 0.9468 0.9947

Table 3 Execution times [s] in the comparison test of Norazlin et al. (No.) and Brox et al. (Br.)
methods. C++ implementation executed on 1.83GHz machine

Yos
Clouds

Ettlinger
Tor

Text Geom. Windm.1 Windm.2 Window

No. A 0.4092 1.1095 0.0645 1.7990 1.1469 1.2648 1.4654

No. B 0.4264 1.2952 0.0661 2.0083 1.3531 1.5342 1.7446

Br. A 5.0545 25.3900 0.1402 47.5238 25.1880 25.2643 33.9617

Br. B 10.3943 43.1543 0.2791 81.1497 46.2393 46.3706 60.4924

Br. C 11.4496 48.9324 0.2539 102.8170 56.3145 60.2515 66.1096

Br. D 26.2761 110.4640 0.6527 236.2300 130.7090 140.0080 157.252

Fig. 1 The optical flow
visualization legend.
Saturation indicates
displacement magnitude, the
hue shows the direction
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Fig. 2 Original images I1 (a) and I2 (b) from sequence geometry

Fig. 3 Ibrahim et al. [5] algorithm (variant A), sequence geometry: a optical flow field, b output Î1

Fig. 4 Brox et al. [2] algorithm (variant B), sequence geometry: a optical flow field, b output Î1

3.2 FPS Increase

In order to verify the accuracy of our solution, we ran another test in which we tried
to restore the removed frame of the video and then compare it with the original one.
Although this kind of test has some limitations (results are most reliable for uniform
linear motion), it gives us a general idea about estimation precision.
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Test procedure for each image sequence {I1, I2, I3} consists of the following steps:
1. Cut out middle frame I2
2. Compute flow D between I1 and I3
3. Generate I2’s estimate Î2 := I(1,3) using I3 and D
4. Compare Î2 and I2 using SSIM (Structural SIMilarity index [11]).

The above steps where repeated for a few different ξmotion values. Only the
Brox et al. method was examined, with η = 0.8, 3 outer and 100 inner iterations.
The results are listed in Table4, selected generated frames can be found in Figs. 5,
6, 7 and 8.

Table 4 Structural SIMilarity index SSIM(I2, Î2) in FPS increase test—[2] optical flow method

ξmotion Yos
Clouds

Ettlinger
Tor

Text Geom. Windm.1 Windm.2 Window

0.4 0.8860 0.9655 0.7924 0.8380 0.8853 0.8946 0.9846

0.5 0.9266 0.9694 0.7976 0.8521 0.8919 0.9201 0.9885

0.6 0.9433 0.9713 0.8011 0.9294 0.9004 0.9263 0.9907

0.65 0.9404 0.9715 0.8025 0.9275 0.9048 0.9217 0.9909

0.7 0.9300 0.9712 0.8033 0.8974 0.9082 0.9126 0.9904

Fig. 5 FPS increase test—sequence ettlinger tor, method [2] (variant B), ξmotion = 0.6: a optical
flow field, b output frame Î2
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Fig. 6 FPS increase test—sequence window (fragment), method [2] (variant B), ξmotion = 0.6:
a optical flow field, b output frame Î2

Fig. 7 FPS increase test—sequence windmill1, method [2] (variant B), ξmotion = 0.6: a optical
flow field, b output frame Î2

Fig. 8 FPS increase test—sequence geometry, method [2] (variant B), ξmotion = 0.6: a optical
flow field, b output frame Î2
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4 Discussion

According to both the visual and numerical results, the Brox et al. method is far
better than Norazlin et al., which fails wherever color gradient vanishes. It produces
an optical flow field with no smoothness or consistency, what completely disqualifies
the usage of this algorithm in the considered application. On the other hand, the
Norazlin et al. technique may be very useful in other problems, where precision and
smoothness aren’t so important, but almost real time efficiency is required.

Our FPS increase procedure produces quite satisfying results in the case of trans-
lational motion, but rotations are supported much worse. Another problem is a lack
of sharp edges and some visible interfering between those frame areas, which move
independently. To extent this can be fixed with proper global and local smoothness
parameters, but it probably cannot be totally eliminated in the Brox et al. method.

Further Research and Applications. Apart from the issues listed in the previous
subsection, some other improvements may be considered. One of the most important
is the warping subprocedure, which may be responsible for the significant worsening
of the final results. Especially, the value of the optimal ξmotion which doesn’t equal
0.5 is quite suspicious. Some attempts were already made as described earlier, but
no relevant improvement was achieved so far.

Increasing FPS has a number of applications, like improving quality of low frame
rate records, generating smooth slow motion or interpolation between multiple cam-
eras shooting the same scene from different angles. An investigation of the optical
flow algorithms has an important practical aspect in the context with some applica-
tions where better image quality is required and the features set coming from optical
flow serves for features vector construction used for objects classification. As an
example of such application we deal with, is our novel, biometric technique of hand
movement analyze. Increasing FPS in this case results in cheaper hardware, lower
communication bound, and higher detection rate.

Another attractive idea is to combine our procedure with super resolution tech-
niques in order to increase both FPS and image dimensions. We will certainly inves-
tigate this idea in the future. Authors plan to use the optical flow and video qual-
ity enhancement methods to build fast document scanner, based on high resolution
video (for books scanning). Each page scan is built up from several, consecutive
video frames recorded during browsing a book. Enhanced resolution significantly
improves image binarization and OCR results.
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Abstract Recently, model-based approaches have produced very promising results
to the problems of 3D hand tracking. The current state of the art method recovers
the 3D position, orientation and 20 DOF articulation of a human hand from mark-
erless visual observations obtained by an RGB-D sensor. Hand pose estimation is
formulated as an optimization problem, seeking for the hand model parameters that
minimize an objective function that quantifies the discrepancy between the appear-
ance of hand hypotheses and the actual hand observation. The design of such a
function is a complicated process that requires a lot of prior experience with the
problem. In this paper we automate the definition of the objective function in such
optimization problems. First, a set of relevant, candidate image features is computed.
Then, given synthetic data sets with ground truth information, regression analysis
is used to combine these features in an objective function that seeks to maximize
optimization performance. Extensive experiments study the performance of the pro-
posed approach based on various dataset generation strategies and feature selection
techniques.
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1 Introduction

The automatic capture and analysis of human motion has several applications and
high scientific interest. Long standing unresolved human-computer interaction prob-
lems could be solved by direc tly using the human body and, in particular the human
hands for interacting with computers.

Several solutions have been proposed for the problem of 3D hand tracking
[6, 11]. These solutions can be divided into two main categories, the appearance-
based and the model-based approaches. The appearance-based approaches try to
solve the problem by defining a map between the feature space and the solution
space. This map is usually constructed with offline training of a prediction model,
which can be either a regression or classifier model. The regression models are
used to predict the exact configuration of the hand in the solution space, while the
classifier models usually try to predict the posture of the observed hand. In contrast,
model-based approaches operate directly on the solution space. Usually this involves
making multiple hypotheses in the solution space that are evaluated in feature space
by comparing the appearance of the observed hand and the estimated appearance of
the hypotheses. This is formulated as an optimization problemwhose objective func-
tion evaluates hypotheses (candidate hand configurations that are rendered through
graphics techniques by taking into account its kinematic model) against the actual
hand observations. The objective function has a determining role in the quality of
the obtained solutions as well as to the convergence properties of the optimization
process. Its formulation requires prior-experience on the problem and a lot of fine
tuning that is performed on a trial-and-error basis.

In this paper, our aim is to automate the process of objective function definition
with a methodology that does not demand deep prior-knowledge of the problem.
More specifically, a set of features that are relevant to the problem are supposed to
be given. Then, regression analysis is used to define an objective function that given
the available features, approximates as better as possible the true distance between
different hand poses. To do so, synthetic datasets are usedwhich are built by sampling
the multi-dimensional solution space with two different strategies.

2 Related Work

A lot of published work exists for recovering the full 3D configuration of articulated
objects, especially the human body or parts of it like hands, head etc. Moeslund
et al. [11] have made an extensive survey on vision-based human body capture
and analysis. Hand tracking and body tracking problems share many similarities,
like hierarchical tree structure, problem dimensionality and complexity, occlusions
and anatomic constraints. Erol et al. [6] present a variety of methods for hand
pose estimation or tracking. Depending on the output of these methods they are
divided in partial and full pose estimationmethods. Further categorization is between
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appearance-based and model-based methods. Typically appearance-based meth-
ods [14, 15, 17] solve the problem by modelling the mapping between the feature
space and the pose space either analytically, or through machine learning techniques
that are trained on specific datasets to perform either classification or regression.
Appearance-based methods perform fast on prediction and are suitable for gesture
recognition. A common problem though, for these methods, is that they usually
demand large training dataset which, thus, is typically relevant to a specific applica-
tion and/or scenario. To compensate for potential bias of the training dataset, Shotton
et al. [15] generated a large synthetic dataset, permitting good generalization.

On the other hand, model-based methods [5, 8, 10, 12] search directly for the
solution in the configuration space. Each hypothesis is rendered in feature space.
An error/objective function evaluates visual discrepancies, which usually demands
high computational resources. On the positive side, model-based methods do not
need offline training, making them easier to employ as they are not biased to specific
training datasets.

In all optimization problems, there are two major components, the error/objective
function and the optimization algorithm. Different options exist for both components
but the performance is dependent on the correct combination of the two. As an exam-
ple, de La Gorce et al. [5] used a quasi-newton optimization algorithm and a hand
made error function that considers textures and shading of themodel which proved to
perform well on the problem. Oikonomidis et al. [12] used the Particle Swarm Opti-
mization (PSO) algorithm and they also crafted a special objective function, taking
into account the skin color and depth information provided by a RGB-D sensor or
from a multi-camera setup [13]. Recent works have tried to combine the advantages
of both methods basically using machine learning. Xiong et al. [18] mentioned the
effectiveness of 2nd order descendent methods, as well as the difficulty in using them
in computer vision, mainly because it is hard to analytically differentiate the objec-
tive function. They proposed instead, a supervised descent method that models the
behaviour of an objective function in offline training. At prediction time, this method
consults the learned model to estimate the descent direction, allowing the usage of
any non linear objective function. Cao et al. [4] have presented an appearance-based
method for tracking facial expression. In their work, they have used regression analy-
sis for modelling the correlation between the feature space and the 3D positions of
a face shape model.

3 The Baseline Method

For the purposes of studying and evaluating an alternativemethod for constructing the
objective function of model-based hand-trackers, we used the work of Oikonomidis
et al. [13]. In that work, the authors present a model-based approach for recovering
and tracking the full configuration of a human hand with 27 DOFs. The problem is
formulated as an optimization problem seeking the best solution in the configuration
space of 27 dimensions. The methodology can be divided into 3 main components.
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• Observation: Responsible for acquiring input from the sensor and pre-processing
data.At the pre-process stage, it detects and isolates all the areaswith skin color [2].

• Hypothesis evaluation: For each hypothesis made in configuration space its dis-
crepancy to the observed hand pose must be evaluated. This component is respon-
sible for quantifying this discrepancy by considering the visual discrepancies in
feature space. To estimate the appearance of each hypothesis, rendering techniques
are used to project the hypothesis in the feature space. To achieve this, the hand
shape and its kinematic model are supplied to the rendering pipeline.

• Optimization: Performs optimization on solution space in order to find the hypoth-
esis with the minimum distance to the observed hand. The PSO [9] optimization
algorithm was chosen for this task and the hypothesis evaluation component is
used to score all candidates during the optimization process.

Figure1 (left) illustrates a high-level flow diagram of the methodology followed
in [13]. The objective function defined in [13] receives the configuration of the
hypothesized hand h and the visual observation model of the tracked hand O and
quantifies their discrepancy as:

D(O, h, C) =
∑

min(|od − rd |, dM )
∑

(os ∨ rm) + ε
+

+λ

(

1 − 2
∑

(os ∧ rm)
∑

(os ∧ rm) + ∑

(os ∨ rm)

)

+ λk · kc(h). (1)

The first term of Eq. (1) measures the difference between depth maps of an observed
and a hypothesized hand pose. The second term of Eq. (1) performs a comparison of
the segmented region of the hand with the corresponding map of the hypothesis. To
perform the comparison, a mapping of the hypothesis h to feature space is applied by
means of rendering. Finally, the third termadds a penalty to kinematically implausible
hand configurations by penalizing adjacent finger interpenetration. For more details
in that approach the reader is referred to [13].

E(.) E
m
l
(
.
)

Fig. 1 Overview of baseline method pipeline (left) and the proposed modification (right) In the
proposed work, the objective function is not handcrafter but rather estimated through an offline
trained regression model
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4 Methodology

In this work, various simple features are computed to create a vector of scalar feature
discrepancies. Then, by using regression methods, the correlation between the vector
of feature discrepancies and the true distance is modeled and a learned function
Eml(.) is defined to replace baseline objective function E(h, O) (Eq. 1). Figure1
(right) shows how the new Eml(.) function is integrated in the baseline method. The
proposed method consists of three-steps, (a) create a set of algorithms to calculate
per feature discrepancy, quantified in a scalar variable (Sect. 4.1), (b) construct a
dataset that will be used to train and evaluate the performance of various objective
functions (Sect. 4.2) and, (c) train a machine-learned function using the dataset from
the previous step. This function, will form the new objective function Eml (Sect. 4.3).

4.1 Features and their Comparison

We consider a number of features as well as functions Di (O, h) that measure the
discrepancy of each of the feature between the observation O and a hypothesis h. In
the following, od is the depth map of the observation, os is the skin map segmented
using skin color detection, and rd is the rendered depth map of hypothesis h. In all
cases N is the total number of pixels of the feature maps.

Sum of Depth Differences D1(.) Depth discrepancy is very informative of the cor-
relation between two poses. Unlike the baseline method, we define it without any
data type of post-processing (e.g., clamping etc.):

D1(O, h) =
∑

|od − rd |. (2)

Variance of Depth Distances D2(.) This provides another statistical perspective of
the depth discrepancy and is defined as:

D2(O, h) = 1

N

√

∑

(od − rd)2. (3)

Occupied Area D3(.)This is defined as the difference of the areas (in pixels) covered
by the segmented hand observation and hypothesis The area is calculated based on
the corresponding depth maps as the number of non zero-valued pixels:

D3(O, h) =
∣

∣

∣

∣

∣

∣

∑

pixel(od ) �=0

1 −
∑

pixel(rd ) �=0

1

∣

∣

∣

∣

∣

∣

. (4)
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Accuracy of the Skin Map D4(.) Measures the compatibility between the observed
skin color map and that of the hand hypothesis. This is quantified as the F1 measure
between the two maps as:

D4(O, h) = 2T P/(2T P + F P + F N ), (5)

where T P = ∑

od ∧ rd , T N = ∑¬od ∧ ¬rd and F N = ∑

od ∧ ¬rd .

Depth Map Edges D5(.) Edges are computed with the Canny edge detector [3]
resulting in the edge maps oe and re for observation and hypothesis, respectively.
Then the Euclidean distance map (�2 distance transformation) oed is generated over
the edge map oe, using [7]. A scalar value is the computed as:

D5(O, h) =
∑

oed ∧ re. (6)

Hand Contour D6(.) The method used in feature discrepancy D5(.) is also applied
to compare contours rather than skin colored regions. Specifically, the os map and
the binary mask rm that corresponds to the occupied pixels of rd are used to generate
the edge maps of the observation and the hypothesis. Thus,

D6(O, h) =
∑

osd ∧ rd , (7)

where osd is the distance transform of os .

4.2 Dataset

Given two hand poses hα and hβ we define their true distance Δ(hα, hβ) as

Δ(hα, hβ) = 1

37

37
∑

i=1

||pi (hα) − pi (hβ)||. (8)

Δ(hα, hβ) is the averaged Euclidean distance between the centers of the 37 primitive
shapes pi comprising the hand model [13].

A dataset with examples of compared hand poses is needed for modeling the
correlation between feature discrepancies and true distance. Every example in this
dataset consists of the feature discrepancy vector Fi and the true distance Δi between
an observed hand model and a hypothesis. To create a dataset, the search space of
the optimization procedure must be sampled appropriately. The size of this space
is huge to permit dense sampling. Therefore, two different sampling strategies are
introduced. The first one uses a low-discrepancy sequence to select hand poses quasi-
randomly. The second samples densely around the area that is mostly used during
optimization.
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Sampling with Low-Discrepancy Sequence: The advantage of using low-discre-
pancy sequences is that they offer more uniform sampling of a multidimensional
space, even for a few samples. Several such algorithms have been developed. In this
paper we use the Sobol sequence [16]. The sampling procedure is performed in the
following steps: (a) Create a set P of n quasi-random hand pose configurations (b)
Generate the feature maps pd and ps (depth, skin map) for every hand pose in P
and (c) for all possible combinations of P set, generate an example in the dataset
that consists of the the true distance Δk and the Fk feature discrepancies vector
calculated by the Di (.) functions. The bounds of each dimension are selected based
on the usable frustum of the Kinect sensor and the possible movements of hand
joints based on anatomical studies [1]. In particular, for the 27-DOF parameters of
the hand pose the boundaries of the global position are selected so that the hand is
always inside the perspective frustum. The boundaries of each finger are the same as
the boundaries of the PSO optimization module in baseline method. In the special
case of global orientation, another quasi-random algorithm is used to create random
quaternions.

Sampling Biased to Optimization: The previous method provides a good strategy
for uniformly sampling the search space. However, in practice, the optimization
module of the baseline method considers solutions close to the actual one. This
happens because the particles of PSO are distributed around the previous solution of
the previous frame. Therefore, a second sampling strategy is proposed that samples
the search space where the baseline method usually searches. To do so, we use the
logs of previous hand tracked poses and the particles that PSO considered.

4.3 Regression Model

Eml(.) (Eq. 9) is constructed bymodelling the training dataset that was created using
either of the methods described in Sect. 4.2. That is, given the outcomes of Di (.)

functions (Sect. 4.1) we need to come up with a function Eml(.) that approximates
as closely as possible the true distance Δ(.)

Eml = f (D1(.), D2(.), ..., Dn(.)) (9)

Different regression analysis algorithms have been developed to find the correlation
between parameters on a dataset, depending on the nature of their relation. In our
problem formulation, we have employed and experimented with four different mod-
els, (a) linear model using mean squared error, (b) polynomial model of 2nd degree,
(c) polynomial model of 3rd degree and (d) random forests with 6 sub-trees.
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5 Experimental Evaluation

The experimental evaluation of the proposed approach was performed based on both
synthetic and real data. All experiments ran on a computer equippedwith a quad-core
intel i7 930 CPU, 16 GBs RAM and the Nvidia GTX 580 GPU with 1581 GFlops
processing power and 1.5 GBs memory.

5.1 Evaluation on Synthetic Data

We evaluated the performance of tracking on a synthetic data set that was created
using recorded real-life hand motion. Having such a dataset, we evaluate the perfor-
mance of a tracker by measuring the error between the ground truth and the solution
proposed by the tracker using the Δ(.) function in Eq. (8).

Regression Models Performance:Wefirst evaluate the performance of each feature
Di (.) depending on the employed regression model. For this test we trained the four
proposed models (Sect. 4.3) using only one feature discrepancy function Di (.) and
using simultaneously all six Di (.) functions. In all cases the models were trained on
the same training dataset and were evaluated on the same ground truth dataset. The
PSO was configured to 64 particles and 25 generations.

Figure2 illustrates the results of this test. Note that the combination of all features
produced better results than using any single feature. Using only one feature resulted

Fig. 2 Performance of models when trained on dataset that contained only one feature, compared
to performance when trained on all features simultaneously
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in almost the same accuracy for all Di (.) functions except for D3(.) which showed
reduced performance. It is interesting that the random forest algorithm had different
performance compared to other models when using one Di (.) function or all six
combined. Specifically, it was significantly outperformed by all other closed form
algorithms when using only one feature. Still, it had better performance than all other
algorithms when using all Di (.) functions together.

Tracking Performance: We evaluated different configurations for the regression
model, the training dataset and the PSO algorithm. More specifically with respect to
the regressionmodel we considered (a) a linear model (b) 2nd degree polynomial and
(c) random forests. For the training dataset we employed one with 4096 poses using
quasi-random sampling and a second one generated on previous tracking logs. PSO
ran with 5, 10, 15, 20, 25 generations and 8, 32, 64 particles. Due to the stochastic
nature of PSO, for each configuration, the test was run 20 times and the mean error
was considered. The error was measured in mm using the Δ(.) function Eq.8.

Figure3 (left) shows tracking accuracy for the training dataset generated by quasi-
random sampling. The baseline method has 10.7mm minimum error which is the
best for all cases. However, a simple linear method with no prior knowledge of the
problem complexity is only 8mm worse than the baseline method. The polynomial
method has an error of 2S8.0mm. The explanation for this is that the polynomial
function was over-fitted on the dataset which had more samples at long distances
as explained in Sect. 4.2. This led to poor generalization at small distances which
are extensively searched by the PSO. Finally, the Random Forests algorithm had the
worst performance with 100.4mm minimum error and 1500mm maximum error.
Random Forests make no assumption of the modelled space which makes them a
bad predictor for areas where no training samples exist.

Fig. 3 Tracking performance tested on the ground truth “cooljason” dataset. Models were trained
on dataset generated by 4096 quasi-random poses (left) and on the tracking logs using the objective
function (right)
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Figure3 (right) shows the same test but using the training dataset generated from
a previous tracking log. The major difference with Fig. 3 is that all regression models
have improved performance on low PSO budget. For higher PSO budget configu-
rations, optimization performance varies in relation to the regression model used.
More specifically, both the linear and the polynomial regression models perform
worse than th previous datasets but now polynomial performs better that the liner
model. In contrast, Random Forests have improved performance. This is expected as
this dataset includes examples of poses that are not that far apart, so Random Forests
managed to learn the behaviour of the objective function in that area of the pose
space.

The results of this test show that the proposed method is sustainable and can, to
some degree, replace the manual procedure of designing an objective function. At
the same time, it has also been shown that the generation of a training dataset plays
a key role on performance and should not be overlooked.

6 Discussion

In thiswork,we acknowledge the importance of the structure of the objective function
on the optimization problem and the difficulties one has to face in order to construct
a function that performs well within the problem. The goal of this work was to find
a systematic, automated method to construct such an objective function without a
deep knowledge of the problem at hand. To apply and evaluate our method, different
regression algorithms were tested on two different training dataset generation tech-
niques. We evaluated the influence of several feature comparison functions Di (.)

isolated against each tested regression model. The experiments showed that all Di (.)

functions could approach the solution but the performance of their combination was
by far the best. Another interesting result is that the Random Forests algorithm used
for regression analysis was more effective in multi-dimensional space than any of
the other methods. In the last step of evaluation, we measured the performance of
hand-tracking by replacing the baseline objective function with the automatically
estimated objective function Eml(.). For this experiment we tested multiple config-
urations of the PSO algorithm, regression models and training dataset generation
approaches. It has been verified that none of the configuration profiles managed to
outperform the baseline objective function but many profiles approached compet-
itive results. This is quite important, especially considering the reduced demands
of expertise on the problem of hand tracking. Finally, we should mention that this
method is not constrained to the problem of hand-tracking but can be used in any
optimization problem that depends on complex objective functions.
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Optimizing Orthonormal Basis Bilinear
Spatiotemporal Representation
for Motion Data

Przemysław Skurowski, Jolanta Socała and Konrad Wojciechowski

Abstract The paper describes an attempt to estimate the optimal division of a num-
ber of base vectors between space (shape) and time (trajectory) for bilinear spatio-
temporal representation ofmotion capture data. The spatiotemporalmodel is amatrix
consisting of Ks · Kt amount of coefficients. In the paper we discuss using of ortho-
normal spatial and temporal basis: PCA-PCA, DCT-DCT, PCA-DCT and DCT-PCA
to represent real MoCap data.

Keywords Spatiotemporal representation ·Motion capture ·Motion data ·Bilinear
model

1 Introduction

Optical motion capture (Mocap) data [7, 8] comprises stored 3D trajectories of cer-
tain points over a time. The bilinear spatiotemporal representation [3] for motion
data is a novel concept which offered an opportunity to store the motion informa-
tion as spatiotemporal matrix being very efficient and compact form. The bilinear
representation method can be considered as a combination of both spatial (shape)
and temporal (trajectory) bases. The preferred bases are orthonormal ones, of which
these obtainedwith principal component analysis (PCA) and from the discrete cosine
transform (DCT) are most appreciated for a shape and trajectory respectively.

The model is very general as there are no limitations, so both rigid and soft
objects can be represented. As it was demonstrated by the authors of the method,
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the representation appeared to be effective for denoising and labeling of non-rigid
(facial) motion capture data. The model was also used to identify roles of football
players [6, 12] by analysis of the team shape and motion of players.

In the paper, we address the problemof the optimal number of spatial and temporal
dimensions which still remain open. We study all the four combinations of PCA and
DCT basis for the reconstruction root mean square error (RMSE) for the bases with
significantly reduced number of dimensions. We are looking for the optimal sharing
of a number of basis vectors between shape and trajectory for approximately constant
(fixed) overall number of coefficients. The experiments were conducted for a number
of MoCap sequences acquired mostly in the Human Motion Lab of Polish Japanese
Academy of Information Technology.

2 The Method

2.1 Bilinear Spatiotemporal Basis

Assume we have the time-varying structure of a set of P points sampled at F time
instances. It can be represented as a sequence of 3D points:

SF×3P =
⎡

⎢

⎣

X1
1 . . . X1

p
...

...

XF
1 . . . XF

p

⎤

⎥

⎦ , (1)

where:Xi
j = [Xi

j , Y i
j , Zi

j ] denotes the 3D coordinates of the j-th point at the i-th time
instance. Obviously, the time-varying structure matrix S contains 3F P parameters.
We indicate row-index as superscript and column-index as subscript.

We can represent the 3D shape at each time instance as a linear combination of a
small number Ks (Ks � 3P) of shape basis vectors b j weighted by coefficients ωi

j
[4, 5],

si =
∑

j

ωi
j b

T
j . (2)

Every shape basis vector represents a 3D structure of length 3P.The structurematrix
S can be represented as:

S = �BT , (3)

where: B is a 3P × Ks matrix containing Ks shape basis vectors as its rows and �

is a F × Ks matrix containing the corresponding shape coefficients ωi
j .

We have also another representation. We can represent every trajectory as a linear
combination of a small number Kt (Kt � F) of trajectory basis vectors θi weighted
by coefficients a j

i [2, 11],
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s j =
∑

i

a j
i θi . (4)

Every trajectory basis vector represents a structure of length F. The structure matrix
S can be represented as:

S = �AT , (5)

where:� is a F ×Kt matrix containing Kt trajectory basis vectors andA is a 3P×Kt

matrix containing the corresponding trajectory coefficients a j
i .

We will use the third method—the Bilinear Spatiotemporal Basis. We assume:
the vectors bj are orthonormal and the vectors θi are orthonormal too. The following
theorem [3] give us a bilinear representation of S.

Theorem 1 Let us assume that we have S = �BT and S = �AT . Then it holds:

S = �CBT , (6)

where C = �T � = AT B is a Kt × Ks matrix of spatiotemporal coefficients.

Above theorem is a case of a perfect reconstruction. It is also possible to consider
a reduced base model, where the number of basis vectors is significantly smaller than
the original number. Furthermore, it is worth to note that if Ks � 3P and Kt � F
than the Kt × Ks coefficients in C can be orders of magnitude fewer than the F × Ks

coefficients in Ω or the Kt × 3P coefficients in A. The following theorem [3] gives
us an estimation of a reconstruction error of the bilinear spatiotemporal model in
such a case. The || · ||F is the Frobenius norm.

Theorem 2 Let εt = ||S − �AT ||F is the reconstruction error of the trajectory
model and εs = ||S − �BT ||F is the reconstruction error of the shape model. Then
for the reconstruction error of the bilinear spatiotemporal model ε = ||S−�CBT ||F

we have ε ≤ εt + εs .

For a shape basis B and a trajectory basis �, we compute the bilinear model
coefficientsC,minimizing the reconstruction error for a given S.Wewill use formula
appropriate for the orthonormal bases [3]:

C = �T SB. (7)

2.2 Considered Orthonormal Bases

In the original paper [3] proposing the bilinear spatiotemporal model, there were
suggested two orthonormal bases—PCA and DCT based. The choice is very reason-
able. The PCA is capable to adopt to virtually any set of body pose configurations
or trajectories. The PCA can be obtained [9] through singular value decomposition:
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X = U�VT , (8)

hence the transform is given as:
T = X V, (9)

where: V contains the eigenvectors as columns, � nonzero singular values.
Alas, for long sequences, obtaining full trajectory PCA can be computationally

intensive and may require a relatively large amount of memory (gigabytes). The
natural alternative is the commonly used base of Discrete Cosine Transform (DCT).
The DCT is good approximation of PCA for ‘natural’ signals—also for motion—so
trajectories should be represented well. On the other hand, it is demonstrated in the
experimental part of the paper, one should not expect good performance in the shape
representation. The DCT base [1] is given as:

Du, f =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1√
F

, for u = 0, 0 ≤ f ≤ F − 1
√

2

F
cos

π(2 f + 1)u

2F
, for 0 ≤ u ≤ F − 1, 0 ≤ f ≤ F − 1

(10)

3 Experiments

In order to reveal efficiency of the bilinear model we performed two experiments.
First, to obtain overview of the efficiency in a function of Ks and Kt we performed
exhaustive evaluation of model accuracy with RMSE. Each of the basis combina-
tion was tested. These results allowed us to neglect two of the combinations and
further experiments on the selection appropriate Ks and Kt for the fixed number of
coefficients were performed using selected approaches only.

3.1 The Data

For the testing purposes, we selected small, yet comprehensive set of MoCap
recordings. It contains sequences recorded using different parameters: speed (60–
200Hz), lengths and number ofmarkers (25–53) of various subjects and actions. Two
subjects—male HJ and female IM—Range of movement (ROM) sequences (exer-
cising all limbs and all rotation extremes for every joint) which caused the large
variance in poses. Ordinary motion of human and non-human (dog) subjects that
have a smaller variance in poses. Two non-rigid facial animations demonstrating
simple spelling of the alphabet and a kind of ‘ROM’ for facial expressions (with
head movements)—presenting smaller and larger pose variance respectively. Finally
a hands typing the keyboard sequence which has limited variance in poses.
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3.2 Overview of the Efficiency of Bases

In the experiment we examined all four combinations of PCA and DCT as spa-
tiotemporal basis. The evaluations with the RMSE were performed exhaustively for
a number of base vectors varying between 1 and 20. It provided a general overview of
the performance of each type of basis and a brief view into the performance gain with
the growing number of coefficients. The interpretation of these can be performed on
observation how fast an error reduces with the growing number of base vectors. If it
reduces slowly for the PCA basis, it impliesmore variedmovement (larger number of
poses). When we observe relatively large error (slow reduction) up to the large num-
ber of DCT base vectors, it suggests the presence of high frequencies and therefore
fast motions in the sequence.

In the Fig. 1 we see the results for a ROM sequence for HJ subject, the results
for IM were almost the same they are not illustrated. Wide set and range of possible
body poses cause slower error decreasing with increasing number of base functions
than it is in case of more ordinary motion sequences such as walk.

Ordinary motions for sit, walk and dog sequences also share a similar characteris-
tics in bilinearmodel. The Fig. 2 illustrates a representative example (walk sequence).
Such sequences demonstrate limited variability in the poses—error reduces very fast
with the growing number of PCA base vectors. Also for the DCT in temporal domain
error decays fast as the number of base vectors increases.
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Fig. 1 Comparison of all combinations of spatio-temporal bases for ROM of HJ subject: a PCA-
PCA, b PCA-DCT c DCT-PCA d DCT-DCT. (Please mind the scales)
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Fig. 2 Comparison of all combinations of spatio-temporal bases for HJ walk: a PCA-PCA,
b PCA-DCT c DCT-PCA d DCT-DCT. (Please mind the scales)
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Fig. 3 Comparison of all combinations of spatio-temporal bases for facial expressions: a PCA-
PCA, b PCA-DCT c DCT-PCA d DCT-DCT. (Please mind the scales)
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Facial and hand sequences shared another, common characteristics—please see
the Fig. 3 as representative one. They demonstrate quite a limited set of poses (espe-
cially spelling face and hands) so to represent their shape one needs relatively small
amount of base vectors. Although, in the temporal domain of these cases, we observe
that error reduces relatively slowly with the growing amount of DCT base vectors, so
one can suspect that there are fast motions (frequencies) present in these recordings.

The test revealed the best performance of PCA-PCA basis with diagonal-
symmetric RMSE reduction with the growing number of coefficients. The DCT
appeared to perform poorly as a base for the representation of complex shape struc-
ture, whereas it is a good representation for the temporal data. So in further tests we
rejected both model combinations based on the DCT as a shape basis.

3.3 Optimal Division of Base Vectors Number

In the casewhenwehave a limited number of spatiotemporal coefficients—fixed N—
there is a problem how to divide N between Ks and Kt . To address this question we
conducted some dedicated tests, which were a series of RMSE evaluations of bilinear
model for a number of feasible divisions. Since the coefficients array is rectangular
where N = Ks · Kt it is not possible to get integer sizes in every case. Therefore, we
decided to check the RMSE for N which was constant only approximately and
so the characteristics in Fig. 4 might look a bit ‘jaggy’. The iterations were for
K i

s = Kmin
s , . . . , Kmax

s where:

Kmin
s =

{

if N > F : �N/F�
else : 1

}

, Kmax
s =

{

if N > 3P : 3P
else : N

}

,

and Kt was evaluated as K i
t = round

(

N
K i

s

)

.

Let’s define α = Ks/(Ks + Kt ) a relative share of spatial bases in the overall
number of base vectors. We are looking for the αopt resulting in minimal error.
Having chosen α it is easy to show the numbers of base vector numbers are:

Ks = round(

√

Nα

1 − α
), Kt = round(

N

Ks
). (11)

Due to neglecting (in Sect. 3.2) of the usability of DCT as a base for the structured
information (shape), further tests were performed using PCA-PCA and PCA-DCT
base combinations only. The results are presented in Fig. 4 for all the test datasets.
The reconstruction error for each of the datasets was tested, against various overall
numbers of coefficients: N = 22, 25, 210, 215, 220, 230, 250.

The PCA-PCA base characteristics, with the optimal equal division of base
vectors(αopt = 0.5), is obvious because of the symmetry of importance of shape/time
bases observed in Sect. 3.2. Although, the PCA-DCT result is not so trivial.We found
out that αopt ∈ (0.1, 0.3) so the shape base vectors should be approximately 10–
30% of an overall number (see dashed lines in Fig. 4). As one can note there is a
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Fig. 4 Evaluation of bilinear model for various α = Ks/(Ks + Kt ) coefficients division for the
PCA-PCA (—) and PCA-DCT (—) bases—source sequences (a–h) as in Table1
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Table 1 Experimental MoCap sequences

No Name Description of sequence Frames (F) Mark. (P)

(a) HJ-rom Range of movement a male
subject

10486 (52.4 s@200Hz) 53

(b) IM-rom Range of movement a female
subject

3675 (36.7 s@100Hz) 53

(c) HJwalk Walk—turn (180◦)—walk 1857 (9.3 s@200Hz) 53

(d) HJsit Tpose-sit-standup 1618 (8.1 s@200Hz) 52 (1 lost)

(e) Dog1 Dog run, jump, turn, walk, step
onto and off the table

717 (11.9 s@60Hz) 25

(f) Face-exp Head moves, ROM for
expressions emphasis on mouth
and eyebrows

3918 (65.3 s@120Hz) 45

(g) Face-say Face spelling alphabet 1780 (17.8 s@100Hz) 36

(h) Hands Both hands typing the keyboard 794 (7.9 s@100Hz) 40

Sequence from ‘Dog package’ (http://www.mocapclub.com/Pages/Library.htm)

single and well visible minimum in the characteristics, so other choices of dimen-
sions result in degradation of reconstruction. Such observation is consistent for all
the test cases so 20–80 division might be useful suboptimal choice (see Fig. 6) when
we cannot search for optimal division.

The visual demonstration of results obtained is presented in the Fig. 5. It includes
original body poses and reconstructions from bilinear representation with both con-
sidered bases for various and (sub)optimal base sizes.We can observe that PCA-DCT
gradually (and slower) converges to the original shape with the growing number of
coefficients, whereas PCA-PCA reaches proper shape quite fast and the shape is just
a bit refined with the larger number of coefficients.

4 Summary

The bilinear representation for a motion capture sequences is a novel idea. In this
study, we analyzed its performance using combinations of two fundamental basis
(PCA and DCT) for their reconstruction error. We verified commonly known fact
that there is no use to employ the DCT as a shape basis. The most obvious result
is for PCA-PCA basis. It is symmetric and results in the best error reduction with
the growing number of coefficients, which result in 50-50 optimal sharing between
shape and trajectory.

The most notable result, we obtained for the PCA-DCT as a basis. We discov-
ered interesting property for division of a base vectors number between spatial and
temporal parts for respectively PCA and DCT bases. The optimal division favors
trajectory bases with the relative share of shape bases in the overall number between
0.1 and 0.3, therefore, one could consider 20–80 division.

http://www.mocapclub.com/Pages/Library.htm
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Fig. 5 A single frame from HJrom sequence reconstructed with increasing number of PCA-PCA
(a) and PCA-DCT (b) bases (20–80)—body visualized with FBM [10]
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Fig. 6 Mean RMSE of
PCA-DCT relative to
PCA-PCA for αopt and
20–80 setup
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Further research will focus on using the bilinear model for pattern recognition. In
such a case it would be necessary to use the ability of class discrimination as perfor-
mance assessment criteria. Also, other basis should be also taken into consideration
instead of PCA-ICA or LDA seem to be appropriate.
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Evaluation of Improvement in Orientation
Estimation Through the Use of the Linear
Acceleration Estimation in the Body Model

Agnieszka Szczęsna, Przemysław Pruszowski, Janusz Słupik,
Damian Pęszor and Andrzej Polański

Abstract The need for broadly defined measures of human motion and estimation
of motion parameters occurs in many research disciplines. The article concerns the
evaluation of improvement in basic orientation estimation methods for IMU sensors,
throughout the use of rigid body (segment in skeletonmodel) constraints. The verified
method utilizes the correlation between rational motions and linear accelerations in
the body model and reduces the impact of the external acceleration on the estimation
of orientation. The experimental study concerns comparison of this method to other
methods of leveling the influence of linear external acceleration.

Keywords Inertial motion capture · IMU sensor ·Orientation filters · Linear accel-
eration estimation

1 Introduction

Motion capture (MOCAP) technology involves the saving of complex, multi-
segmental or multi-body dynamical scenes on the basis of specialized instrumen-
tation and measurement systems.
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The research described in this article is necessary for the construction of the Iner-
tial Motion Capture System for out-door acquisition andmotion analysis. The system
operates primarily by determining the orientation rather than position of each sensor.
A person wears a costume with multiple IMU sensors (like presented in [4]), each
attached to the tracked body segment. Segments are defined by bones in skeleton. The
mapping of the estimated orientations of inertial sensors (IMU) to specific segments
on body model which is composed of rigid bodies allows for the motion capture of
subject. The orientations of the sensors are typically estimated by fusing a rate gyro-
scope (ω), an accelerometer (a), a magnetometer (m) and reference values such as
Earth’s gravity vector (g) and magnetic field vector (mg) by a complementary filter
[7] or different Kalman filters [8, 12, 16, 17]. With knowledge of the orientations of
each body segment over time with the structure of skeleton, the overall pose can be
tracked.

In this paper we are not proposing a new algorithm for the estimation of the orien-
tation of the IMU sensor. Instead, we propose an evaluation, in a simple experiment,
of different methods to overcome errors in orientation estimation arising out of the
linear acceleration, and especially the method based on the body model.

Algorithms for estimation of the orientation of sensors are a basis for all IMU
motion tracking systems andwere already developed and studied in numerous papers
in the literature (example review in [9, 10]). Presented are also descriptions of the
entire kinematic chains based on detailed assumptions about the skeletal and the
dynamics of movement [1, 5]. In such configurations a great influence on the cal-
culated orientation have also the other system elements, such as static (initialization
calibration poses) and dynamic (due to the possibility of changing the orientation
of the sensor relative to the motion segment and soft tissues) calibration. The main
purpose was to check in a simple experimental configuration how the use of the linear
acceleration estimation in the model-based skeleton improves the determined orien-
tation. Therefore, a basic filter has been selected as simple complementary filter. The
following techniques were compared: simple gated acceleration, body model linear
acceleration estimation and adaptation mechanism.

2 Orientation Estimation Filters

In this paper we are focusing only on filters based on a quaternion representation of
body orientation. Quaternions are used to represent orientation to improve compu-
tational efficiency and avoid singularities. The filters are based on the well-known
correlation between the angular velocity ω and the quaternion derivative:

q̇ = 1

2
q ⊗ ω (1)

where q is the orientation quaternion and ⊗ denotes quaternion multiplication.
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Based on this equation the orientation is determined by integrating the output
signal from the gyroscope (ω), so the accuracy of determining the angle to the greatest
extent depends on the sensor stability of zero.A zero drift (for example due to changes
in temperature) results, in a short time, in the large error values in the determined
angle. The integration accumulates the noise over time and turns noise into the drift,
which yields unacceptable results.

For a stationary sensor in an environment free ofmagnetic anomalies, it is simple to
determine the orientation by measuring the Earth’s gravitational and magnetic fields
along all three axes of the orthogonally mounted sensors. The combination of the two
resulting vectors can provide complete orientation information. Such solutions are
based on a well definedWahba problem [11, 13]. In more dynamic applications, high
frequency angular rate information canbe combined in a complementarymannerwith
accelerometer and magnetometer data through the use of a sensor fusion algorithms
like that of complementary [7] or Kalman filters [8, 12, 16, 17].

2.1 Nonlinear Complementary Filter (NCF)

The primary nonlinear complementary filter (NCF) was used as a basis to make
modifications to overcome the problem of influence of external linear acceleration
on the orientation estimation (Fig. 1). In this filter it is assumed that there is no
external acceleration of the sensor or that the magnitude of the external acceleration
is negligible compared to the gravity acceleration [7]. Measurements provided by the
magnetic and acceleration sensors are sufficient for computation of the orientation
of the IMU and gyroscopic measurements can be additionally used for increasing
accuracy and robustness.

The idea of the construction of an orientation estimator is in the modification
of the equation of kinetics of motion by using the nonlinear feedback based on the
instantaneous estimate of relative rotation: qinst = qinst(ak, mk), where ak and mk

are output k sample from the accelerometer and magnetometer sensor.

Fig. 1 The implemented filters block diagram: NCF, NCF_G, AQKF, NCF_L
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The equation for the dynamics of orientation estimate, with nonlinear feedback,
using the quaternion representation of orientation, has the following form:

d

dt
q̂(t) = 1

2
q̂(t) ⊗ (qω + kpω̃) (2)

where qω denotes the pure quaternion from gyroscope measurement ωk , kp is the
feedback gain and ω̃ is the nonlinear term corresponding to the error between filter
estimate q̂ and the instantaneous estimate of the orientation quaternion qinst(ak, mk).
The ⊗ denotes quaternion multiplication.

The computational implementationof thenonlinear, complementaryfilter involves
a discretized version of (2). The initial condition is q̂0 = qinst(a0, m0).

2.2 Gated Nonlinear Complementary Filter (NCF_G)

The measurement equation for accelerometers, is following: a = −g + l + w. The
g is constant acceleration due to gravity, l is the linear acceleration of the sensor due
to movement and w is the noise. Any component of l not parallel to g will cause an
error in orientation estimation. The effects of linear acceleration l can be reduced if
we can detect this situation and do the estimation without a corrupted vector. A most
simple approach to detecting the linear acceleration is based on the magnitude of the
measured accelerationvector. In the gatedfilter the correctionbasedonmeasurements
from acceleration is only performed, when: ‖g‖− aT < ‖a‖ < ‖g‖+ aT , where aT

is acceleration threshold. The gated acceleration is used in implemented nonlinear
complementary filter. When the magnitude of acceleration is out of bounds, the
higher weights kp (in (2)) for the gyroscopic measurements and lower weights for
the accelerometer measurements are used (Fig. 1).

2.3 Adaptive Extended Quaternion Kalman Filter (AEQKF)

Another method is based on the adaptation mechanism implemented in the extended
Kalman filter. In the original design [8] the state vector (here denoted by xorig)

includes three components (blocks) xorig =
⎡

⎣

q
ba

bm

⎤

⎦. The quaternion q represents

the body orientation and two vectors ba and bm represents biases of the sensors,
accelerometers and magnetometers. This is a direct-state quaternion-based formula-
tion of the EKF, where angular velocity is considered a control input and active com-
pensation (gyro bias and magnetic effects) is achieved by using state-augmentation
techniques. Since we ignore biases ba and bm , here we simplify the definition of the
state vector by retaining only the quaternion representing the body orientation, as
x = q (Fig. 1).
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The discretized state equation of the orientation kinematics process corresponding
to (1), is the following:

xk+1 = Φk xk + wk = exp[1
2

MR(ωk)Δt]xk + wk . (3)

In this equation xk is the discrete—time state vector, xk = qk , and MR(ωk) denotes a
matrix representation of the quaternion rightmultiplication corresponding to the pure
quaternion ωk andΦ, which is a state transition matrix. The process noise covariance
matrix Qk is following:

Qk = (Δt/2)2Ξk(σ
2
g I4x4)Ξ

T
k . (4)

where for qk = (a, [b, c, d]) we define as follows

Ξk =

⎡

⎢

⎢

⎣

a −d c
d a −b

−c b a
−b −c −d

⎤

⎥

⎥

⎦

The measurement model is of the form:

zk+1 =
[

ak+1
mk+1

]

= f (xk+1) +
[

wa
k

wm
k

]

=
[

R(qk+1) 0
0 R(qk+1)

] [

g
mg

]

+
[

wa
k

wm
k

]

(5)

where R(q) is a rotation matrix defined by quaternion q.
There are two adaptation mechanisms assumed in [8], one for accelerometers

and one for magnetometers. Here we implement only the adaptation regarding the
accelerometer measurement, where the covariance matrix of the measurement Vk+1
in Kalman gain equation (6)

Kk+1 = P−
k+1H T

k+1(Hk+1P−
k+1H T

k+1 + Vk+1)
−1 (6)

depends on the deviation of the value of the gravitational acceleration ‖g‖ and the
measured acceleration magnitude ‖ak+1‖, i.e.

Vk+1 =
[

σ2
a · I3×3 03×3

03×3 σ2
m · I3×3

]

(7)

if |‖ak+1‖ − ‖g‖| < ε or

Vk+1 =
[∞ · I3×3 03×3

03×3 σ2
m · I3×3

]

(8)

otherwise. Thus, the influence of accelerometers on the orientation estimation is
reduced in the presence of external acceleration.
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3 Linear Acceleration Estimation

Any orientation estimation based purely on local sensor knowledge is limited in
its accuracy by the effects of gyroscope drift and linear external acceleration mea-
sured with a gravity vector. Method, based on the distributed estimation of linear
accelerations in a segment, can have the orientation error reduced by the subtrac-
tion of these accelerations from measured accelerations [6, 14, 15]. The previously
described methods treat body segments individually without the use of important
skeleton connectivity constraints.

The skeleton model consists of joints which connect the segments. Every segment
has a sensors attached to it with a constant vector offset from the center of rotation.
Each segment (with IMU) and joint has a local coordinate frame, related with a
coordinate frame of sensor. The joints form a hierarchy structure with the position
of a child joint given by an offset from the parent joint center. Results orientations
are calculated in a world coordinate frame based on two reference vectors (gravity g
and magnetic field mg).

The estimated linear acceleration of the sensor is considered in the case of rigid
body rotating about a point, fixed at the origin with angular velocity ω. Every point
on this body will have a radial linear acceleration:

lr = (ω • o)ω − o ‖ω‖2, where o is the offset of the point from the center of
rotation. In the presented model it is offset of i sensor oSi or joint oJi and ω is the
gyroscope output signal.

Also, every point on the rigid body has a tangential acceleration:
lt = α × o, where α is an angular acceleration calculated from angular velocity as:
α = ωk+1−ωk−1

2Δt .
The whole segment is in a rotating frame with a linear acceleration l f and this is a

linear acceleration of parent segment in skeletonmodel. The result linear acceleration
of a point under these assumptions is therefore: l = lf + lr + lt

All linear accelerations that are passed between segments i.e. from parent to child
in the skeleton (Fig. 1), are in the known the world coordinate frame. In calculations
two equations are used. The equation for i sensor:

lSi = l Ji−1 + αSi × oSi + (ωSi • oSi )ωSi − oSi

∥

∥ωSi

∥

∥

2 (9)

Equation for all child joints of sensor i :

lJi = l Ji−1 + αSi × oJi + (ωSi • oJi )ωSi − oJi

∥

∥ωSi

∥

∥

2 (10)

4 Experiments

For the sake of comparison of the threemethods that are outlined in order to determine
the leveling effect of acceleration on orientation estimation, a 3-segment pendulum
has been build. As reference, data is used from the optical system of motion capture
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(Vicon system). Experiments demonstrate that using body model constraints can
slightly improve the accuracy of the inertial motion capture system by removing
the effects of external linear acceleration. Through simple manual calibration and
mounting sensors permanently we remove the effect of bad calibration factors on the
estimation of orientation.

In papers in the literature described such methods, experiments were based on
synthetically generated input filter signals [14] for human skeleton or real data from
human arm model [15]. Experiments covered a short period of time (max 13.5 s),
when the drift of integration is still small and doesn’t have an influence on angular
acceleration calculations α. The filter with adaptation mechanism which was used
in the comparison were not considered in other papers.

The pendulum was built with three segments connected by movable joints. An
IMU sensor built at the Silesian University of Technology, Department of Automatic
Control and Robotics [3] was fixed to each segment. These IMU sensors have been
marked as IMU1, IMU2 and IMU3 (Fig. 2). On the pendulum markers were also
attached, marked as R1, R2, W1, W2, W3, W4, W5, and W6.

Twenty three capture recordings with eight different scenarios (each scenario
repeated 3 times) were carried out using the Vicon system with a frequency of
100Hz. The IMU sensors also worked with such a frequency. The recordings had
a length from 9600 to 19,840 samples. The recorded movement is characterized by
high values of acceleration amplitudes of about 20 m/s2. The optical system also
enabled calibration of sensors and calculation of the necessary distances.

Filter parameters are following:

• reference vectors: gN = [0, 0,−9.81]T andmgN = [cos(ϕL)−sin(ϕL)]T , where
ϕL is the geographical latitude angle. For the geographical position of the labora-
tory, wherein measurements were done, we have ϕL = 66◦ = 1.1519 rad;

• gating threshold in NCF_G filter: aT = 0.1;

Fig. 2 The pendulum
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• parameter kp in NCF and NCF_L filters: kp = 2;
• parameter kp in NCF_G filter: if acceleration is in the bound kp = 2, and if
elsewhere kp = 0.2;

• parameters of AEQKF filter: ε = 0.4, σ2
a = 0.001 and σ2

m = 0.00001.

4.1 Data Synchronization

Each experimentwas recorded usingViconNexsus systemwith a sampling frequency
of 100Hz. In order to provide an informative comparison of orientation data streams
with different reference frames and measured according to separate timers with the
same frequency, the data must be normalized. Such a procedure can be divided into
two steps: normalization in the time domain (time synchronization) and transforming
orientations to the same reference frame.

Transforming one orientation data stream from one reference frame to the other
one is a simple geometric operation—rotation. Only knowledge about the relation-
ship between two world reference frames—navigation and body—is required. As a
reference body frame, the first body frame from time domain is chosen.

Signals from the Vicon system and IMU sensors are captured at the same
frequency. Knowing that, in order to synchronize the time domain we need to
find the time offset (Δt) between the two signals. A time window is chosen
< −ΔtMax,ΔtMax > where ΔtMax is the maximal offset we expected (−ΔtMax <

Δt < ΔtMax). The distance between the two signals for each time offset in the
window is calculated. Synchronization is performed on the ωB

IMU signal. The Vicon
system does not calculate angular velocity of the body directly, so it must be calcu-
lated by the equation:ωV icon = 2 ∗ q−1

Vicon ⊗ dqVicon
dt , where q−1 is the inverse of q.

4.2 Error Calculation

The evaluation of performances of the presented algorithms was done on the basis of
the average deviations between true and estimated orientations of the body [2]. Here
we use the deviation index DI corresponding to the geodesic distance between two
quaternions—filter estimate q̂ and the true rotation q from the Vicon system, on the
hypersphere S3: DI = 2 ∗ arccos(|q̂ ∗ q|). All evaluations and comparisons of the
performances of algorithms for orientation estimation are based on deviation index
averaged over the experiment time horizon.
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5 Result Discussion

In Fig. 3 the results of NCF_L estimation of orientation are presented, the results
are in the form of three Euler angles for the segment 2. As a reference, the angles
computed using Vicon system are also shown. The data has been synchronized in
time and converted to the same frame using algorithms described in Sect. 4.1. All
algorithms correctly estimate the yaw angle. The signal from the accelerometer is
involved in the estimation of the roll and pitch angle, thus the biggest errors occur
here. In the filter NCF_Gwhen large acceleration is detected, the dominant operation
in the orientation calculation is the integration of the gyroscope. Therefore, it can be
seen in the results of periodic influence of drift. The similar adaptation mechanism
is in filter AEQKF. In filter NCF_L the measured acceleration is corrected.

In Fig. 4 are shown the average errors (in radians) for the three segments (S1,
S2, and S3) for all experiments. The biggest errors are for segment 3 because the
greatest acceleration occurs there. In segment 3 the greatest improvement is by using

Fig. 3 Result Euler angles estimated by filter NCF_L and reference data from Vicon system, for
segment 2 (S2) in capture 2 (R2) (first 10,000 frames)

Fig. 4 Error angles between IMU based orientation estimation and orientation from optical motion
capture system
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the linear acceleration estimation byNCF_L filter. TheAEQKFfilter performedwith
worse results for segment 1 and 2. But for segment 3 filter AEQKF obtains good
results, better than NCF and NCF_G. The AEQKF filter is more complex and needs
better parameter tuning to adapt the filter to the specific motion dynamics, in order
to achieve better results. In reality this is very difficult because we do not know the
future body motion. In experiments we can see that a simple gating or adaptation
mechanism leads to slightly larger errors than by using an acceleration estimation
based on model constraints. This shows the strong influence of other factors on
orientation estimation, i.e. gyroscope drift, signal noise and magnetic interference.

6 Summary

The article presents an evaluation of opportunities to improve the orientation esti-
mation by using skeleton constraints. The results are shown for the three filters:
nonlinear complementary NCF, nonlinear complementary with the mechanism of
gating NCF_G, and the nonlinear complementary with skeleton acceleration estima-
tion method NCF_L and the extended Kalman filter with the adaptation mechanism
AEQKF. The results show a superiority of the solution based on the estimation of
acceleration in the body model (skeleton), especially in child segments. The next
step in the research will be to use this method in costume for Inertial Motion Capture
with a human skeleton model.
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Data Cleansing Using Clustering

Petr Berka

Abstract One of the data quality issues, that heavily influences the performance of
the classifiers learned from data is the amount of examples, that are indistinguishable
but belong to different classes. Such situation occurs not only if the data (either orig-
inal or preprocessed) contain contradictions, i.e. examples that have same values of
input attributes but different class labels but also if different (but very similar) exam-
ples of different classes remain indistinguishable during the subsequent machine
learning step. We propose a clustering based approach that tries to resolve such sit-
uation by identifying and removing these “weak” contradictions. The effect of data
cleansing is then evaluated using decision tree learning algorithm on the reduced data
set. To experimentally evaluate our method, we used some benchmark data from the
UCI Machine Learning repository.

Keywords Data quality · Data cleansing · Clustering · Decision trees

1 Introduction

One of the data quality issues, that heavily influences the performance of the clas-
sifiers learned from data is the amount of contradictory examples (contradictions).
By contradictory examples we understand examples, that have same values of input
attributes but differ in the class label. Such examples are indistinguishable by any
of the machine learning algorithms and thus degrade the classification accuracy.
The sources of contradictions in data can be manifold. The original data can con-
tain attributes that violate the similarity-based learning assumption. According to
this assumption, examples that belong to the same class are similar and thus form
clusters in the attribute (feature) space. E.g. in loan application domain, where the
classes correspond to the loan approval decision, attributes related to the financial
status of an applicant (e.g. monthly_income or account_balance) seem
to fulfill the similarity-based assumption while attributes describing her/his visage
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(e.g. hair_color or wearing_glasses) apparently do not. Another source of
contradictions in original data are, of course, typing errors or wrong values. Contra-
dictions can also be added during data pre-processing. Examples of different classes
that differ in the original data (original set of attributes) can be turned after discretiza-
tion or attribute selection into examples that are represented by same values of the
modified set of input attributes.

We already discussed the question of contradictions caused by discretization in
our previouswork [1]. In this paper, we extend the concept of contradictions to groups
(clusters) of similar examples that belong to different classes. Thus we deal here not
with “strong” contradictions but with examples that even if different became indis-
tinguishable by the classifier created in the subsequent learning step.We propose and
experimentally evaluate a clustering based method to identify such “weak” contra-
dictions. The found contradictions are then resolved by removing selected examples
from each cluster containing contradictory examples with the aim to improve the
accuracy of classifiers created from the reduced data set. To check the effect of
removing contradictions we use a decision tree learning algorithm that partitions
data into groups of examples (regions in the attribute space) so that each group is
assigned to a single class.

The rest of the paper is organized as follows. Section2 reviews some work on
using clustering for data cleansing, Sect. 3 describes the proposed approach, Sect. 4
reports results of experimental evaluation of the method and Sect. 5 concludes the
paper.

2 Related Work

Data cleansing is the process of detecting and correcting (or removing) corrupt or
inaccurate records from a database. The term refers to identifying incomplete, incor-
rect, inaccurate, inconsistent or irrelevant parts of the data and then replacing, modi-
fying, or deleting them. Some work has been already carried out on using clustering
for this purpose.

An early approach to detecting duplicities in databases was presented by
Hernandes and Stolfo [6]. Here data were clustered first and then, for each clus-
ter, sorted-neighborhood method was applied. This method sorts data (here for each
cluster separately and in parallel) and then applies pairwise matching only to records
in a small neighborhood within the sorted list. Loureiro, Torgo and Soares propose
a methodology for the application of hierarchical clustering methods to the task of
outlier detection in a transactional data. The aim of their approach is to find clusters
that contain rarely occurring transactions that significantly differ from the majority
of transactions. They assume, that outliers will be distant from normal observations
and thus will be placed in smaller clusters [8]. Khan et al. [7] use k-means clustering
for detecting fully or partially duplicated records in a data warehouse. They propose
a three step algorithm that first converts all field values into numeric form. Then,
K-means clustering is performed to store matching records in the same cluster.
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Finally pairs of records within same cluster are compared to find a match. Guo et al.
[3] describe a method that uses fuzzy c-means clustering algorithm and the Leven-
shtein distance (edit distance) to detect similar duplicate data. Like in the approach
by Khan, cluster analysis is used first to group similar records and then, within each
cluster records are compared (using the Levenstein distance) to find records, that can
be deleted. Ciszak proposes to use data miningmethods in data cleansing on the level
of attribute values. He distinguishes context independent attribute correction, where
each attribute is treated separately (i.e. regardless to values of other attributes), and
content dependent attribute correction, where the values of an attribute are corrected
with respect to values of other attributes. Clustering is used for the first type of cor-
rection while association rule mining (to find validation rules) is used for the second
type of correction [2].

In all the papers mentioned above, no target (class) attribute is assumed to exist
in the data and to guide the cleansing process. So all the methods correspond to an
unsupervised learning scheme. Our approach can also be related to the condensed
nearest neighbor rule, amethod proposed in 1970th to reduce the number of examples
used for nearest neighbor classifier (see e.g. [5, 10]).

3 Proposed Methodology

Unlike the work reported in Sect. 2 where the aim of data cleansing was to improve
the data quality itself, we are interested in improving the performance of a classifier
build from the cleansed data. To identify and remove contradictory examples from
data, we propose a methodology consisting of following steps:

1. cluster examples using input attributes only,
2. check the class distribution within each cluster,
3. resolve the contradictions and remove selected examples from data,
4. check the effect of removing contradictions using machine learning algorithm.

Let us give details for each of the steps.
At first we are looking for examples, that are similar in the values of input

attributes. To find such examples, we use k-means clustering algorithm with mixed
Euclidean distance. Mixed Euclidean distance (MED) is a heterogeneous distance
measure capable to handle both numeric and categorial attributes:

MED(x, y) =
√

√

√

√

m
∑

A=1

dA(xA, yA)2. (1)

The distance between two values xA and yA of an attribute A is defined as

dA(xA, yA) =
{

overlap(xA, yA), if A is categorial
normdiff(xA, yA), if A is numeric

(2)
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Here

overlap(xA, yA) =
{

0, if xA = yA

1, otherwise
(3)

and
normdiff(xA, yA) = xA − yA

rangeA
, rangeA = maxA − minA (4)

The key parameter of k-means clustering is the required number of clusters k. In
our method k becomes crucial because it actually controls the reduction rate (i.e. the
ratio of removed examples to all original examples). The value of k can in principle
vary between 1 and the number of examples. Obviously, both these bounds need not
to be considered. If we set k = 1 all examples will be placed into a single cluster and
when removing all “weak” contradictions we will end up only with the examples of
the majority class. Having as many clusters as is the number of examples we will
detect “strong” contradictions, but these duplicities can be also identified just by
checking the data.

It is difficult to say what is the correct value for parameter k. Actually more
experiments should be carried out for varying k. As a rule of thumb, for larger data
we start with k = 100 (to cover on average 1% of examples in each cluster) and
then we increase k, for smaller data we start with k set to such a value that a cluster
covers on average 1 example and then we decrease k. Our assumption is, that when
increasing k, less examples will be identified as weak contradictions and thus less
examples will be removed.

To resolve the found contradictions, we check the class distribution within each
cluster. If the examples are uniformly distributed, we remove all of them, if the
examples are not uniformly distributed, we keep examples of the majority class and
remove examples of all other classes.

To check the data quality on the reduced set, we use the C4.5 tree learning algo-
rithm [9]. This algorithm recursively partitions the attribute space by growing a
decision tree. Information gain is used to choose the splitting attribute:

InfoGain(A) = −
S

∑

j=1

s j

n
log2

sj

n
− H(A), (5)

where

H(A) =
R

∑

i=1

ri

n

⎛

⎝−
S

∑

j=1

ai j

ri
log2

ai j

r1

⎞

⎠ . (6)

In the formulas ai j is the number of examples that have the ith value of the attribute
A and the jth value of the target attribute, ri is the number of examples that have the
ith value of the attribute A, s j is the number of examples that have the jth value of
the target attribute and n is the number of all examples.
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The algorithm performs binary splits on numeric attributes but creates as many
splits as is the number of distinct values for categorial attributes. Post-pruning is used
to reduce the created tree (by substituting a subtree by a leaf) and other stopping
criteria (e.g. minimal number of examples in a leaf) can also be used to prevent
the tree to grow. The created decision tree divides the attribute space into regions
(clusters) of examples that are assigned to a same class.

4 Experiments

To evaluate ourmethodology, semi-automated setting based on theWeka datamining
system was used. Weka is a widely used freely available data mining tool developed
at the Waikato University, New Zealand [4].

To cluster data, SimpleKMeans procedure from Weka was used with (mixed)
Euclidean distance and normalization of numeric attributes. We run SimpleK-
Means in the “Classes to clusters evaluation” cluster mode. The found clustering
was stored and analyzed in MS Excel. SimpleKMeans procedure assigns cluster
label to every example, so it was possible to create a contingency table that shows the
frequencies of different classes within each cluster. Based on the removal strategy,
corresponding examples have beenmarked for deletion; this has been done by adding
a binary attribute “remove” to the data. The modified data has been imported back
to Weka, marked examples have been filtered out and J48 procedure (the Weka
implementation of C4.5 algorithm) has been run in two modes (with pruning and
without pruning). We always used default values of parameters for J48 (to make the
data modifications only to account for changes in classification accuracy) and test
the created tree both on the whole (reduced) training set and using 10-fold cross-
validation.

We evaluated our approach on five data sets. Australi, German, Iris and
JapCred are benchmark data from the UCI Machine Learning repository [11],
Re85 is a data set from geology. Table1 summarizes the basic characteristics of
the data sets: number of examples (column “examp.”) number of input attributes
(column “inp.att.”) and number of classes (column “classes”). It also shows the

Table 1 Data description

Data set Data characteristics Pruned C4.5 (%) Unpruned C4.5 (%)

examp. inp.att. Classes max.acc (%) Training CV Training CV

Australi 690 15 2 100.0 90.7 86.1 94.9 81.9

German 1000 20 2 100.0 85.5 70.5 94.0 68.3

Iris 150 4 3 100.0 98.0 96.0 98.0 96.0

JCred 125 10 2 100.0 89.6 80.0 90.4 78.4

Re85 891 6 2 86.3 75.5* 75.5* 82.7 73.0
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maximal possible accuracy (column “max.acc”) and the accuracy reached (using
C4.5 algorithm in both pruning and unpruning mode) on training set and using 10-
fold cross-validation (columns “training” and “CV”). Themaximal possible accuracy
refers to a classifier that correctly classifies all non-contradictory examples and in
the case of contradictions it classifies a group of same examples to the majority class
of this group, this value is classifier independent and can be computed directly from
the data. The asterix (*) denotes a situation, where all examples are classified to the
majority class—similar notation applies also to Table6.

As can be seen from the Table1, the used data belong to three groups. The Iris
data represent situations where maximal, training and cross-validation accuracies
all are high; there is a low amount of both strong and weak contradictions in this
set. The Australi, German and JCred sets represent situations where maximal
accuracy is high but both training and cross-validation accuracies are lower; there is a
low amount of strong contradictions but higher number of weak contradictions. The
Re85 set represents situations where all accuracies are low; there is a high amount of
both strong and weak contradictions in the data. Simultaneously, Iris and JCred
represent small data sets, while the other three files represent larger data sets.

We run C4.5 on the respective data sets in two modes: with and without pruning.
We test the created decision tree on training data (to check the quality of the reduced
data itself) and using 10-fold cross-validation (to evaluate the generalization ability of
the tree learned on the reduced data). The Tables2, 3, 4, 5 and 6 show for a particular
data set the number of clusters (column “k”), the minimal, maximal and average
number of examples in the created clusters (columns “min”, “max” and “avg”), the
percentage of clusters containing contradictions (column “cclust”), the percentage
of examples that remain for training after the reduction (column “examples”) and
the accuracy reached (using C4.5 algorithm in both pruning and unpruning mode)
on training set and using 10-fold cross-validation (columns “training” and “CV”).

Table 2 Australi data results

k Clustering Reduction Pruned C4.5 (%) Unpruned C4.5 (%)

min max avg cclust (%) examp (%) Training CV Training CV

100 1 45 6.9 17.0 97.0 91.9 86.4 95.8 85.5

150 1 23 4.6 10.7 97.5 90.7 86.4 94.9 83.3

200 1 13 3.5 10.0 96.1 92.9 88.1 95.9 86.0

Table 3 German data results

k Clustering Reduction Pruned C4.5 (%) Unpruned C4.5 (%)

min max avg cclust (%) examp (%) Training CV Training CV

100 3 29 10 82.0 71.4 95.8 90.6 97.8 90.2

150 1 20 7 72.0 74.5 94.0 85.2 96.8 82.3

200 1 12 5 61.0 75.1 93.3 82.7 96.1 81.4
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Table 4 Iris data results

k Clustering Reduction Pruned C4.5 (%) Unpruned C4.5 (%)

min max avg cclust (%) examp (%) Training CV Training CV

100 1 4 1.5 2.0 98.0 98.6 95.2 98.6 95.2

75 1 5 2 6.7 95.3 99.3 96.5 99.3 96.5

50 1 9 3 12.0 94.0 100.0 97.1 100.0 97.1

30 1 15 5 13.3 96.0 99.3 96.5 99.3 96.5

Table 5 JCred data results

k Clustering Reduction Pruned C4.5 (%) Unpruned C4.5 (%)

min max avg cclust (%) examp (%) Training CV Training CV

100 1 3 1.25 10.0 88.8 91.0 75.7 91.9 73.9

60 1 5 2.1 25.0 80.0 96.0 86.0 97.0 88.0

40 1 9 3.1 50.0 69.6 96.6 87.4 97.7 90.8

30 1 9 4.2 56.7 73.6 96.7 85.9 97.8 90.2

Table 6 Re85 data results

k Clustering Reduction Pruned C4.5 (%) Unpruned C4.5 (%)

min max avg cclust (%) examp (%) Training CV Training CV

100 1 44 8.9 66.0 78.1 92.2* 92.2* 98.3 95.8

150 1 28 5.9 53.3 76.9 90.9* 90.9* 97.7 93.3

200 1 25 4.5 42.5 77.8 89.2* 89.2* 97.1 92.9

To summarize the results of our experiments, we can see that:

• the accuracy reached by C4.5 on the reduced data was always higher than the
accuracy reached on the original data (the cleansing process really improves the
data quality in this sense),

• when the number of clusters is close to the number of examples, the accuracies
achieved on the reduced data set are close to the accuracies on the original data
(this was observed for the two small sets Iris and JCred but we believe that
this is a general rule),

• when decreasing the number of clusters, the percentage of clusters containing
contradictions increases (this was observed for all five sets, we believe this is a
general rule),

• our expectation that when the percentage of clusters containing contradictions
increases, the percentage of examples that remain for creating a classifier will
decrease was not confirmed by the experiments (the expected behavior was
observed only for the data JCred),
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• the smaller the number of clusters, the higher the classification accuracy (this
seems to be a side effect of the fact, that when decreasing the number of clusters,
more contradictions are removed),

• higher number of weak contradictions, i.e. greater difference between maximal
accuracy and accuracy reached by C4.5 for the original data (see Table1) results
in higher reduction rate (smaller percentage of examples that remain for creating
a classifier).

Anyway, more experiments are necessary to make a general claims from these
findings.

5 Conclusions and Further Work

Our work deals with the question how to improve the quality of data by removing
contradictory examples from the training data. We propose a method based on clus-
tering that allows us to identify close examples that belong to different classes. Our
first experimental results allow us to formulate some hypotheses about the mutual
relationships between number of clusters, amount of contradictions, reduction rate
and accuracy; nevertheless more experiments are necessary to make some general
conclusions. More sophisticated reduction strategies can be used as well. So far we
removed all examples from a cluster only if they are uniformly distributed among the
classes (and keep examples of the majority class only otherwise). But we can con-
sider to remove all examples from a cluster if they are “almost” uniformly distributed
among the classes.
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Estimation of the Joint Spectral Radius

Adam Czornik, Piotr Jurgaś and Michał Niezabitowski

Abstract The joint spectral radius of a set of matrices is a generalization of the
concept of spectral radius of a matrix. Such notation has many applications in the
computer science, and more generally in applied mathematics. It has been used, for
example in graph theory, control theory, capacity of codes, continuity of wavelets,
overlap-free words, trackable graphs. It is impossible to provide analytic formulae
for this quantity and therefore any estimation are highly desired. The main result
of this paper is to provide an estimation of the joint spectral radius in the terms of
matrices norms and spectral radii.

Keywords Joint spectral radius · Graph theory · Capacity of codes · Continuity of
wavelets · Estimation · Overlap-free words · Trackable graphs

1 Introduction

Let Σ = {Ai : i ∈ I } be a bounded set or real s-by-smatrices. Denote by ‖·‖ the
Euclidean norm and the generated operator norm. For a square matrix A by ρ (A)we
will denote the spectral radius of A, i.e. the greatest value of modulus of eigenvalues
of A. If ρ (A) < 1 then the matrix A will be called asymptotically stable. Moreover,
D is the set of all sequences of elements of I , i.e.

D = {d = (d(0), d(1), . . .) : d(i) ∈ I } . (1)

By a discrete linear inclusion DLI (Σ), which will by denoted by

x( j + 1) ∈ Ad( j)x( j), j = 0, 1, 2 . . . , (2)
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we will understand the set of all sequences (x( j)) j∈N, x( j) ∈ R
s such that

x( j + 1) = Ad( j)(x( j)), j = 0, 1, 2, . . . (3)

for certain d ∈ D. Each such a sequence (x( j)) j∈N will be called trajectory of
DLI (Σ) and x(0) will be called initial value of this trajectory. For m ≥ 1, Σm is
the set of all products of matrices in Σ of length m, i.e.

Σm = {A1A2 . . . Am : Ai ∈ Σ, i = 1, . . . , m} . (4)

Set αm = sup
A∈Σm

‖A‖; αm = inf
A∈Σm

‖A‖, and define:

• the joint spectral subradius

ρ̂∗(Σ) = inf
m≥1

(

αm

) 1
m ; (5)

• the joint spectral radius

ρ̂(Σ) = inf
m≥1

(αm)
1
m . (6)

The concept of the joint spectral radius was first defined in 1960 in [52]. The
concept of joint spectral subradius was introduced in [20] in finite-dimensional case.
In recent years notions of joint spectral radius and subradius have found applica-
tions in a large number of engineering fields and are still a topic of active research:
control theory (hybrid systems) [2, 32]; curve design (subdivision schemes) [25];
autonomous agents (consensus rate) [8]; wavelets (continuity ofwavelets) and refine-
ment equations [9, 22, 24]; number theory (asymptotics of the partition function)
[47, 51]; coding theory (constrained codes) [5, 40]; sensor networks (trackability)
[10]; combinatorics of words (overlap-free words) [3, 33]; probabilistic automata
[4]; probability theory [48].

In control theory very important role is played by the concept of stability. The
formal definition of stability of DLI (Σ) is as follows.

Definition 1 DLI (Σ) is called absolute stable if and only if for all trajectory
(x( j)) j∈N we have

lim
j→∞ x ( j) = 0. (7)

The stability of finite-dimensional version of (3) has been widely discussed in
the literature [2, 31, 42] and the references therein. This concept may be defined in
several ways and even in the finite-dimensional case these different concepts are not
equivalent. The joint spectral radius and subradius are closely connected to Lyapunov
exponents of (3), see [13, 15–19], and Bohl exponents, see [1, 11, 14, 21, 43, 44].
The following theorem contains the relation between the joint spectral radius and
absolute stability of DLI (Σ).



Estimation of the Joint Spectral Radius 403

Theorem 1 ([7]) DLI (Σ) is absolute stable if and only if ρ̂ (Σ) < 1.

Now we briefly survey how these quantities can be computed or approximated.
The inequalities:

sup

{

ρ

(

k
∏

i=1

Ai

)

: Ai ∈ Σ for 1 ≤ i ≤ k

}

≤ ρ (Σ) ≤

sup

{∥

∥

∥

∥

∥

k
∏

i=1

Ai

∥

∥

∥

∥

∥

: Ai ∈ Σ for 1 ≤ i ≤ k

}

. (8)

proved in Lemma 3.1 of [23] can be used to derive algorithms which compute arbi-
trarily precise approximations for generalized spectral radius (see, for example, [27]
for one of such algorithms).

To obtain such algorithms two approaches are applied. The first one is to try to
construct the so-called extremal norm if it exists. The sufficient and necessary con-
dition for existence is known and it is the non-defectiveness property [28]. Different
methods of constructing the extremal norm are presented in [29, 30, 36, 41, 45, 54].
The second approach uses the invariant cone of the considered set of matrices, when
such a cone exists. In [46, 49] iterative algorithms, build on this idea, are presented.
Also in [50] this idea is explored to obtain a new conic programming method. In
general, the existence of an invariant cone is very restrictive condition and excludes
many interesting cases in real applications.

From the stability of discrete linear inclusion point of view the following question
is very important: is the spectral radius greater or smaller than 1? To this day it is
so far unknown whether this problem is decidable. In [6] the problem if spectral
radius is less or equal to 1 was considered. Even today it is unknown whether this
problem is algorithmically solvable (see [37] for a discussion of this issue and for a
description of its connection to the finiteness conjecture, see also the discussion in
[31]). A negative result of this discussion is given by Kozyakin, who shows in [35]
that the set of pairs of 2-by-2 matrices that have a joint spectral radius less than one,
is not semialgebraic.

The first result (Theorem 1) presented in [53] shows that, unless P = NP, approx-
imating algorithms for generalized spectral radius can not possibly run in polynomial
time. More precisely, it shows that, unless P = NP, there is no algorithm that can
compute generalized spectral radius with a relative error bounded by ε > 0, in poly-
nomial time, that will be a function of numbers of the elements in the Σ , size of
matrices Σ and ε. As a corollary, the authors of the above-mentioned publication
show that it isNP-hard to decide if all possible products of two givenmatrices tend to
zero. The situation for the lower spectral radius is somewhat different from that of the
joint spectral radius. Possibility of calculation of the upper bounds for generalized
spectral subradius for the case, where Σ consists of nonnegative matrices is given in
[53]. In publication [39] we can find an analytic solution to the case whenΣ consists
of 2-by-2 matrices, one of which is singular.
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2 Main Results

It is well-known that the condition ρ (Ai ) < 1 for i ∈ I is only the necessary but not
sufficient condition for absolute stability of DLI (Σ) [12]. In our further considera-
tions we will show that this condition together with some bounds on

∥

∥Ai − A j
∥

∥ for
i, j ∈ I implies the absolute stability of DLI (Σ).

Let us fix d ∈ D and consider the time-varying linear system

x (n + 1) = Ad(n)x (n) . (9)

This system will be called asymptotically stable if all solutions tend to zero.
To prove the main result of our paper we will need the following facts from the

literature.

Lemma 1 ([34]) If for system (9) there exists a function V : N × R
s → [0,∞)

such that

1.
‖x‖2 ≤ V (n, x) ≤ C1 ‖x‖2 (10)

2.
V (n + 1, x (n + 1)) − V (n, x (n)) ≤ −C2 ‖x (n)‖2 (11)

for all x ∈ R
s , n ∈ N and certain positive constants C1, C2, then (9) is asymp-

totically stable.

The function V from the above lemma is called the Lyapunov function.

Lemma 2 ([38]) For a matrix A ∈ R
s×s the following conditions are equivalent:

1. matrix A ∈ R
s×s has all eigenvalues in the open unit circle;

2. for each positive definite matrix Q ∈ R
s×s there exists a positive definite matrix

P ∈ R
s×s such that the following Lyapunov equation is satisfied

AT P A − P = −Q; (12)

3. there are positive definite matrices P, Q ∈ R
s×s such that (12) is satisfied.

Moreover if A ∈ R
s×s has all eigenvalues in the unit circle then the solution of

(12) is given by

P =
∞
∑

k=0

(

AT
)k

Q Ak . (13)
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Suppose that for certain ε > 0 we have

sup
i∈I

ρ (Ai ) < 1 − ε. (14)

Moreover denote a = supi∈I ‖Ai‖.
Lemma 3 ([26]) If the condition (14) is satisfied then

∥

∥

∥(Ai )
N
∥

∥

∥ ≤ mδN (15)

for all i ∈ I and N ∈ N, where δ = 1 − ε and

m = (1 − ε)
(1 − ε + a)s−1

εs
. (16)

The next lemma provides bounds for the solutions of the Lyapunov equations
corresponding to all matrices in Σ.

Lemma 4 Suppose that (14) is satisfied, denote d = supi, j∈I

∥

∥Ai − A j
∥

∥ and let Pi

be the unique positive definite solution of AT
i P Ai − P = −I , then

sup
i, j∈I

∥

∥Pi − Pj
∥

∥ ≤ 2da

(

1 + m2δ2

1 − δ2

)2

. (17)

Proof By the definition of Pi and Pj we have

AT
i

(

Pj − Pi
)

Ai − (

Pj − Pi
) = (

Ai − A j
)T

Pj Ai + AT
j Pj

(

Ai − A j
)

. (18)

Denoting the right hand side of the last equation by Mi, j we have

∥

∥Mi, j
∥

∥ ≤ 2
∥

∥A j
∥

∥

∥

∥Pj
∥

∥

∥

∥Ai − A j
∥

∥ . (19)

Using (13) and (15) we may estimate Pj as follows

∥

∥Pj
∥

∥ ≤
∞
∑

k=0

∥

∥

∥

∥

(

AT
j

)k
Ak

j

∥

∥

∥

∥

≤ 1 + m2
∞
∑

k=1

(

δ2k
)

= 1 + m2δ2

1 − δ2
. (20)

Taking into account (20) we obtain from (19) that

∥

∥Mi, j
∥

∥ ≤ 2ad

(

1 + m2δ2

1 − δ2

)

. (21)
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Applying formula (13) to (18) we get

Pj − Pi = Mi, j +
∞
∑

k=1

(

AT
i

)k
Mi, j Ai (22)

and therefore

∥

∥Pj − Pi
∥

∥ ≤ 2ad

(

1 + m2δ2

1 − δ2

)

[

1 +
∞
∑

k=1

m2δ2k

]

=

2ad

(

1 + m2δ2

1 − δ2

)2

. (23)

The last inequality ends the proof of the lemma.

The next theorem contains the main result of our work.

Theorem 2 Suppose that the condition (14) is satisfied and the numbers a, d, m, δ
are such that

2ad

(

1 + m2δ2

1 − δ2

)2

< 1, (24)

then ρ̂ (Σ) < 1.

Proof Denote the left hand side of inequality (24) by 1−η. According to Theorem 1
is enough to show that DLI (Σ) is absolutely stable. Let us fix a sequence d ∈ D
and consider the system (3). We will show, that the function

V (n, x) = xT Pd(n)x (25)

satisfies the assumptions of Lemma 1, where Pd(n) is the unique solution of the
equation

AT
d(n−1) Pd(n) Ad(n−1) − Pd(n) = −I . (26)

From the definition of Pi and the inequality (20) it is clear that

‖x‖2 ≤ V (n, x) ≤
(

1 + m2δ2

1 − δ2

)

‖x‖2 . (27)

Moreover
V (n + 1, x (n + 1)) − V (n, x (n)) =

xT (n)
(

Pd(n+1) − Pd(n) − I
)

x (n) ≤ −η ‖x (n)‖2 . (28)
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So in fact the function V (n, x) satisfies the assumptions of Lemma 1 and the system
(3) is absolutely stable what ends the proof.

Example 1 Consider the following set

Σ =
{

Ai =
[−q (i) q (i)

1 0

]

: i = 1, 2, . . .

}

, (29)

where

q(i) = sin (ln (ln (i + 12)))

r
, (30)

where r > 0. Using Theorem 2 we will find the values of r such that ρ̂ (Σ) < 1. We
have

‖Ai‖ ≤ 2max |q (i)| ≤ 2

r
, (31)

therefore

a ≤ 2

r
. (32)

Moreover it is easy to estimate that

ρ (Ai ) ≤ 1

2r
+ 1

2

√

1

r2
+ 4

r
. (33)

Therefore

δ ≥ 1

2r
+ 1

2

√

1

r2
+ 4

r
. (34)

Finally, let us estimate d. Suppose that i > j . Then we have

∥

∥Ai − A j
∥

∥ ≤ |q (i) − q ( j)| . (35)

According to Lagrange theorem

|q (i) − q ( j)| = ∣

∣ f ′(c)
∣

∣ , (36)

where c ∈ (min {i, j} ,max {i, j}) and

f (x) = sin (ln (ln (x + 12)))

r
. (37)

Since
d

dx

sin (ln (ln (x + 12)))

r
=
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1

ln (x + 12)

cos (ln (ln (x + 12)))

12r + r x
, (38)

then
∣

∣ f ′(c)
∣

∣ ≤ 1

(12r + rc) ln (c + 12)
≤ 1

12r ln 12
. (39)

Combining (35) with (39) we conclude

d ≤ 1

12r ln 12
. (40)

Using (32), (34) and (40) we may estimate the right hand side of (24) as follows

2ad

(

1 + m2δ2

1 − δ2

)2

≤

4

r
− 16r + 56r t + 72

r t + 192t + 336
r + 72

r2
+ 296

12r3t − 8r2t − 12r − 10r4t + 8r5t + 2t + 2
r + 4r2 + 10r3 − 12r4 − 4r5 + 4

,

where t =
√

4
r + 1

r2
. Finally, by numerical analysis we conclude that ρ̂ (Σ) < 1 for

r > 6.4058.

3 Conclusion

In the paper we have consider two generalizations of spectral radius of a matrix:
the joint spectral radius and the joint spectral subradius. These notions deal with the
set of matrices and when the set reduces to the one element set they coincide with
the definition of the spectral radius. These quantities have found many applications,
among others in stability of switched systems. For the above-mentioned notions
we present upper bounds, which are expressed in the terms of spectral radii of the
matrices and the diameter of the considered set. Our results give a new sufficient
condition for stability of discrete linear inclusions. Finally, we have presented a
numerical example.
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AspectAnalyzer—Distributed System
for Bi-clustering Analysis

Pawel Foszner and Andrzej Polański

Abstract In this study we describe a software package accessible as standalone
application for performing various bi-clustering methods. System has already imple-
mented 5 algorithms and there is a possibility to add further. In addition to the algo-
rithms from literature, the software includes an original method developed by the
authors. System is fully distributed, and has a module to create a computer farm
consisting of the computational equipment on which this software were installed. It
also allows for creating highly efficient computational environment that will solve
wide range of problems related to bi-clustering. The software has been released to
the public on the Internet, along with extensive service organized in the form of a
blog. At the address http://aspectanalyzer.foszner.pl a ready to use installer has been
posted, along with a complete user manual. In addition, the portal allows reporting
bugs, new features, and questions about the software. All software is provided free
of charge and will include a complete, ready-to-run package.

Keywords Bi-clustering · Clustering · Data mining · Machine learning

1 Introduction

Bi-clustering is a technique for searching subsets of attributes along one dimension
that also reveals similarity for a subset of attributes along the second dimension, in
two-dimensional datasets.

There are many motivations for developing bi-clustering software environments.
They come from different areas of research, text analysis, pattern recognition, data
mining, bioinformatics. In bioinformatics when algorithms for interpreting results
of experiments with DNA microarrays are developed, bi-clustering is often used for
grouping gene expression data according to two dimensions simultaneously. The first
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dimension is given by different genes and the second one is given by different exper-
imental conditions, from analyses of genomic data, protein interactions, analysis and
annotations of gene signatures.

One can distinguish multiple classification of bi-clusters regarding to its structure
or position in data matrix. Each case may need a different approach. The task of
selecting the appropriate method requires a very good understanding of the data to
be analysed. A very difficult task is choosing the appropriate number of bi-clusters
(which is often the input parameter formany bi-clustering algorithms). The algorithm
of processing data in bi-clustering may look as presented on Fig. 1. There is a large
number of data structures, and very often algorithms from literature specialized only
in specific one.

We are never able to say with absolute certainty that we have data containing
bi-clusters of a certain structure. Therefore, the process of obtaining bi-clusters is
always an iterative process. Each iteration includes activities related to the selection of
parameters, and very often an attempt to determine the number of bi-clusters. Each of
these steps is usually performed manually by the scientist responsible on organizing
the computational experiment and on interpreting the results of data analysis.

The idea of AspectAnalyzer software is to implement all major literature algo-
rithms for data bi-clustering, features for decision support, parameters tuning and
wrap it in a user-friendly interface. The strategy of the performed research was ori-
ented towards simplifying the analysis of bi-clustering to a pipeline as simple as
possible: providing data on the input and getting the results on the output. The role
of the user in this system is limited to the loading on the input data. However, it may
also adjust the parameters used in the analysis.

Fig. 1 Bi-clustering
analysis sample workflow
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2 Related Work

There is a few papers describing software packages with bi-clustering algorithms.
Almost all were created on the occasion of a comparative analysis of the implemented
algorithms. The largest of these is the BiBench package by Kumal Eren et al. [2].
They implement a package for python linux environment that supports 12 algorithms
from the literature. Another very good and ready to use software is R-package biclust
by Sebastian Kaiser et al. [6] witch contains 7 methods.

3 Methods

Notation was taken from the paper by Madeira and Oliveira [9], where bi-cluster is
defined by a subset of rows and subset of columns from data matrix. Given the data
matrix V with set of rows (X ), and set of columns (Y ), a bi-cluster (B) is defined by
a sub-matrix (I ,J ), where I is a subset of X , and J is a subset of Y .

V = (X, Y ) (1)

V =

⎡

⎢

⎢

⎢

⎣

a11 a12 · · · a1N

a21 a22 · · · a2N
...

...
...

...

aM1 aM2 · · · aM N

⎤

⎥

⎥

⎥

⎦

Xi = [

ai1 ai2 · · · ai N
]

, Y =

⎡

⎢

⎢

⎢

⎣

a1 j

a2 j
...

aM j

⎤

⎥

⎥

⎥

⎦

(2)

Single bi-clustering experiment (R) outputs K bi-clusters, where K is a number
which, depending on the algorithm used, can be a parameter given by the user, or the
number formed as a result of executing the selected method.

3.1 Literature Methods

At the moment AspectAnalyzer has 7 different methods available. 6 algorithms from
literature and 1 ensemble method developed by author. The system architecture joins
these algorithms in the form of modules. It is open to the new algorithms, and the
following describes those that work at the present time.

Non-negative Matrix Factorization. A very wide range of algorithms are algo-
rithms based on data matrix decomposition. In such methods data matrix (A) is
factorized into (usually) much smaller matrices. Such a distribution, because of
the much smaller matrices is much easier to analyse, and the obtained matrices
reveal previously hidden features. These algorithms are often called NMF algo-
rithms. NMF stands for non-negative matrix factorization. Two efficient algorithms
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were introduced by Seung and Lee [7]. First minimize conventional least square
error distance function and second generalized Kullback-Leibler divergence. Third
and last from this group is algorithm that slightlymodify the second approach.Author
[10] introduce smoothing matrix for achieving a high degree of sparseness, and bet-
ter interpretability of the results. Data matrix in this techniques is factorized into
(usually) two smaller matrices:

A ≈ W H (3)

Finding the exact solution is computationally very difficult task. Instead, the existing
solutions focus on finding local extrema of the function describing the fit of themodel
to the data.AspectAnalyzer implements five algorithmsbasedonnon-negativematrix
factorization:

• PLSA witch stands for Probabilistic Latent Semantic Analysis. Introduced by
Thomas Hoffman [4], and based on maximizing log-likelihood function. For this
purpose author use Expectation-Maximization algorithm [1].

• Based on minimization of Least Square Error distance function

‖A − W H‖2 =
∑

i j

(Ai j − W Hi j )
2 (4)

• Based on minimization of Kullback-Leibler divergence

D(A || W H) =
∑

i j

(Ai j log
Ai j

W Hi j
− Ai j + W Hi j ) (5)

• Based on minimization of non-smooth Kullback-Leibler divergence.

D(A || W SH) =
∑

i j

(Ai j log
Ai j

W SHi j
− Ai j + W SHi j ) (6)

S = (1 − θ)I + θ

q
11T (7)

• FABIA [3] which is like PLSA variation on Expectation-Maximization algorithm.

Graph algorithms QUBIC stands for QUalitative BIClustering algorithm. It was
proposed by Guojun Li et al. [8] as very efficient algorithm for analysis of gene
expression data. Authors proposed weighted graph representation of discretized
expression data. The expression levels are discretized to the ranks. Their number
is determined by the user through the parameters of the algorithm. Number of ranks
is essential and strongly affects the results. The algorithm allows two types of ranks.
The positive (for up-regulating genes) and negative sign (for down-regulating genes).
The vertices of the graph represent genes. The edges between them have weight to
reflect the number of conditions for which they have the same rank. After building
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the graph bi-clusters are find one-by-one. Starting from single heaviest and unused
edge as seed, algorithm iteratively add additional edges until its violates pre-specified
consistency level.

3.2 Consensus Method

For the purpose of ensemble methods there is need for algorithm to finding cor-
responding bi-clusters between different results. Jaccard Index can be applied to
comparison of single bi-clusters. When combined with the Hungarian algorithm
(also known as Munkres algorithm) can be expanded to use for comparing different
results or methods. This quality index called “consensus score” was taken from paper
by S. Hochreiter et al. 2010 [3]. Algorithm is as follows:

• Compute similarities between obtained bi-clusters and known bi-clusters from
original set (assuming that the bi-clusters are known), or similarities between
clusters from first and second result sets.

• Using Munkers algorithm assign bi-clusters of the one set to the bi-clusters from
the other one.

• Divide the sum of similarities of the assigned bi-clusters as emphasized number
of bi-clusters of the larger set.

Such approach finds assignments witch maximize following function S:

S(R1, R2) =
K

∑

l=1

SJac(B1
l , B2

l ′) (8)

where R1 and R2 are two independent bi-clustering experiments and B1
l and B2

l ′ are
pairs of bi-clusters such that B1

l is l’th bi-cluster from result R1 and B2
l ′ is bi-cluster

corresponding to it from result R2.
This algorithm described above applies to matching bi-clusters of two results. In

the general case, there is need to be able to match the bi-clusters between N results.
Finding an optimal solution in matching N results comes down to the analysis of in
N -dimensional space. But it can be safely assumed that bi-clustering experiments
which are carried out on the samedatawith the similar number of bi-clusters should be
similar to each other. Therefore, in order to minimize the computational complexity,
the problem can be reduced to a two dimensional space. Rather than representing the
cost matrix as a cube in three dimensional space (R3) or hypercube in general case
in n-dimensional space (Rn) more reasonable from complexity points of view will
be putting results in a series. In this method, data is presented as N − 1 connected
bipartite graphs and N − 1 Munkres assignments are performed. Function which it
minimizes simplifies a little and looks like this:
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S2D(R1, . . . , RN ) =
K

∑

l=1

(SJac(B1
l , B2

l ′)+SJac(B2
l ′, B3

l ′′)+· · ·+SJac(B N−1
l N−2 , B N

l N−1))

(9)
where B1

l is l’th bi-cluster from result R1 and B2
l ′ is bi-cluster corresponding to it from

result R2. Next B3
l ′′ is a bi-cluster from result R3 corresponding to bi-cluster B2

l ′ . And
so on. Hungarian algorithm is performed on first pair of results. Then, the third result
is added, and Hungarian algorithm is performed between the second and third. The
procedure is repeated until all the results will be added. Function S2D(R1, . . . , RN )

is from range:

0 � S2D(R1, . . . , RN ) � K ∗ (N − 1) (10)

The upper values the function S2D denote the number of assignments (execution of
the Hungarian algorithm) that should be done to assess the quality of the overall fit.
Value of K ∗ (N − 1) (bi-clusters are compared only within neighbouring results) is
usually much smaller than K ∗ (N

2

)

(all bi-clusters in the group are compared with
each other), and the quality of this approach can be a bit lower than the general
approach because it search a local minimum.

After performing Hungarian algorithm on each pair of neighbouring results, K
“chains” of bi-clusters are obtained. Each consisting of N bi-clusters derived from
the one of N results. This final assignment is in depended mainly by placement
of results—the sequence is crucial, but not always. If all the results are very much
similar to each other—then the order may not be relevant, and the solution is then
optimal. Consensus algorithm is as follows:

• Using a generalized Hungarian algorithm assign bi-clusters from all methods so
as to form K sets, each consisting of N bi-clusters,

• Compute for each bi-cluster a ACV quality index [11],
• In each k’th set, remove bi-clusters with quality index below certain threshold T1
(parameter set by the user or computed automatically),

• For each k’th set compute average quality index, and remove whole set if its value
is below certain threshold T2 (optional parameter set by the user or computed
automatically),

• For each k’th set compute average ni,k (number for i’th attribute, denotes the
number of bi-clusters in set k, in which attribute is present), and remove whole
set if its value is below certain threshold T3 (optional parameter set by the user or
computed automatically),

• Match the weight to each attribute i from bi-cluster j taken from set k, such that:

Wi,k =
ni,k +

Qi,k−min
k

Qk

max
k

Qk−min
k

Qk
∗ N

2
(11)
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Where:

– ni,k—number for each i’th attribute, denotes the number of bi-clusters in set k,
in which attribute is present.

– Qi,k—average value of quality index of bi-clusters in k’th set, which contains
attribute i’th.

– min
k

Qk—minimum value of quality index in k’th set.

– max
k

Qk—maximum value of quality index in k’th set

– N—number of results/elements in sets.

• Set P = N ,
• For every set representing single bi-cluster:

– Select only those attributes, for witch value of Wi,k is equal or greater than P .
– If number of attributes in bi-cluster are equal or greater thanMinC and/or quality
of bi-cluster is equal or greater than MinQ, than stop, otherwise go to 3.

– Decrease P , and go to step 1.

4 Software

Its distributed system written in C# programming language and .NET Framework.
It has implemented several algorithms taken from literature and consensus methods
described in this thesis. Graphical user interface is based on Windows Presentation
Foundation (Fig. 2). Communication within program and within different instances
of AspectAnalyzer on different nodes is based on Microsoft MSMQ queues and all
mathematical computation are done using ILNumerics [5].

Fig. 2 AspectAnalyzer main windows
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Fig. 3 AspectAnalyzer node manager panel

Thanks to the use of the database not integrated with the program, there is an
opportunity to build a distributed system. It is possible to run many instances of
AspectAnalyzer on a different nodes, different location etc. All instances can be set
to master-slave model in which one instance is master node, and all others should be
in slave mode. All nodes report to master every 5 s with information about current
load, completeness of current tasks etc. Master node can manage remotely by send-
ing specific instructions to slave-node using its IP address. Using Node Manager
panel shown on Fig. 3 user can specify tasks, define experiments and system will
automatically balance those jobs over running instances taking into account current
load, number of cores, etc. Remote steering has the same abilities as normal one, and
whole communication is done using MSMQ, so only one limitation is that ports on
nodes IP should by open between every slave node and master node.

Using result view user is able to browse over results stored in database. Main
window shows only general view with list of data matrices and summary number
of results for it. Double click on matrix results with loading it to main screen and
options with defining bi-clustering experiments. Other way is to clicking “chart
and notes” icon which for the selected matrix displays in the table a more detailed
summary. It contains results grouped by method and number of bi-clusters with
average, minimum andmaximum value of divergence function (if such function exist
for selected method). The third level of nesting, available under an icon mentioning
above, is a view of the individual results.

Whole system is based on free and widely available components as ready to
use installer posted public on dedicated website http://AspectAnalyzer.foszner.pl/.
Project site in addition to the installation version of the program itself also contains
a comprehensive description and user manuals. Is organized in the form of a blog on
which are published up to date information about changes and new versions.

http://AspectAnalyzer.foszner.pl/
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5 Distributed Computations

AspectAnalyzer software is able to create network for distributed computations. For
this purpose, on all computers that will serve as network nodes, user should install
the AspectAnalyzer software. For the network to work properly there should be one
master node and at least one slave nodes (the more the better). For each instance of
slave, user should set the IP address of the master in its configuration. Master node
will configure automatically when the slave nodes start report. Example Network
with four slave nodes is shown on Fig. 4.

Slaves nodes report about their status every 5 s (how many and which jobs are in
the queue). These are very short messages with information about the current load.
This is handled by the MSMQ queues, and does not significantly affect the system
performance. The master node allocate new tasks based on (1) the quantity of jobs
in the slaves queue, and (2) the size of these tasks (data matrix size). The whole
process, user can keep track via the “Node Manager” panel (shown on Fig. 3). In
addition to the informational value of this panel, it also allows to exclude the node
from the network and/or stop the tasks that are being performed on it.

Configuration of distributed computing is possible only with the external database
(Microsoft SQL Express 2008 or grater). The results obtained by slave nodes are
entered by them directly to the base (the address of which is given in the configuration
of each).

Fig. 4 (1) Master—(2)
Slaves network created by
AspectAnalyzer
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6 Conclusions

The advantages of AspectAnalyzer software over the related work are:

• This is a ready-to-use software package witch does not require external depen-
dencies, (such as “BiBench” where each module user must find and compile by
himself, or “biclust” package where user must handle R-dependencies)

• Consensus algorithms
• Significant time optimizations by using fast libraries for mathematical calculations
(ILNumerics).

The software has been released to the public on the Internet, along with extensive
service organized in the formof a blog.At the address http://aspectanalyzer.foszner.pl
was posted ready to use installer, along with a complete user manual. In addition, the
portal allows report bugs, new features, and questions about the software. Will be
published also detailed information about current and planned versions. All software
is provided free of charge and will include a complete, ready-to-run package.

Acknowledgments Theworkwas performedusing the infrastructure supported byPOIG.02.03.01-
24-099/13 grant:“GeCONiI—Upper Silesian Center for Computational Science and Engineering”.
A.P. was supported by NCN Opus grant UMO-2011/01/B/ST6/06868.

References

1. Dempster, A.P., Laird, N.M., Rubin, D.B.: Maximum likelihood from incomplete data via the
em algorithm. J. R. Stat. Soc. 39(1), 1–38 (1977)

2. Eren, K., Deveci, M., Kucuktunc, O., Catalyurek, U.V.: A comparative analysis of biclustering
algorithms for gene expression data. Brief. Bioinform. 42(9), 279–292 (2012)

3. Hochreiter, S., Bodenhofer, U., Heusel, M.: Fabia: factor analysis for bicluster acquisition.
Bioinformatics 26(12), 267–280 (2008)

4. Hofmann, T.: Unsupervised learning by probabilistic latent semantic analysis. Mach. Learn. J.
42(1–2), 177–196 (2001)

5. ILNumerics GmbH: Ilnumerics—computing and visulaization engine. http://ilnumerics.net/
6. Kaiser, S., Leisch, F.: A toolbox for bicluster analysis in r. department of statistics. Technical

report 28, Ludwig Maximilians Unversitat Munchen (2008)
7. Lee, D.D., Seung, H.S.: Algorithms for non-negative matrix factorization, pp. 556–562. In:

NIPS 2000, Denver, USA (2000)
8. Li, G., Ma, Q., ang, A.H. Paterson, H.T., Xu, Y.: Qubic: a qualitative biclustering algorithm

for analyses of gene expression data. Nucleic Acids Res. 37(15) (2009)
9. Madeira, S.C., Oliveira, A.L.: Biclustering algorithms for biological data analysis: a survey.

IEEE Trans. Comput. Biol. Bioinform. 1(1), 24–45 (2004)
10. Pascual-Montano, A., Carazo, J.M., Kochi, K., Lehmann, D., Pascual-Marqui, R.D.: Non-

smooth non-negative matrix factorization. IEEE Trans. Pattern Anal. Mach. Intell. 28(3), 403–
415 (2006)

11. Teng, L., Chan, L.: Discovering biclusters by iteratively sorting with weighted correlation
coefficient in gene expression data. J. Signal Process. Syst. 50(3), 267–280 (2008)

http://aspectanalyzer.foszner.pl
http://ilnumerics.net/


Algorithm for Finding Zero Factor
Free Rules

Grete Lind and Rein Kuusik

Abstract Class detection rules are mostly used for classifying new objects. Another
possible usage is to describe a set of objects (a class) by the rules. Determinacy
Analysis (DA) is a knowledge mining method with such purpose. Sets of rules are
used to answer the questions “Who are they (objects of the class)?”, “How can
we describe them?”. Rules found by different DA methods tend to contain some
redundant information called zero factors. In this paper we show how zero factors
are related to closed sets and minimal generators. We propose a new algorithm
that extracts zero-factor-free rules and zero factors themselves, based on finding
generators. Knowing zero factors gives to the analyst important additional knowledge
for understanding the essence of the described set of objects (a class).

Keywords Determinacy analysis · Rule · Zero factor · Minimal generator

1 Introduction

The problem that will be solved in this paper has arisen from the method called
Determinacy Analysis (DA) which belongs to machine learning field.

There are two directions (subtasks) in machine learning. Direction 1—the main
task is a Classification task: to find rules for classification of unknown object(s)
on the basis of learning examples. Direction 2—Data Analysis and Data Mining
task: to use the found rules for describing the class under analysis answering the
questions: “Who are they (objects of the class)?”, “How can we describe them?”,
“What distinguishes them from others?”.

The best representative of direction 2 is a method called Determinacy Analysis
[3, 4] that presents an original methodology for answering these questions. DA
outputs the accurate and complete rule system in the form of rules “IF X THEN

G. Lind (B) · R. Kuusik
Department of Informatics, Tallinn University of Technology, Tallinn, Estonia
e-mail: grete.lind@ttu.ee

R. Kuusik
e-mail: rein.kuusik1@ttu.ee

© Springer International Publishing Switzerland 2016
A. Gruca et al. (eds.), Man–Machine Interactions 4, Advances in Intelligent
Systems and Computing 391, DOI 10.1007/978-3-319-23437-3_36

421



422 G. Lind and R. Kuusik

Class” so that each object is covered by one rule at most. All extracted rules cover
only the set of objects under analysis. Now the analyst can describe the set of objects
under analysis and also determine what is specific for the class and what separates
different classes. If the description is not good enough he/she can change the order
of attributes or add new ones.

Problem. Extracted rules consist of several factors (certain attributes with certain
values) and the question is which of them are themost important andwhich are super-
fluous, giving no additional knowledge. For example, if a rule contains two factors:
(an attribute) “Are you living in the countryside?” with a value “Yes”, and (another
attribute) “Do you have cows?” with a value “Yes”, then the first attribute makes
no sense, it is redundant because having cows means that one lives in the country.
Consequently, it means that the first factor is an inessential factor (a zero factor)
because it does not include any new knowledge for the researcher. The question is
how we can avoid such (zero) factors.

DA has an approach how to ascertain zero factors, but this is hindsight. The factors
are added into the rules one by one, but we cannot say at the moment of addition
whether a certain factor remains essential after adding the next one(s). Therefore
the analyst has to measure the influence of every factor regarding all other factors
in the final rule. Different orders of factors tend to give different results consisting
of different sets of rules (the approach is presented in Sect. 2.2). It is not realistic to
measure the results of all different orders of attributes and it means that this approach
is unusable. The task is to elaborate a simple way to avoid zero factors for extracting
zero factor free rules.

Next we present a brief description of determinacy analysis in order to understand
its essence and then explain the idea for extracting zero factor free rules.

2 Description of Determination Analysis

2.1 Definitions

Definitions are given according to [3, 5].
The idea behind DA is that a rule can be found based on the frequencies of

joint occurrence or non-occurrence of events. Such a rule is called determinacy
or determination and the mathematical theory of such rules is called determinacy
analysis [4].

If it is observable that an occurrence of X is always followed by an occurrence
of Y, it means that there exists a rule “If X then Y”, or X→Y. Such correlation
between X and Y is called determination (from X to Y). Here X is the determinative
(determining) and Y is the determinable.

The determinative (X) consists of one or more factors. A factor is an attribute with
its certain value. Each attribute can have many different discrete values and gives as
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many different factors as many different values it has. Factors coming from the same
attribute are not contained in the same X.

Each rule has two characteristics: accuracy and completeness.
Accuracy of determination X→Y shows to what extent X determines Y. It is

defined as the proportion of occurrences of Y among the occurrences of X:

A(X → Y ) = n(XY )/n(X) (1)

where
A(X→Y) is the accuracy of determination,
n(X) is the number of objects having feature X and
n(X Y) is the number of objects having both features X and Y.

Completeness of determination X→Y shows which part of cases having feature
Y can be explained by determination X→Y. It is the percentage of occurrences of
X among the occurrences of Y:

C(X → Y ) = n(XY )/n(Y ) (2)

where
C(X→Y) is the completeness of determination,
n(Y) is the number of objects having feature Y and
n(X Y) is the number of objects having both features X and Y.

Both accuracy and completeness can have values ranging from 0 to 1.A value of
1 shows maximum accuracy or completeness, 0 means that the rule is not accurate
or complete at all. A value between 0 and 1 shows quasideterminism.

If all objects having feature X also have feature Y then the determination is
(maximally) accurate. In case of accurate determination A(X→Y) = 1 (100%).

The majority of rules are not accurate. In case of inaccurate rule A(X→Y) < 1.
In order to make a determination more (or less) accurate, complementary factors

are added to the left part of the rule. Adding factor Z into the rule X→Y, we get the
rule XZ→Y, adding factor W to the rule XZ→Y, we get the rule XZW→Y etc.

The contribution of factor Z to the accuracy of the rule XZ→Y is measured by
the increase of accuracy ΔA(Z) caused by addition of factor Z into the rule X→Y:

ΔA(Z) = A(X Z → Y ) − A(X → Y ) . (3)

The contribution to accuracy can range from −1 to 1.
If ΔA(Z) > 0 then Z is a positive factor. Adding a positive factor makes the rule

more accurate, sometimes the resultant rule is (maximally) accurate. If ΔA(Z) < 0
then Z is a negative factor. Adding a negative factor decreases the rule’s accuracy,
some-times down to zero. If ΔA(Z) = 0 then Z is a zero (or inessential) factor.
Adding a zero factor does not change the rule’s accuracy. An accurate rule contains
no negative factors, all factors are positive or zero factors.A rule consisting of positive
factors only, is called a normal rule.
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If C(X→Y) = 1 (100%) then the rule X→Y is (maximally) complete. It means
that Y is always explained by X. In case of an incomplete rule C(X→Y) < 1, X
does not explain all occurrences of Y.

The contribution of factor Z to the completeness of the rule XZ→Y is measured
by the increase of completeness ΔC(Z) by addition of factor Z into the rule X→Y:

ΔC(Z) = C(X Z → Y ) − C(X → Y ) . (4)

The contribution of whatever factor to completeness is negative or zero.
A set of rules is called a system of rules and characterized by average accuracy,

summarized completeness and summarized capacity (the number of objects/cases
covered by rules). A system is called complete if its completeness is 1. A system is
called accurate if its accuracy is 1.A system is accurate when all of its rules are
accurate.

2.2 Example of DA

DA enables to find different sets of rules, depending on the order of inclusion of the
attributes into the analysis. Attributes (factors) are added into (the left sides of) the
rules (X) one by one in a given order. If a rule is accurate it will not be expanded by
adding the next factor. At the same time non-accurate rules will acquire next factors
until they become accurate (or there is no more attributes to add). This way a set of
non-overlapping rules of different length (called rank) is obtained. If there are no
contradictions in the data, then the result covers all objects of the observable class.

Next we give an example of two different sets of rules obtained with different
orders of attributes. We use the well-known Quinlan’s data set (of eight people
characterized by height, hair color and eye color [10]—see Table1) and describe
(the people belonging to) the class “-” by accurate rules.

Table 1 Quinlan’s table Height Hair Eyes Class

tall dark blue +
short dark blue +
tall blond blue −
tall red blue −
tall blond brown +
short blond blue −
short blond brown +
tall dark brown +
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If the order is: (1) Hair, (2) Eyes, (3) Height; then we get:

• A1: Hair.red → Class.– (C = 1/3);
• A2: Hair.blond & Eyes.blue → Class.– (C = 2/3).

For the order (1) Height, (2) Hair, (3) Eyes; the set of rules is as follows:

• B1: Height.tall&Hair.red → Class.– (C = 1/3);
• B2: Height.short&Hair.blond&Eyes.blue → Class.– (C = 1/3);
• B3: Height.tall&Hair.blond&Eyes.blue → Class.– (C = 1/3).

An algorithm for the presented “step by step” approach is given in [7].

2.3 The Task of DA

As the author of DA Chesnokov states, the main task is to find maximally accurate
and complete systems of rules [5]. If wewant to get rid of redundant information (like
“living in the countryside” in case of “having cows”) then the left side of the rules
has to contain only such factors that make a rule more accurate than it was without
them, i.e. positive factors. As shown in [8] it is not easy to avoid them: “The fact that
some factor has a positive impact on the accuracy at the moment it is added into the
rule does not guarantee that the factor retains its positiveness” after the addition of
the next one(s).

It means that in case of another order a certain factor may be left out of nearly the
same rule because actually it is a zero (inessential) factor in the itemset (conjunction
of factors) that defines a class.

If we analyze the presented accurate rule systems extracted by DA (see Sect. 2.2),
we can see that the first system is free of zero factors: A1 consists of one factor only;
in A2 both factors are necessary for detecting a class, neither factor alone gives an
accurate rule. In the second rule system all 3 rules contain zero factors: Height.tall
in B1; Height.short in B2; and Height.tall in B3. As we can see the attribute Height
is not needed for determining class “-”, but we do not know it in advance.

DA cannot automatically identify which factors in the rule are zero factors and
there is no possibility to generate all rule systems based on the entered set of
attributes—these are the main weaknesses of the method. We try to solve both prob-
lems.

Identification of zero factors would give a possibility to foreshorten rules. Identi-
fied zero factors that have to be left out from the left side of the rule can be moved
to the right side—the conclusion part.

Instead of generating all possible different systems of rules our solution is to find
all zero-factor-free rules that is a suitable basis for forming different (accurate and
complete) systems of rules.

Next we will show that it is possible to recognize and avoid zero factors (from the
left sides of the rules) and explain how to do it.
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3 Theoretical Foundations

In this section we introduce different types of zero factors, the concepts of generator
and closed set and show their relations to DA rules.

3.1 Different Types of Zero Factors

We have found that there are two types of zero factors:

1. the ones with zero contribution to the completeness (ΔC = 0) that do not change
the rule’s coverage (set of covered objects) and frequency (the number of objects
it covers) and

2. the ones with negative contribution to the completeness (ΔC < 0) that decrease
the rule’s frequency.

We will call them zero-zero factors and zero-negative factors, accordingly. Recall
that zero factor means a factor with zero contribution to the accuracy (ΔA = 0), so
the accuracy of the rule does not change in either case.

“Living in the countryside” in case of “having cows” is an example of a zero-zero
factor (if everyone who has cows lives in the country).

Also Height.tall in the rule B1 (with completeness 1/3) is a zero-zero factor,
because the rule without it (A1) has the same completeness (both rules cover exactly
the same objects). Height.short in B2 and Height.tall in B3 are zero-negative factors.
If either of them is added into the rule A2 then the completeness of the rule decreases
from 2/3 to 1/3. This negative difference (1/3 − 2/3) is the factor’s contribution to
the rule’s completeness.

3.2 Closed Sets and Generators

In frequent itemset mining an item is a binary attribute that can be either present or
not in a transaction (a database record). For example, in market basket databases the
items represent purchased goods. Extending the concept to multi-valued attributes,
an item is a certain attribute with a certain value from the set of different possible
values for that attribute. For example, in case of a market basket database, instead
of “bread” there can be either “black bread” or “white bread” (i.e. attribute “bread”
with either value). Such an item corresponds to a DA factor.
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A closed (item)set is the maximal set of items common to a set of objects [9],
it has no superset with the same support (i.e. frequency) [13]. Adding whichever
item decreases its coverage and frequency. For example, one of the closed sets in
Table1 is Hair.blond&Eyes.blue&Class.- with frequency 2. If we add Height.short
or Height.tall to this itemset, then the frequency changes and the resultant itemset is
not the same closed set anymore.

A closure is the smallest (minimal) closed itemset containing the given itemset [2]
i.e. the itemset’s maximal superset with the same frequency. For example, the closure
of Hair.red (frequency = 1) is Height.tall&Hair.red&Eyes.blue&Class.- (frequency
= 1). A closed set is the same as its closure.

A (minimal) generator of a closed set is an itemset with the same closure and with
no proper subsets with the same closure [1]. Taking away whichever item increases
its coverage (and frequency). For example, Hair.blond&Eyes.blue with frequency 2
is a generator of the closed set Hair.blond&Eyes.blue&Class.- with a frequency of
2. Taking away either Hair.blond or Eyes.blue from the generator gives us an itemset
with bigger frequency and thus with different closure.

If the number of items in a closed set and its generator differs more than by
one then also the sets between the minimal generator and the closed set can be
used for generating a closed set and can be called generators (for example, itemsets
between Hair.red and Height.tall&Hair.red&Eyes.blue&Class.-). However, mostly
“generator” means the minimal generator.

A closed set can have more than one minimal generator. For example, the closed
set Hair.blond&Eyes.blue&Class.- has two (minimal) generators: Hair.blond&
Eyes.blue and Hair.blond&Class.-.

A closed set or a generator is said to be frequent if its frequency is more than
or equal to a given threshold. If the frequency threshold is 2, then Height.tall&
Hair.red&Eyes.blue&Class.- and its generators are infrequent (frequency = 1);
Hair.blond&Eyes.blue&Class.- and its generators are frequent (frequency = 2).

3.3 Relations

A closed set is the maximal set of items common to a set of objects and its (minimal)
generator is a minimal set of items common to that set of objects. Between the
closed set and its generator there are such items, the addition or removal of which
does not change the coverage and frequency of the itemset. Those items are similar
to zero-zero factors that do not change either the accuracy or the completeness of
the DA rule. Just the class-belonging usually is not observed in case of closed sets.
Consequently, in order to avoid zero-zero factors the left side of the rule has to be a
minimal generator.
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Minimal generators do not contain zero-zero factors, but they can contain zero-
negative factors. For example, the generator Height.tall&Hair.blond&Eyes. blue
determines Class.- (i.e. rule B3: Height.tall&Hair.blond&Eyes.blue→Class.-), but
Height.tall is a zero-negative factor, because Hair.blond&Eyes.blue is enough to
determine Class.- (rule A2: Hair.blond&Eyes.blue→Class.-). Height. tall decreases
the rule’s completeness by 1/3 (from 2/3 to 1/3). Thus, if a generator produces a rule
(generator→ class) then the rules with super-generators of that generator contain
zero-negative factors and are redundant.

Therefore, for class detection we need such (minimal) generators that define a
class and have no such subset that defines a class.

4 Zero Factor Free DA

Fromminimal generators that define a class, we can build rules IFminimal-generator
THEN class (min-gen→ class). In this case we get rules with zero-factor-free (ZFF)
left sides and therefore we call our approach Zero Factor Free DA (ZFF DA).

Next we present an algorithm for producing zero-factor-free rules—a set of accu-
rate normal rules. Additionally, it can output rules where zero-zero factors are on the
right side (min-gen→ zero-factors)—association rules. The algorithm is based on
finding generators. For each generator it is possible to make sure whether it defines
a class and also to detect the difference with its corresponding closed set (i.e. zero-
zero factors). Finding of all needed generators is guaranteed. The majority of their
unwanted supergenerators (containing zero factors) can be avoided, the remaining
part is excluded by compression of the initial result (after the main algorithm).

4.1 Description of the Algorithm

This is a depth-first search algorithm that makes subsequent extracts of objects con-
taining certain factors. From the root to the leaves (of search tree), the frequencies of
extracts always decrease. Each extract is determined by a generator. Each generator
is found only once.

The algorithm uses frequency tables that show for each attribute the frequencies
of all its possible values (in the set of objects for which it is found).

Frequencies (in the frequency table) can be equal to or smaller than the current
(“leading”) frequency (the number of the objects in the current extract). Equal fre-
quency shows that all objects of the extract contain that factor. For each attribute,
there can be at most one frequency equal to the leading one, in such case all other
frequencies for that attribute are zeroes. Factors with such frequency are zero-zero
factors (in the current extract).



Algorithm for Finding Zero Factor Free Rules 429

Detecting whether the generator determines a class is analogous. If for the class
attribute one value has a frequency equal to the leading one (and others are zeroes),
then all objects of the extract belong to that class.

In order to prevent finding supergenerators (subrules) of the current generator
(rule) the algorithm backtracks after detecting a class. Only such supergenerators
can be avoided that are not found yet.

If no class was detected (objects of the extract belong to different classes) then
the next factor to be included into the generator (left side of the rule) is selected
by the frequency (from the frequency table). Its frequency has to be smaller than
the frequency of the current extract and bigger than or equal to the given frequency
threshold. The first condition prevents the inclusion of zero-zero factors (of the
current extract), the second one is usual in mining frequent sets and rules. In order
to find minimal generators only (not the ones between a minimal generator and
closed set), theminimal one of suitable frequencies is chosen. However this condition
does not guarantee that the next generator is always minimal, but usually it is. If
there is more than one factor with such frequency, just one of them is selected. The
chosen factor together with the previously selected factors of the same branch forms
a generator and determines a narrower (than the current) set of objects.

In order to avoid repeatedly finding already found generators, the frequency of
the selected factor (the “leading” factor) is set to zero in the current frequency table.
Before selecting the next leading factor, those zeroes are “brought down” from the
frequency table of the previous level to the current level (except for the initial level).

The following notation is used in pseudocode of the algorithm:
attr—number of attributes (excluding class);
X0—initial data table (objects*(attr+class));
t—number of the step (or level) of the recursion;
Xt—set of objects (extract) at level t;
FTt—frequency table for a set Xt;
gent—generator at level t;
zf—zero factors (regarding gent);
noclass—the truth-value of whether the class is detected for gent;
gclass—class value of gent;
V—“leading” frequency i.e. frequency of extract;
minfr—frequency threshold (minimal allowed number of covered objects);
Factors are given as valueattribute;
Assignments are indicated by “←” (“=” is for comparison).
The pseudocode of the algorithm is given below (Algorithm 1).
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Algorithm 1
Given: X0 , minfr>0
A1. t←0 ; gen0 ←{}
A2. find FT0
A3. FOR EACH factor h f =1,··· ,attr ∈FT0 with frequency V=min FT0[h f ]≥minfr
DO
A4. FT0[h f ]←0
A5. make_extract(t+1; h f ; V)

NEXT
End of Algorithm
PROCEDURE make_extract(t; h f ; V)
B1. gent ←gent−1∪ h f
B2. zf←{} ; gclass←0 ; noclass←true
B3. separate submatrix Xt ⊂Xt−1 such that Xt={Xij∈Xt−1| X.f=h f }
B4. find FTt
B5. FOR EACH empty position p (p∈1,· · ·,attr) in gent DO
B6. IF exists value h such that FTt[hp]= V THEN
B7. zf←zf∪hp

ENDIF
NEXT

B8. IF exists value clv such that FTt[clvcl]= V THEN
B9. gclass←clv ; noclass←false

ENDIF
B10. output gent, zf, gclass, V
B11. IF noclass AND V>minfr THEN
B12. ZeroesDown(t)
B13. FOR EACH hu=1,··· ,attr ∈FTt with frequency V2=min FTt[hu]≥minfr and
V2<V DO
B14. FTt[hu]←0
B15. make_extract(t+1; hu; V2)

NEXT
ENDIF

END PROCEDURE
PROCEDURE ZeroesDown(t)
C1. FOR EACH factor hu=1,··· ,attr ∈FTt with frequency > 0 DO
C2. IF FTt−1[hu]=0 THEN FTt[hu]←0

NEXT
END PROCEDURE

The initial data table X0 and the frequency threshold minfr are given. The main
program starts with initial assignments for a level of recursion t and the empty
generator gen0 (step A1). Next the frequency table FT0 for X0 is found (A2). In
step A3 each factor with a suitable frequency (≥minfr) is chosen as a leading factor
(for inclusion into generator) in ascending order (by frequencies). The frequency of
the leading factor hf is set to zero in the frequency table FT0 (A4) and an extract by
hf is made (A5).

While the main program makes extracts from initial data, the recursive procedure
make_extract handles all deeper levels. It starts with evaluating the current generator
gent (B1) and giving initial values for the set of zero factorszf, class valuegclass
of current generator and truth-value noclass for indicating whether the class is
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found (B2). Next the subset of objects Xt is extracted by the leading factor hf (B3)
and the corresponding frequency table FTt is found (B4). Step B5 goes through all
empty positions (attributes without value) in current generator gent (as a vector)
and B6 searches for the value (of that attribute) with frequency equal to the leading
one V. If one exists, it is a zero-zero factor (regarding gent) and it is included into
the set of zero factors zf (B7). In B8 a similar check is made for class attribute.
If equal frequency is found, then the generator gent determines a class and in B9
its class value gclass and indicator noclass are evaluated accordingly. In step
B10 the generator is outputted together with its frequency, possible zero factors and
class. Several conditions may be applied to decide whether to output the current
generator or not—this is a possibility to leave out generators without a class and/or
without zero factors (or without new zero factors at that level). If zf is not empty,
the rule IF gent THEN zf can be produced. If class was detected then the rule
IF gent THEN gclass can be produced.

Step B11 checks the suitability of making a subsequent extract. If a class is not
found (noclass=true), then there is hope to detect it by a longer generator(s).
If the frequency V is above the threshold minfr, then there is a possibility to find
frequency that is <V and ≥minfr. If that check gives a positive result, then the
zeroes from the frequency table of the previous level are “brought down” (B12).
The procedure ZeroesDown goes through the current frequency table and for each
factor with a frequency over zero (C1) its frequency at the previous level is checked
(C2). If the latter is zero, then the factor gets a zero frequency at the current level as
well (C2).

Step B13 goes through all factors that are suitable for subsequent extract i.e.
with frequency smaller than the leading one (in order to prevent including zero-zero
factors) and greater than or equal to the given frequency threshold minfr. Again
the order is ascending. The frequency of selected next factor hu is set to zero (B14)
and recursive call to procedure make_extract is made with new leading factor
hu and its frequency V2 (B15).

4.2 Example

In the following examplewe use data from [11], given in Table2. The data set consists
of 14 objects described by four attributes and class.

With the frequency threshold 2 the algorithm finds 39 generators. The result
contains 11 generators with class (suitable for producing rules IF generator THEN
class) and 6 generators with zero factor(s) (suitable for producing rules IF generator
THEN zero-factors); 2 generators have both. 24 generators have neither. Of course, it
is possible not to output them.Also it is possible filter out (or not to output) generators
without class or generators without zero factors.

After the compression 6 generators are left for Class “P”, listed in Table3.
For each listed (minimal) generator (in Table3) we get a zero-factor-free class

detection rule (IF minimal generator THEN class). For example, from G5 we can
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Table 2 Initial data table

Obj Ou(tlook) Te(mperature) Hu(midity) Wi(ndy) Cl(ass)

1 sunny hot high false N

2 sunny hot high true N

3 overcast hot high false P

4 rain mild high false P

5 rain cool normal false P

6 rain cool normal true N

7 overcast cool normal true P

8 sunny mild high false N

9 sunny cool normal false P

10 rain mild normal false P

11 sunny mild normal true P

12 overcast mild high true P

13 overcast hot normal false P

14 rain mild high true N

Table 3 Minimal generators of class “P” and corresponding generator-based rules

Minimal generator Rule IF minimal generator THEN class

Rule IF minimal generator THEN zero-factor(s)

G1 Ou.overcast IF Outlook.overcast THEN Class.P

G5 Te.cool&Wi.false IF Temperature.cool&Windy.false THEN Class.P

IF Temperature.cool&Windy.false THEN Hu.normal

G13 Ou.sunny&Hu.normal IF Outlook.sunny&Humidity.normal THEN Class.P

G24 Ou.rain&Wi.false IF Outlook.rain&Windy.false THEN Class.P

G26 Te.mild&Hu.normal IF Temperature.mild&Humidity.normal THEN Class.P

G38 Hu.normal&Wi.false IF Humidity.normal&Windy.false THEN Class.P

conclude: IFTemperature.cool&Windy.false THENClass.P. Such a conclusion holds
in the given data set (Table2).

Generator G5 has a zero factor also, this gives an association rule (IFminimal gen-
erator THEN zero-zero factors): IF Temperature.cool&Windy.false THEN Humid-
ity.normal. It means that Temperature.cool&Windy.false is always accompanied by
Humidity.normal. From the viewpoint of the data analysis task it shows that Class
is “P” in case of objects which contain factors Temperature.cool&Windy.false&
Humidity.normal, their essence is determined by the factors Temperature.cool&
Windy.false, but not by Humidity.normal. It is important additional information for
the data analyst.

A generator together with its zero-zero factors forms a closed set—the set
of all the common factors of the covered objects. No other object in the given
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data set contains all those factors. The two objects covered by the minimal gen-
erator Temperature.cool&Windy.false (G5) have 3 factors in common: Tempera-
ture.cool&Windy.false&Humidity.normal.

Thus from the minimal generator Temperature.cool&Windy.false (G5) we can
conclude both Class.P and the presence of Humidity.normal. For the analysis task it
is important to know which feature (Humidity.normal) is elicited by the other one(s).

4.3 Experiments

The method described in this paper is implemented by Jõgiste [6]. Experiments for
showing dependency of execution time on number of objects (rows) or attributes
(columns) were carried out using Nursery data set from UCI Machine Learning
Repository [12]. The dataset contains 12000 rows and 12 columns, 2 of which were
added for testing purposes. Attribute value ranges from 1 to 5. Besides execution
time the number of extracts made during the work (“steps”) was measured.

Dependency on number of rows was tested with 2000, 4000, 6000, 8000, 10000
and 12000 rows. The number of columns was 12. The result is given in Fig. 1.

Dependency on number of columns (Fig. 2) was tested with 2–12 columns with
step 2.

As we can see, the number of columns has a strong impact on the execution time
and number of extracts, while the number of rows influences them much less.

Often processing of found rules takes more time than finding the rules. The time
for rule processing includes adding rules to specific rule classes, sorting or grouping
if necessary and writing them to text file. Rule processing time, number of generators
and file size was measured in case of different frequency threshold values, ranging
from 1 to 100. Those dependencies are presented in Fig. 3.
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Fig. 1 Execution time dependency on number of rows [6]
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Fig. 2 Execution time dependency on number of columns [6]
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Fig. 3 Rule processing time dependency on frequency threshold [6]

5 Conclusions

In this paper an overview of a ruleminingmethod called determinacy analysis (DA) is
given and its main weakness—DA cannot mine rules free from inessential factors—
is pointed out. For us the research question arose: how we can recognize such (zero)
factors and how DA can mine zero factor free rules. We specified the types of zero
factors, showed their connections to the generators and closed sets and found out
that desirable DA rules should have a minimal generator in their left side. Based
on that, we proposed an algorithm for finding rules where the left side is a minimal
generator. The algorithm produces two types of rules: (1) IF generator THEN class;
(2) IF generator THEN zero factor(s). The first type is a class detection rule; the
second—an association rule. We also show how to interpret these rules for data
analysis purposes.

Next we must improve a methodology for exploitation of the method and develop
a user friendly solution for querying from the rule base and improve software.
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Diagnostic Model for Longwall Conveyor
Engines

Marcin Michalak, Beata Sikora and Jurand Sobczyk

Abstract The paper presents a new approach of wall conveyor engines diagnosis.
A wall conveyor is an essential device in coal mines. Its work is usually represented
by three time series of current values of three conveyor engines. The startup of the
conveyor is the phase with the maximal observed load during its work cycle. In
the research, each startup is described with almost twenty variables. On the basis
of 1000 real monitored startups, a set of association rules was inducted. On the
basis of the further rules analysis and interpretation, a set of almost 50 rules was
selected to the diagnosis system.The proposed diagnosis systemcompares the quality
(precision) of each association rule from a selected subset—the precision evaluated
on the representative data—with the precision of the same rule, evaluated on newly
detected startups.

Keywords Machine diagnosis · Association analysis · Association rules

1 Introduction

Though the production of energy from renewable resources has been increasing
recently, the mining is still an important part of the industry. One of the aspects of
making coal mining more effective (and less polluting) is an improvement of coal
mining machines efficiency and reliability. This goal is achieved with the application
of data mining and machine learning methods for the purpose of machine diagnosis.
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Fig. 1 A diagram of underground longwall mining (http://www.patriotcoal.com/)

The most common way of underground coal mining is longwall mining (Fig. 1).
The face—a place where coal is mined—is usually up to 300m long. The rock roof
is supported by a set of powered roof support sections, which are moved with the
face progress. A longwall shearer is a device that moves back and forth across the
face and tears off the rock. The teared off rock is then moved by a longwall chain
conveyor outside the face to the gangway.

Machine diagnostic becomes very popular in various fields of application in indus-
try, starting from synchronous motor imminent failure conditions [5], diagnostics
of direct current machine [4], rotating machines [7], to gas turbine generator sys-
tems [12].

In underground coal mining monitoring and diagnosis systems become an impor-
tant part of the equipment. The applications of monitoring and diagnosing methods
are widely presented in [1, 3, 6, 9].

The correct work of wall conveyors is very important for the proper operation
of the longwall shearer. Its proper operation can be measured by the analysis of its
startups. Each conveyor is driven by three engines: one pulling and tensing its chain
and the other two just driving the conveyor [3, 8] (Fig. 2).

It is a typical situation that during a conveyor startup there is a large amount
of a coal located on it. Due to this situation, the startup becomes a critical moment
which implies the conveyor load and its operating point characteristics. The conveyor,
whose startups were observed, was equipped with a two-speed starting system: first
gear—slow start of the conveyor; second gear—basic work of the conveyor. There
are also fluid coupling propelled (one gear) conveyors, offered, inter alia, by Voith,
Transfluid, and Siemens.

The construction of the diagnostic models of machines/devices can be carried out
as a planned experiment or can be based on the analysis of historical data. In the latter
case we can have measurements which describe all states of the machine (including

http://www.patriotcoal.com/
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Fig. 2 A chain longwall conveyor (www.ostroj.cz)

emergency states). Alternatively, we can have a certain subset of states (e.g. the
state of proper operation of the machine). When we have only measurements which
illustrate the state of proper operation of the machine, we can determine the model
of this state and then observe whether the successive measurements are contained
within this model. Going outside the model or observing a certain trend in changes
can be a motive to raise the alarm. This type of diagnostics is applied for diagnosing
the work of machines and devices which work in a normal production cycle of a
plant where there is no time and no permission to run the planned experiments.

This paper presents the results of research on data from one gear engines. The
analysis of correctwork of the conveyorwas based on the observation of three engines
current consumption. To be more precise: exceedances of assumed maximal levels
and the total maximal current consumption. All gathered data were acquired during
the “proper” longwall system work. It means that the correct starting process of the
conveyor should consist of both uniformly loaded main transporting engines. Uni-
form loading of the engines should manifest similar courses of time series reflecting
the current drawn by the engines during their work.

In the paper, the engines work was divided into two phases: startup and basic
work. The startup phase is described by the maximum current value reached by the
engines and the current rise time. The basic work phase is described by a time series
illustrating the current drawn by the engines. The purpose of this paper is to analyse
the associations between parameters reflecting the process of the conveyor startup.

www.ostroj.cz
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The analysis used the MagnumOpus program for the induction of association rules
[10, 11]. The analysis results can state a basis for the preparation of a diagnostic
procedure verifying the correctness of the conveyor startups In addition, the paper
presents the process of preparation, analysis and use of the achieved results.

The paper is organised as follows: it starts from the presentation of the real dataset
used in the research and the definition and interpretation of variables (indices) defined
for the startup description. The next part presents some association rules describing
the correct diagnostic state of the conveyor work. The rules are grouped by their
premises to make their interpretation easier. The goal of the paper is the presented in
the following part the diagnostic procedure which may be helpful in the monitoring
of the conveyor work, presented in the next section. The paper ends with some final
words and a short description of the future works on the issue.

2 Background

The analysis of the conveyor work was performed on the data coming from the
DEMKopmonitoring system [2]. Currentswere sampled every second.As the startup
the period of time, between the first minimum in the current and the next maximum
was defined.

From each working time the following indices were calculated:

• t—working time duration [s],
• m1, m2, m3—minimal value of the current during the startup [A],
• M1, M2, M3—maximal value of the current during the startup [A],
• Δt1, Δt2, Δt3—the time of increase of the current for each engine during the
startup [s],

• v1, v2, v3—the speed of current increase for each engine [A/s],
• Δ—maximal difference between currents of engines in moments t1, t2 and t3 :
max{I2(t2) − I1(t1), I2(t2) − I3(t3)} (the global difference) [A],

• δ—maximal difference between currents of engines during the startup (the local
difference) [A],

• Δ12—maximal difference between currents of engines E1 and E2 in moments t1
and t2 : I2(t2) − I1(t1) (the global difference) [A],

• δ12—maximal difference between currents of engines E1 and E2 during the startup
(the local difference) [A],

• est. lvl—“established level” at t = 50 [s] (an average of all three engines).
Two groups of indices define a difference, but to distinguish their meanings, they

are named as local (δ) and global (Δ). The global one is the difference between
currents marking the end of the startup. For two engines it is just their difference.
The local one is defined analogically way but on samples coming from the same
time for each engine. The visualisation of both differences is shown on Figs. 4 and 5.
Additionally, the interpretation of the current increase is shown on Fig. 3.
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Fig. 3 The current increase
time for the engine M2
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Fig. 4 The maximal global
current difference between
all engines
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Fig. 5 The maximal global
current difference between
all engines
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3 Association Analysis

For the association analysis 1000 startups were considered as the train-test samples.
In this section a brief description of most significant association rules is presented.
Each set of rules is connected with a conveyor operation aspect and is described in
a separate subsection of the paper. The rules are inducted on the data, considered
as coming from the proper device (the whole longwall system and the conveyor)
operation.

3.1 Engine E3—Maximal Current and Current Increase
Speed

The first set of association rules (Table1) joins the speed of the E3 engine current
increasewith itsmaximal current consumption. It reflects a strong positive correlation
between these two variables: the higher value of the current increase speed the higher
maximal value of the power consumption.

The rules (here and in the further analysis) are evaluated with the fraction of a
number of records that support the rule (fulfill the premises and the conclusion of a
rule—column marked as supp) and a number of records just fulfilling the premises
part of the rule (columnmarked as match). This measure is called precision. Another
popular method of rules evaluation takes into consideration the range of the rule,
defined as the fraction of supporting objects and the number of all objects in the
data. Because there are 1000 of them, the column supp can be interpreted as the rule
coverage, normalised to 1000.

As premises of all rules are disjoint, the precision of the whole set of association
rules is around 70% and can be calculated as a fraction of all supporting objects.

3.2 Engine E1—Maximal Current and Current
Increase Speed

The similar set of rules for the engine E1 (Table2) consists of rules that are weaker
than their equivalents for the engine E3.

This set of rules covers 68.2% of the data.

Table 1 First set of association rules

Rule Precision Match Supp

IF v3 > 3.70 THEN M3 > 79 0.809 329 266

IF 2.50 ≤ v3 ≤ 3.70 THEN 66 ≤ M3 ≤ 79 0.656 340 223

IF v3 ≤ 2.50 THEN M3 ≤ 66 0.755 331 250
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Table 2 Second set of association rules

Rule Precision Left Both

IF v1 ≥ 6.00 THEN M1 > 94 0.786 238 187

IF 4.00 ≤ v1 ≤ 6.00 THEN 76 ≤ M1 ≤ 94 0.632 250 158

IF 2.92 ≤ v1 ≤ 4.00 THEN 64 ≤ M1 ≤ 76 0.596 260 155

IF v1 ≤ 2.92 THEN M1 ≤ 64 0.722 252 182

Table 3 Third set of association rules

Rule Precision Left Both

IF v2 ≥ 6.13 THEN M2 > 95 0.806 248 200

IF 4.25 ≤ v2 ≤ 6.13 THEN 77 ≤ M2 ≤ 95 0.628 250 157

IF v2 ≤ 3.00 THEN M2 ≤ 65 0.736 258 190

3.3 Engine E2—Maximal Current and Current
Increase Speed

An analogical set of rules for the engine E2 (Table3) gives more precise information
but covers only 54.7% of the data.

3.4 Minimal and Maximal Current Values for Engines
E1 and E2

The rules describing two groups of variables are presented in Tables4 and 5 respec-
tively.

Table 4 Fourth set of association rules

Rule Precision Left Both

IF m1 ≤ 35 THEN m2 ≤ 36 0.767 339 260

IF m2 ≤ 36 THEN m1 ≤ 35 0.583 446 260

Table 5 Fifth set of association rules

Rule Precision Left Both

IF M1 > 94 THEN M2 > 95 0.725 247 179

IF M1 ≤ 64 THEN M2 ≤ 65 0.688 253 174

IF M2 > 95 THEN M1 > 94 0.740 242 179

IF M2 ≤ 65 THEN M1 ≤ 64 0.682 255 174
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Table 6 Sixth set of association rules

Rule Precision Left Both

IF v1 > 6.00 THEN v2 > 6.13 0.660 238 157

IF v2 > 6.13 THEN v1 > 6.00 0.633 248 157

Although these rules have rather good quality, the coverage of the first set of rules
equals 26% and the coverage of each pair of rules from the second set is 35.3%
(each pair covers the same region of the data).

3.5 Current Consumption Increase Speed—Engines
E1 and E2

Two association rules (Table6) join the speed of the current increase of two engines:
E1 and E2.

It is another situation when we obtain a set of symmetric rules. This set—and the
previously presented pairs—should be taken into consideration for the purpose of
monitoring the two engines load uniformity.

3.6 Current Consumption Increase Speed and Maximal
Current Consumption—Engines E1 and E2

The set of very strong rules is inducted from variables v1, v2, M1 and M2. It is
presented in Table7.

These rules are very strong but also have a smaller coverage. They are also very
interpretable—the speed of current increase determines the maximal current con-
sumption, and themaximal current consumptionof one engine depends on its increase
speed and the maximal current consumption of the other engine (assuming that they
are loaded uniformly).

3.7 “Post Factum” Rules—All Engines

The last group of rules (Table8) describes the association between the value of the
established power consumption level, the speed of a current value increase and—what
may be surprising—the maximal current value during the startup.
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Table 7 Seventh set of association rules

Rule Precision Left Both

IF v1 > 6.00 ∧ v2 > 6.13 THEN M1 > 94 0.898 157 141

IF v1 > 6.00 ∧ v2 > 6.13 THEN M2 > 95 0.892 157 140

IF v1 < 2.92 ∧ v2 < 3.00 THEN M2 < 65 0.820 150 123

IF M1 > 94 ∧ v2 > 6.13 THEN M2 > 95 0.915 165 151

IF M2 > 95 ∧ v1 > 6.00 THEN M1 > 94 0.923 155 143

IF M1 < 64 ∧ v2 < 3.00 THEN M2 < 65 0.928 138 128

IF M2 < 65 ∧ v1 < 2.92 THEN M1 < 64 0.891 147 131

Table 8 Eighth set of association rules

Rule Precision Left Both

IF v3 > 3.70 ∧ est.lvl > 70 THEN M3 > 79 0.963 135 130

IF v1 > 6.00 ∧ est.lvl > 70 THEN M1 > 94 0.943 123 116

IF v2 > 3.70 ∧ est.lvl > 70 THEN M2 > 95 0.900 130 117

As it is defined at the beginning of a paper, the value of Mx is known before the
value of est. lvl. However, it occurs that these “post-factum” rules have a very high
precision.

4 Proposition of a Diagnostic Procedure

All gathered data, which were the basis of the inducted association rules, come from
the so-called proper machine operation. This means that the developed associations
describes the normal work of the machine and no data could be used to develop
an opposite model on improper machine operation. But, as it was presented in the
previous section, even the best of them were not completely accurate.

This remark leads to the conclusion that the further proper operation of the
machine should be represented with startups, whose characteristics should not differ
too much from the quality of previously inducted association rules. Having only the
description of a proper machine operation, we can define a soft margin between the
(association rules based) model of a proper operation and a current characteristic of
startups.

The diagnostic model is simple and very intuitive: as long as the precision of
association rules applied on the new data (e.g. last 100 startups) does not decrease
an assumed level, the machine operation is considered proper. The assumed level of
5% precision decrease does not imply from any premises and does not reflect the
nature of the process. The better estimation of this decrease level could be derived
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Table 9 Subset of association rules—a “green level” of an operation correctness

Train data Current operation data

Rule Precision/−5% Match Supp Precision

IF v3 > 3.70 THEN M3 > 79 0.809/0.769 33 26 0.788

IF 2.50 ≤ v3 ≤ 3.70 THEN 66 ≤ M3 ≤ 79 0.656/0.623 34 24 0.706

IF v3 ≤ 2.50 THEN M3 ≤ 66 0.755/0.717 33 24 0.727

from the data containing proper and improper startups, on the basis of the analysis
of false positives and false negatives coming from the model.

Let us consider the first set of rules, describing the behaviour of a machine during
proper startups (Table9). Assuming a 5% soft margin for the rule precision decrease,
original and new—smaller—threshold values of rule precision are presented. During
the last 100 startups a specified number of them matched (match) and supported
(supp) the following association rules. On the basis of these startups, current quality
of rules (precision) can be evaluated.

We can observe that no rules accuracies (evaluated on the new data) exceed the
assumed minimal level. It should correspond to the situation of a proper engine E3
operation (a “green level”).

It may happen that not all rules will fulfil a margin defined criterion. This situa-
tion can be called “yellow level”—a warning for the operator. The sample data are
presented in Table10.

A fatal situation—when none of the rules achieve the minimal precision—should
be reported as the “red level” alert for the operator. The sample data for this situation
are presented in Table11.

Table 10 Subset of association rules—a “yellow level” of an operation correctness

Train data Current operation data

Rule Precision/−5% Match Supp Precision

IF v3 > 3.70 THEN M3 > 79 0.809/0.769 28 23 0.821

IF 2.50 ≤ v3 ≤ 3.70 THEN 66 ≤ M3 ≤ 79 0.656/0.623 35 21 0.600

IF v3 ≤ 2.50 THEN M3 ≤ 66 0.755/0.717 37 27 0.730

Table 11 Subset of association rules—a “red level” of an operation correctness

Train data Current operation data

Rule Precision/−5% Match Supp Precision

IF v3 > 3.70 THEN M3 > 79 0.809/0.769 28 20 0.714

IF 2.50 ≤ v3 ≤ 3.70 THEN 66 ≤ M3 ≤ 79 0.656/0.623 35 21 0.600

IF v3 ≤ 2.50 THEN M3 ≤ 66 0.755/0.717 37 26 0.703
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5 Conclusions

In the paper the authors presented the application of the correlation analysis and the
association analysis for the evaluation of the conveyor diagnostic state. On the basis
of over eight weeks of the proper conveyor work observation some dependencies in
the data were found. These dependencies are described as high values of statistically
significant Pearson correlation coefficients and association rules.

On the basis of the association rules a new way to estimate the diagnostic state
of the wall conveyor was proposed. The obtained diagnostic procedure bases on the
assumption that only the proper conveyor work is described and the deviation from
this behaviour is considered as an improper diagnostic state.

Because the given observations of the proper workmade it possible to induct quite
good association rules describing this diagnostic state, our next goal is to observe
the same conveyor working under the same conditions in the proper and improper
way. The induction of association rules describing two mentioned diagnostic states
should give more precise models of making decisions about the state of the device.
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Supporting the Forecast of Snow Avalanches
in the Canton of Glarus in Eastern
Switzerland: A Case Study

Sibylle Möhle and Christoph Beierle

Abstract Snow avalanches pose a serious threat in alpine regions. They may cause
significant damage and fatal accidents. Assessing the local avalanche hazard is there-
fore of vital importance. This assessment is based, amongst others, on daily collected
meteorological data as well as expert knowledge concerning avalanche activity. To
a data set comprising meteorological and avalanche data collected for the Canton of
Glarus in Eastern Switzerland over a period of 40 years, we applied differentmachine
learning strategies aiming at modeling a decision support system in avalanche fore-
casting.

Keywords Decision support · Avalanche forecasting · Uncertain reasoning ·
Man-machine interaction

1 Introduction

Snow avalanches endanger, amongst others, traffic infrastructure and may cause sig-
nificant damage and fatal accidents. Thus, assessing the local risk of snow avalanches
is of vital importance. For this reason, local avalanche services have been established
in alpine countries. Their task is to protect people from the impact of snow avalanches
by temporarymeasures, like the closing of roads not protected by physical structures,
ordering people to stay in buildings, evacuation, or artificial avalanche triggering [19].

Precipitation (new snow or rain), wind, air temperature, and solar radiation are the
main factors influencing the formation of avalanches. Local avalanche forecasters

S. Möhle (B)
International Center for Computational Logic, TU Dresden, Dresden, Germany
e-mail: sibylle.moehle@tu-dresden.de

S. Möhle · C. Beierle
Department of Computer Science, University of Hagen, Hagen, Germany
e-mail: beierle@fernuni-hagen.de

© Springer International Publishing Switzerland 2016
A. Gruca et al. (eds.), Man–Machine Interactions 4, Advances in Intelligent
Systems and Computing 391, DOI 10.1007/978-3-319-23437-3_38

449



450 S. Möhle and C. Beierle

base their daily judgment of the avalanche danger on a careful analysis ofmeteorolog-
ical variables and snowpack properties influencing the stability of the snowpack. This
assessment relies heavily on a sound understanding of the physical processes in the
snowpack, but also on experience and comparison with similar situations observed
in the past since a similar avalanche activity might take place in a specific situation.
However, meteorological data collected on consecutive days may be very similar and
distinguishing an avalanche day from a non-avalanche day typically comes with a
high level of uncertainty.

Meteorological and snow data are collected daily by automatic and manual sta-
tions. They are visualized in the Intercantonal Early Warning and Crisis Information
System (IFKIS) [3] operated by theWSL Institute for Snow and Avalanche Research
SLF in Davos, Switzerland. Being conceived as an information system, IFKIS pro-
vides no avalanche forecast.Decision support systems such asNXD2000 [7, 8]which
are based on the method of nearest neighbors [4] help local avalanche forecasters to
base their decisions on more objective criteria, in addition to their expert knowledge
and experience. NXD2000 returns the ten days in the databasewhich aremost similar
to the situation being assessed and the avalanche activity that occurred within the
corresponding time slots. Interpretation of the presented data is left to the user, and
region-specific knowledge thereby plays a decisive role. Decision support systems
which are trained for a specific region provide valuable evidence with regard to the
avalanche activity in cases where little experience or region-specific knowledge is
available.

Classification and regression trees [2] were applied for forecasting large and
infrequent snow avalanches in Eastern Switzerland [17] as well as for predicting
avalanches in coastal Alaska [12]. The suitability of classification trees and Random
Forests for predictingwet-snow avalanches in the region ofDavos in Eastern Switzer-
land was investigated [15]. The suitability of Random Forests and variants thereof
for avalanche prediction in the Canton of Glarus in Switzerland was assessed [16].
However, avalanche forecasting is a highly region-specific task, and to our knowl-
edge, no other work concerning avalanche forecasting in the region of the Canton of
Glarus was carried out. Our aim therefore was to model a decision support system for
avalanche forecasting in the Canton of Glarus. In the data used in [16], avalanches
represent rare events, making their exact characterization difficult and uncertain.
Using Balanced Random Forest and Weighted Random Forest [5], feasible models
were trained [16].

The purpose of this work is to report on a case study where we applied and
evaluated different machine learning strategies to the data used in [16] in order
to achieve avalanche forecasting for the involved region. In a first scenario, we
investigate the impact of variable selection on the model performance as proposed
in [16]. A wrapper method combined with a backward selection was employed. A
second goal was to test whether oversampling the positive class results in a better
model performance than the models developed in [16] which manifested difficulties
in distinguishing avalanche days from non-avalanche days. A third objective was to
investigate the suitability of a naïve Bayes classifier, despite the fact that for the given
scenario, the independence assumptions inherent to naïve Bayes are clearly violated.
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The rest of this paper is organized as follows: In Sect. 2, we describe the avail-
able data and their processing. Comparison of different models by means of ROC
analysis is addressed in Sect. 3. The oversampling process and appropriate results
are presented in Sect. 4. Variable selection is described and results obtained are pre-
sented in Sect. 5. In Sect. 6, we briefly address themain characteristics of naïve Bayes
classifiers and present the appropriate results. In Sect. 7, our results are discussed. In
Sect. 8, we conclude and point out further work.

2 Data

The Canton of Glarus is situated in Eastern Switzerland. It is characterized by high
mountains and steep slopes. In this work, we focused on the alpine valley Kleintal
situated in the southeast of the Canton of Glarus. The valley floor is gently inclined,
its elevation ranging from over 600m.a.s.l. to over 1000m.a.s.l. The starting zone
of a snow avalanche may be situated up to 1700m above the valley floor and may
therefore endanger the main road leading through the valley.

The data used in our case study consist ofmeteorological variablesmeasured daily
in the early morning as well as information regarding avalanches which endangered
themain road.Themeteorological variables are collected by twomeasure stations and
are recorded in the database by the local avalanche service of the Canton of Glarus.
The collected variables comprise the maximum and minimum air temperature in
the last 24h, actual wind speed and actual wind direction, degree of sky cover and
precipitation in the last 24h as well as snow depth and new snow depth in the last
24h.

Meteorological factors are potentially useful for estimating snowpack instability,
but interpretation is uncertain and the evidence less direct than for snowpack fac-
tors [14]. Avalanche expert knowledge was taken into account by using the derived
variables which actually are used for assessing the local avalanche danger in the Can-
ton of Glarus. They are listed in Table1. A variable avalanche was introduced and
assigned the value 1 if the corresponding entry represented an avalanche day and the
value 0 otherwise. By this means, avalanche denotes the class of the corresponding
entry.

There are 7 avalanche paths which pose a particular danger for the main road. For
each of these, 7 to 13 avalanches endangering the main road in the period considered
were recorded, thus resulting in a total of 53 events. Due to the lack of data, we did
not discriminate between avalanche paths, and days with more than one avalanche
triggered in these avalanche pathswere considered as one event. Our final data consist
of daily records over a period of more than 40 winter seasons of approximately 181
days each between January 1, 1972, and April 30, 2013. Due to missing data, small
data gaps may be present in some of the seasonal series. The data contained 6889
non-avalanche days and 53 avalanche days and therefore the ratio of positive to
negative examples was approximately 1:130. We divided the data into a training and
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Table 1 Meteorological variables are measured daily

Variable

1 Max. air temperature in the last 24h

2 Max. air temperature in the last 48 to 24h

3 Min. air temperature in the last 24h

4 Min. air temperature in the last 48 to 24h

5 Actual wind direction

6 Wind direction of the previous day

7 Actual wind speed

8 Wind speed of the previous day

9 Degree of sky cover

10 Precipitation in the last 24h

11 Precipitation in the last 48 to 24h

12 New snow fallen in the last 24h

13 New snow fallen in the last 72 to 24h

14 Snow depth

The definition of derived variables allows consideration of expert knowledge about avalanche
activity

a test data set as follows: All records until April 30, 2002, were labeled as training
data, the other records as test data. That way the ratio of positive to negative examples
in the test data corresponds to the one observed over the period considered.

3 Model Comparison

Forecasting an avalanche is equivalent to predicting the value of the variable
avalanche. Therefore, avalanche forecasting can be considered as a classification
problem, and the results can be represented in a contingency table. The number of
true negative forecasts is denoted by TN . It refers to the cases in which neither an
avalanche was predicted nor an avalanche occurred. The number of false negative
forecasts is denoted by FN and refers to the number of missed avalanche days. In
these cases, an avalanche was released whereas none was predicted and therefore
no measures were taken, i.e., the road was not closed. Hence, fatal accidents may
occur. Not all avalanches recorded reached the road, nevertheless the number of false
negative forecasts should be minimized. The number of false positive forecasts is
abbreviated asFP. It refers to situations in which a predicted avalanche did not occur.
While no fatal accidents occur in this case, the number of false positive forecasts
should be minimized in order to avoid costs caused, e.g., by road closures, and to
prevent loss of credibility of the local avalanche service. The number of correctly pre-
dicted avalanche days is denoted by TP and refers to situations in which a predicted
avalanche was released.
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Fig. 1 In the ROC space,
the performance of two
classifiers may be compared
visually. The point
representing classifier B is
located in the northwest of
the point representing
classifier A. Therefore
classifier B performs better
than classifier A
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For our purposes, the true positive rate tpr = TP
TP+FN and the false positive rate

fpr = FP
TN+FP are relevant. The true positive rate tpr denotes the proportion of cor-

rectly predicted avalanche days. Analogously, the false positive rate fpr represents
the proportion of wrongly classified non-avalanche days. By means of these two
values, the performance of a classifier may be assessed and visualized in a receiver
operating characteristics (ROC) graph. TheROCgraph is a two-dimensional graph in
which fpr is plotted on the X axis and tpr is plotted on the Y axis [6]. A discrete clas-
sifier, i.e., a classifier predicting a class without issuing any probabilities, produces a
point in the ROC space. For an ideal classifier, this point is situated in the upper left
corner. Points situated on the diagonal line fpr = tpr refer to classifiers randomly
predicting the class, while points situated below the diagonale represent classifiers
whose classification is inverted. If for these classifiers a positive prediction is issued
instead of a negative one and vice versa, a classifier is obtained which in the ROC
space is represented by a point above the diagonale and therefore performs better
than a random classifier. Two classifiers may be compared visually by analyzing the
position of their points in relation to each other. A classifier performs better than
another, if its point is located in the northwest of the other classifier’s point [6], since
it has a lower false positive rate as well as a higher true positive rate, i.e., it issues
less false alarms and detects more events. Hence, in Fig. 1, classifier B is better than
classifier A.

4 Oversampling the Positive Class

Method The data described above was used in [16] to build a decision support system
for snow avalanche warning. As pointed out in [16], a particular obstacle was that,
in the given data, avalanches are rare events. The positive class gains weight during
the learning phase if oversampling by means of introducing duplicates of positive
examples is employed. This procedure bears the risk of learning specific examples
[18]. Our aim was to investigate the performance of the model depending on the
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Fig. 2 Oversampling the positive class: Model A was generated without replication of the positive
examples. For models B, C, D, and E the positive examples were replicated 1, 2, 3, and 4 times,
respectively. On the left-hand side, a zoomed section is shown

number of replications of positive examples, i.e., the avalanche days. As a learning
algorithm, we employed Balanced Random Forest [5].

From the training data, we generated four additional training data sets in which
the positive examples were replicated 1, 2, 3, and 4 times, respectively. For each of
these data sets, we trained Balanced Random Forests according to [16] with different
parameter combinations.

Results A fundamental behaviour is observed when altering the number of repli-
cations while fixing the cutoff and the number of variables to be tested. In Fig. 2,
Model A was generated without replicating positive examples and hence represents
the model learned in [16]. For models B, C, D, and E the positive examples were
replicated 1, 2, 3, and 4 times, respectively. An increase in the number of replications
of positive examples leads to an increase in the number of false negatives as well
as a decrease in the number of false positive forecasts, i.e., the more replications
of positive examples are made, the less often test examples are classified positive.
This behaviour is reflected in the position of the points which the various models
produce in the ROC space (see Fig. 2). Replication of the positive examples did not
significantly improve the performance of the model.

5 Variable Selection

Method The prediction accuracy of a decision tree based algorithm may suffer if
many variables are present which are irrelevant for the prediction [13]. In [9], differ-
ent variable selection strategies are discussed. The main idea is to investigate models
learned using different subsets of variables and to determine the optimal subset in
order to train a classifier with maximum performance. This approach may be con-
sidered equivalent to choosing the variables which most contribute to the prediction.
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Alg. 1Variable selection bymeans of a wrapper method using backward elimination.
1: V ← set of all variables listed in Table1
2: M ← model trained using V
3: v ← variable with lowest importance
4: V ′ ← V \ {v}
5: M ′ ← model trained using V ′
6: while performance(M ′) ≥ performance(M) do
7: M ← M ′
8: V ← V ′
9: v ← variable with lowest importance
10: V ′ ← V \ {v}
11: M ′ ← model trained using V ′
12: end while
13: return V

Wrapper methods use the learning algorithm as a black box for building models for
the investigated variable subset.

Considering the fact that avalanche days in our data represent rare events, a wrap-
per method using Balanced Random Forest as learning algorithm appeared promis-
ing. Variable importance may be assessed, therefore providing a valuable criterion
for variable selection in combination with backward elimination. The procedure is
illustrated in Algorithm 1. The variable set V is initialized with the set containing
all variables listed in Table1 (line 1). A model is trained, the variable v with lowest
importance is determined and removed from V (lines 2–4) thus resulting in a new
variable set V ′ which is used for generating a new model M ′ (line 5). This procedure
is repeated iteratively until no model with a higher performance results (lines 6–12).

Results We performed variable selection according to Algorithm 1 on our models
obtained with different parameter settings. The resulting variable subsets showed
slight differences, and the order in which the variables were removed differed among
the various tests. However, in all tests, wind and degree of sky cover proved to be least
important while, with one exception, the precipitation in the last 24h, the amount of
new snow fallen in the last 24h, the amount of new snow fallen in the last 72 to 24h
as well as the snow depth proved to be most important. The position of the resulting
models in the ROC space is visualized in Fig. 3. No significant improvement inmodel
performance was achieved using variable selection by means of Algorithm 1.

6 Naïve Bayes Classifier

Method Naïve Bayes classifiers are based on the assumption that the variables
are conditionally independent given the class. For calculating the probability of
each class for a given example, Bayes’ theorem is adopted. Even in situations
in which this assumption does not hold, naïve Bayes classifiers often outper-
form more sophisticated algorithms [11]; reasons for this observation are given in,
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Fig. 3 Variable selection: Models A and B correspond to models learned in [16]. Models C, D, E,
and F were trained using variable subsets determined by means of Algorithm 1
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Fig. 4 Naïve Bayes classification: Models A and B correspond to original models learned in [16].
Model C is the model trained using a naïve Bayes classifier

e.g., [1, 10]. Therefore, we also applied a naïve Bayes classifier to the avalanche
prediction problem.

Results The independence assumption is clearly violated, nevertheless the naïve
Bayes classifier clearly outperformed the models trained in [16] (see Fig. 4).

7 Discussion

Oversampling the Positive Class In the Balanced Random Forests trained without
oversampling the positive class, the true positive rate is moderate and the false pos-
itive rate is low. The number of false positive forecasts decreases considerably as
the number of replications of the positive examples is increased. At the same time,
a decrease in the number of recognized avalanche days is observed. Model perfor-
mance is comparable to the one obtained for the models developed in [16]. Therefore
oversampling the positive class provided no significant improvement with regard to
model performance.
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Variable Selection The performance of the models trained using a variable subset
is comparable to the performance of the models developed in [16]. Hence, variable
selection as described in Algorithm 1 had no considerable effect on the quality of the
learned model. From our tests, it follows that taking wind and degree of sky cover
into account does not noticeably contribute to the classification outcome. They do
not deteriorate the results, either. Therefore, wind direction and wind speed as well
as the degree of sky cover could either be removed from or be retained in the variable
set.

In our data, one entry for wind direction and wind speed per day is available.
For assessing the local hazard of snow avalanches, however, the time period during
which the wind blows from the same direction is important because of the snow drift
it may cause whichmight promote avalanche release. Unfortunately, this information
can not be derived from our data. This might be one reason for the low importance
wind speed and wind direction achieved during variable selection. When assessing
the avalanche hazard, local avalanche forecasters told us that they use relevant infor-
mation regarding wind data from other sources; unfortunately, these data have not
been recorded in the past and thus were not available for our case study.

Analyzing the values for the degree of sky cover may explain why this variable
achieved a low importance in all tests. The sky is overcast in 43% of all data records.
A clear sky appears second most in our data accounting for a total of 19% of all
data records. For the test and training data set, similar values are observed. In the
training data set, 83%of the avalancheswere triggeredwith an overcast sky and about
2%, i.e., exactly one, with a clear sky. In the test data set, 75% of the avalanches
were released with an overcast sky and no avalanche was triggered with a clear sky.
Although most avalanches occurred with an overcast sky, this observation does not
allow a clear differentiation of positive and negative examples. Thismay be due to the
amount of negative examples with an overcast sky in general as well as the similarity
of meteorological variables collected at consecutive days mentioned in Sect. 1. From
the available data, however, one might conclude that with a clear sky the triggering
of an avalanche is unlikely.

Naïve Bayes Classifier Our data consist of more than 40 time series of meteorologi-
cal variables. Therefore, the individual entries for some variables in a time series are
correlated, for example, the snow depths of two consecutive days can not differ arbi-
trarily. Additionally, some of the variables are not conditionally independent given
the class, and therefore the independence assumption is clearly violated. Despite
these facts, the naïve Bayes classifier performed better than any of the models devel-
oped in [16] and the other models presented here, and the fact that avalanche days
represented rare events apparently did not affect the result.

Feasibility of the Models Considering the length of the time period comprised in the
test data, the number of false forecasts is acceptable. Due to the fact that avalanche
days in our data represent rare events, one unique missed avalanche results in a
significant decrease in the true positive rate. An expert of the local avalanche service
of the Canton of Glarus confirmed that the discussedmodels are feasible as a decision
support in avalanche warning since the misclassification rate is comparable to that
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of an human expert. As no records concerning human forecasts are available, this
statement is based on the self-assessment of the avalanche forecaster in charge of
avalanche warning in the Canton of Glarus.

8 Conclusions and Further Work

In alpine regions, assessing the local risk of snow avalanches is of vital importance
and requires expert knowledge, intuition, and process understanding.Moreover, since
avalanche forecasting is a highly region-specific task, local knowledge is essential
and generalization to other locations is very difficult. Using meteorological and
avalanche data collected daily over a period of 40 years for the Canton of Glarus
in Switzerland, in this paper we reported on a case study where we applied and
evaluated different machine learning strategies aiming at modeling a decision sup-
port system in avalanche forecasting. Oversampling the positive class resulted in a
significant decrease of both the number of false positive forecasts and the number
of true positive forecasts. Variable selection performed as described in Algorithm 1
did not considerably affect the performance of the model. The naïve Bayes classifier
altogether performed best.

There are several directions in which the work presented here should be extended.
The decision concerning the practicality of a model will merely depend on the type
of avalanches missed and the specific situation, thus the misclassified examples
should carefully be examined inmore detail. Furthermore, alternate variable selection
methods should be investigated, and the definition of more meaningful variables
derived from thegivendata could provebeneficial. In particular, alternate data sources
containing more detailed information concerning wind speed and wind direction
should be looked for. Further improvements of the models could be achieved by
integrating snowpack characteristics such as stratigraphy or temperature gradients
in the snowpack.

As stated by avalanche professionals, models will remain only an additional cri-
teria for decision making. They provide useful support in cases where little region-
specific knowledge or experience is available. The main difficulty in avalanche fore-
casting is due to the similarity of two consecutive days regarding their meteorological
variables. In these cases, prediction models might provide valuable support in distin-
guishing an avalanche day from a non-avalanche day. The final decision with respect
to the forecast (e.g., to close or not to close a road) is still left to the user, but further
improvements of these models will strengthen their role in the future.
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Geospatial Data Integration
for Criminal Analysis

Kamil Piętak, Jacek Dajda, Michał Wysokiński, Michał Idzik
and Łukasz Leśniak

Abstract Theaimof the paper is to discuss the problemof geospatial data integration
for criminal analysis. In order to integrate and analyze various data sources the
platform introduces an object-based datamodel for each analyzed domain. The paper
focuses on the model for geospatial analysis and integration methods that allow
to visualize and analyze various data on geographical map. To verify the realized
concept, a simple case study is given as an example of the integration results.

Keywords Geospatial criminal analysis · Data integration

1 Introduction

Nowadays, along with the rapid technological development one can observe a grow-
ing number of devices and systems producing data with geographical context such
as GPS trackers, cameras, mobile phones, tablets, street monitoring systems, mobile
operator centers and others. This kind of data can be used by security authorities for
various analytical purposes.

The large number of data sources with geospatial context, while promising for
the quality of final results, poses new challenges related to integration of data com-
ing from various sources, formats heterogeneity, data size, and proper visualization

K. Piętak (B) · J. Dajda ·M. Wysokiński ·M. Idzik · Ł. Leśniak
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techniques. To support the analysis, different software tools and packages are utilized,
however not without problems and compromises.

In most cases, the available tools (usually denoted as GIS—Geographical Infor-
mation Systems) are of general purpose which requires from analysts advanced
knowledge as well as manual work to be performed on data preparation and process-
ing. Some of them develop their own dedicated applications but they are limited and
not extensible. Another problem refers to the fact that every analysis and analyst is
different. This requires from tools to be used in a different way and allow for further
extensions whichmay be useful when new data sources or techniques are discovered.
Finally, geospatial analysis is always a part of larger analytical process and that is
why provided support must provide data integration.

The aim of this paper is to present the concept of a tool-set and a flexible and
extensible framework for geo-spatial criminal analysis. The technical aspects of
the concept will be illustrated with sample implementation which is LINK Map
component built upon LINK Platform1—plug-in-based environment designed for
supporting criminal analysis. The similar approaches are also partially implemented
in shape ofweb application for informationmanagement and decision support system
for the Government Protection Bureau.

This paper is organized as follows: next section introduces the needs of geo-
spatial criminal analysis and challenges it faces. A few popular GIS analysis tools
are presented as well. Section3 describes an architecture and crucial concepts of
LINK environment. In Sect. 4 a new data model for geo-spatial analysis is presented.
In Sect. 5 the verification of proposed solution is presented based on an example case.
Than conclusions of the study and further work is described.

2 Criminal Analysis in Concepts and Existing Solutions

There is a number of software solutions and techniques that can be used during
geospatial analysis. However, they are often adjusted to strategic analysis and plan-
ning or provide limited analytical features.

The most known GIS related technique is crime-mapping [9] which assumes
visualization of crime locations on a map. This technique can be further explored
into hot-spot analysis [12] and crime indicators calculations and spatial statistics [5].
With the recent growth of mobile devices’ popularity special analysis methods have
been designed to focus on that kind of data and utilize it to full advantage [10].

Large quantities of data,which are generated every day allowed to not only analyze
the past behavioral and crime patterns, but also to extrapolate them and even to try
to simulate them [13].

1LINK Platform is developed at AGH-UST in Krakow as an environment for building software
tools supporting polish criminal analysts. More about the platform can be found at https://www.
fslab.agh.edu.pl/#!product/link2. LINK Map is a tool-set that provides graphical components for
integration of geo-spatial data, their visualization, analytical tools and extensions for gathering data
in various formats.

https://www.fslab.agh.edu.pl/#!product/link2
https://www.fslab.agh.edu.pl/#!product/link2
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Some of these ideas have incorporated into commercial solutions like IBM i2
Analyst’s Notebook [6] or Palantir [7]. IBM’s application is a very complex tool
which allows advanced data analysis and pattern discovery. Unfortunately its GIS
analytical capabilities are practically non existent and limited to only data visualiza-
tion on a map. Palantir on the other hand includes some spatial analytical functions,
however it is not extendable and similarly to Analyst’s Notebook very expensive.

All of the presented concepts require building a model that represents a specific
aspect of data. This approach is well-suited for data from a specific period of time
which is processed in predefined flows. This kind of analysis can be achieved in
popular GIS applications such as ArcGIS [4]. However, because the fact that ArcGIS
is a generic purpose tool (like many others GIS solutions), these types of analyses
require from end-user some portion of specialized knowledge, manual operation
as well as data in a proper format. This is a considerable drawback in a dynamic
environment where each analysis differs in some way from previous ones.

Another option is to utilize more lightweight tools such as GoogleMaps or
GoogleEarth; however, these tools provide only basic visualization functions and
require active Internet connection to download maps, which is unacceptable in most
analytical cases.

The available software fails to provide satisfactory support in terms of analyt-
ical functions dedicated to criminal analysis. It is because on contrary to strategic
analysis, criminal analysis is much more closer to operation activities such as objects
tracking and therefore more extendable environment is needed which would allow
for fast introduction of new function. In addition, the analysis is more discrete and its
goal is to find specific information or correlations between given objects or events. In
this case visualization on maps is not the main purpose of the analysis. For example
solving such cases as discovering potential meeting points between two phone num-
bers based on their phone billings requires a series of calculations to look through
all the positions and calculate the distances. This can be easily achieved in sim-
ple programming function and the visualization aspect is only needed to show the
obtained results.

Another problem which is not well-covered in existing tools is the problem of
data import. Before any analysis can be performed, the analytical environment has
to load data from external sources. In criminal intelligence data can come from
various sources, which means they contain information from different domains and
are stored in varied formats (e.g. files such as XLS, CSV; data bases, unstructured
text documents). In such cases, process of data loading is not trivial and requires tools
that allow user to map source data to models defined in analytical environments. This
process also requires support especially in cases when the data needs to be analyzed
fast, for example in cases of objects monitoring or terrorist attack.
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3 Framework Concept and Design

To answer the described problems, an architecture described in [2] was proposed.
Further in this chapter key elements of LINK platform are shortly described. They
are required to understand new concepts introduced in LINKMap that are described
in the next chapter.

3.1 Architecture

LINKMap is an extensions of LINK platform—an integrated environment support-
ing criminal analysis [1, 2]. The platform utilizes plug-in based architecture, built on
top of Eclipse RCP environment2 as shown in Fig. 1. Besides plug-in concept, LINK
utilizes extension points mechanism together with OSGi services to build integrated
environment from available modules.

LINK environment provides itself a base for building analytical software tools.
It provides abstract data model that is a base for domain models suitable for data
coming from various sources. The main concept of the model is a data set comprised
of analytical elements and operators that can create or manipulate existing data sets.
This allows for building data flows, which usually begin from data import process,
through analytical and visualization operations, to creating final reports (data flows
are described in more details in Sect. 3.2). LINK provides also a graphical importer
that is designed to lead and support a user during the process by: recognizing data
types (such as geographical coordinates, dates), providing graphical representation
of data models; live validation and import templates that allow to perform easily
import process on the same source types.

2http://wiki.eclipse.org/Rich_Client_Platform.

http://wiki.eclipse.org/Rich_Client_Platform
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Above LINK environment, map-related components are located. They provide a
model designed for geographical data (widely described in Sect. 4) together with
built-in set of analytical operators. Based on that a graphical editor is built—it
presents various perspectives of geographical data on map tiles as well as results
of analytical operators (e.g. showing correlations of data).

The next component in LINK Map—domain-specific operators—provides set
of tools which convert data from various domains (e.g. data from GPS trackers,
events data bases, phone call billings) tomapdiagrams showingdifferent perspectives
suitable for particular cases. Such operators allow also for integration of data coming
from different domains, i.e. one map diagram can present multi-domain data and,
moreover, such data can be processed by the same analytical operators (e.g. one can
find time and geographical correlations between crime scenes, phone call billings
(like in [8], data about POIs (Points Of Interest) and so on).

3.2 Data Processing in LINK Platform

LINKMap, containing geospatial analysis, is a part of LINK platform—it especially
utilizes LINK data processing model that is widely described in [1, 2]. However to
better understand how geospatial extensions work, the model is here shortly intro-
duced.

The LINK data processing model is built on two key notions: data models and
operators.
LINK data model Data models are described in a shape of data sets (IDataSet inter-
face) that are collections of logically related model elements. LINK distinguishes
three categories of data models shown in Fig. 2:

• domain models related to specific domains of source data such as GPS tracks,
money transfers data, phone call billings or data about POIs,

• intermediate/analysis models created as results of particular analysis opera-
tors, used to show intermediate results that can be used in further analysis or
visualization,

GPSTrackDataSet

StatisticsDataSet

MeetingsDataSet

GraphDataSet

MapDataSet

ATMsDataSetPOIsDataSet

BillingDataSet

«Interface»
IDataSet

Intermediate / analysis 
models

Integration / graphical
models

Domain-specific
models

Fig. 2 Categories of data models in LINK environments



466 K. Piętak et al.

• integration/graphical models which allow to integrate data coming from different
domains in one place and further show different perspectives such as relation
between objects (graphmodel), geospatial or time contexts; they usually are related
also to graphical editors that visualize particular aspects.

Data Flow Based on Operator Concept To allow data transformations a concept of
operators was applied. Operators acts on data sets of various types and by combining
them one can create data flows which can be repeated on different data or tracked
for further review of performed analyses.

Operators can be represented as blocks of configurable functions in stream of
data processing. Each block receives an input data sets together with optional con-
figuration and than forms an output result (especially, another data set for further
analysis).
Declarative Types In criminal analysis the flexibility of data models is crucial—
analysts need to adjust models to various data they have from external sources. So
the element types defined among data sets should be dynamic which means end-
users can modify data types in run-time. To allow this declarative type mechanism
has been introduced in LINK platform. It assumes that each element in a data set is
bound to specific declarative type, called c-type (from custom type).

C-types equip elements with additional features, add semantic shape and give
them specified meaning. Each c-type has unique text id and a set of configurable
domain specific properies. Each property has a type (e.g. integer, text, date) and
associated validators that assures type-safety in run-time.

4 Data Model for Geo-Spatial Analysis

The main challenge in preparing the map model was to create a solution able to
link visualization aspects with domain specific information in context of criminal
intelligence. The former aspects contain information about how to visualize geo-
spatial data on a map, the latter describe various types of analytical objects. Their
role is to integrate various domains at onemap diagram. For example a diagram could
have events represented as points on a map, but particular events represent different
types of objects such as meeting, phone call, car accident or crime scene.

The data model assumes that visual and semantic layers are processed separately,
and provides a wide range of map presentation elements that can be connected to
predefined domain types. Such approach allows to integrate on one map data coming
from heterogeneous sources with different set of attributes and visualize and analyze
them in common way.

The model is represented in a shape of map data sets (IMapDataSet—a sub-
interface of IDataSet), which contains various elements related to analytical objects
or helpers (e.g. notes, legend, scale). Each analytical element contains the following
three aspects:
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IMapDataSet

IMapArcIMapTrack IMapDistance

IMapSpotSequence

IMapRelativeNode IMapPin

IMapNode
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Fig. 3 Model hierarchy

• common data related to geospatial and time perspectives—each element has coor-
dinates and optionally collection of date and time values which is designed to
represent events;

• domain-specific data—each element has a custom set of attributes related to its
domain type (e.g. a person, car, place, POI);

• visual data related to a way of visualizing an element—depending on visual type
(pin, track, note), each element has a set of presentation attributes that describe a
way of showing on a map (e.g. color, icon, size).

4.1 Object Model of Map Data Set

Map elements are described by object model shown in Fig. 3. They are arranged in
hierarchy that can be easily extended by adding new types on suitable branch and
level.

The following types of elements are defined:

• Nodes (IMapNode) locations on map that are defined by a pairs of coordinates
(latitude and longitude), hold icon and are described by a label.

– Pins (IMapPin)—map points represented as pin with icon.
– Balloons (IMapBalloonSlaveNode)—rich visual tooltips, connected to map
nodes and describing their content.

– Notes (IMapNote)—visual annotations without geographical location.

• Spot Sequences (IMapSpotSequence)—various elements on map that are defined
by a sequence of spots (locations on map)

– Tracks (IMapTrack)—trace of somemovement (e.g. obtained from aGPS track-
ing device), defined by a sequence of spots that can have a date associated to
each of them.

– Distances (IMapDistance)—distance measurements shown on map. It is a
sequence of spots that is used for calculating distance.
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– Directed Arcs (IMapDirectedArc—arcs that are defined by: spot (location on
map), span angle (arc’s central angle), distance (arc’s radius length) anddirection
(an azimuth on map).

4.2 Operators for Geospatial Analysis

LINK Map provides also a set of analytical tools which supports analysts in typical
steps taken during investigations that involve geospatial analysis. Two groups of
operators can be distinguished:

• general—only geographical and (optionally) date and time context is utilized, e.g.
finding correlation between localization of objects (“meeting-search” operator),

• domain-specific—domain-related attributes are used to perform specific opera-
tions, e.g. showing BTS (Base Transceiver Station) range based on its attributes
such as direction, range and angle.

Furthermore, LINKMap supports conversions ofmap data sets to external formats
such as JSON or shapefile, which can be processed in other geospatial analysis tools
such as ArcGIS or Google Earth.

The list of analytical operators can be easily extended by providing custom com-
ponents by third-parties.

5 A Case Study for Geo-Spatial Analysis of Various Data

In order to verify the approach described in this paper, we present a sample case,
which illustrates how the LINK Map tool-set can be used in criminal analysis. The
goal of the sample analysis is to verify hypothesis stating that two suspects have some-
thing in common with a committed crime. As an input data we have one phone call
billing, data from GPS tracker attached to a car of the second suspect and crime
location.

1. The first step will be marking the crime scene on the map.
2. Next, the analyst imports phone billings obtained for the suspects. Based on the

phone call records, it occurs that one of the suspect was in the area when crime
was committed.While the BTS stations cannot show the direction that the suspect
was heading towards, by applying proper operator it is possible to calculate (based
on the time of the calls) the order in which the number logged onto the displayed
BTS.

3. As for the second suspect, let’s assume that police installed a GPS tracking device
which, when imported onto map, shows that he was heading north, nearby the
crime zone.
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Fig. 4 Data integration for geo-spatial analysis using Nokia maps

4. In addition, for further analysis, it possible to add to the map other points, such
as gas stations, in order to verify the statements of the suspects concerning the
evening of the crime.

The final map diagram created in the above scenario is shown in Fig. 4. This
scenario shows the capabilities of the presented tool-set which allows for integrating
data from multiple domains on the geographical map in order to perform spatial-
oriented analysis.

However, if one has large volume of data, visualization is not enough to perform
effective analysis. Than it’s time for using built-in analysis operators which can point
interesting places and facts based on some hypothesis. The current prototype delivers
operations listed below, but also custom analytical operators can be developed.

• finding potential meeting points between one or more objects based on given time
window and allowable distance;

• searching for POI points nearby location of chosen object;
• finding objects that possibly moved together;
• setting centroids—locations that point central point of object activity;

6 Conclusion and Further Research

In the paper a concept of flexible framework for geospatial analysis is presented.
The main idea behind the concept is to provide users with extensible data model and
operators layer which provides flexibility in defining new analytical functions and



470 K. Piętak et al.

handling new domain data. A prototype of the framework is built based on the LINK
analytical platform and its evaluation on a sample case indicates positive results.

The presented concept can be further extended towards the realization of analytical
functions and descriptive data models. In the first area the following GIS analyses
are considered:

• hot spot analysis [11]—calculates the gradient of investigated phenomenons occur-
rence; the method investigates how often certain phenomenons occur in the area of
interest and creates so called hot spot maps, which are important or when investi-
gating relations between crimes in the certain neighborhood or analyzing suspect’s
appearance patterns;

• driving ranges analysis—creates zones,which couldhavebeen reachedbya subject
froma certain point using road network and time constraints; itmight be very useful
during a pursuit, in order to decrease the search range and tomake it more accurate;
the method is based on the Dijkstra’s algorithm [3], which in this case traverses
the road network and returns a subset of connected edges within the specified time
constraints;

• driving belt analysis—is an extension of the previous analysis and has been
designed as one of the novel GIS algorithms by authors of the LINK project
(in a shape of prototype); it creates a driving belt consisting of areas and roads,
which might have been used be a subject during a tracked drive.

Also, the existing models can be extended toward descriptive data model where
data description is provided in a dedicated, expressive DSL (Domain-Specific
Language)—then models and functions will be more readable, easily modifiable and
maintainable. An interesting research can be also conducted in terms of web-oriented
analysis where users cooperate based on the selected domain data and operators. In
the current version, geographical data can be exported to shapefile format and than
used in tools such as ArcGIS or Google Earth. Further work will focus on tighter
integration to allow also bi-directional work with these tools.
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Multivariate Approach to Modularization
of the Rule Knowledge Bases

Roman Simiński

Abstract This article introduces the multivariate approach to modularization of the
rule knowledge bases. The main difference between proposed approach and other
knownmodularization methods consists in the fact that proposed idea allow us to use
different modularization strategies, according to the current requirements specified
by the expert or knowledge engineer. This work describes the formal modularization
model, an example of rule base modularization variants and short comparison with
existing modularization methods.

Keywords Knowledge base · Modularization · Rules groups

1 Introduction

The rules systems are the well known solvers for specialized domains of competence,
in which effective problem solving normally requires human expertise. The rules are
still the most popular, important and useful tool for constructing knowledge bases.
The rule bases are constantly increasing in volume, thus the knowledge stored as
a set of rules is getting progressively more complex and much harder to interpret,
analyze, and the large size of the rules sets has got an enormous negative impact on
the time efficiency of inference. Relations and connections between literals within a
single rule are clear, whereas, when the number of rules increases, the dependence
between rules is less clear and its reconstruction requires lots of work and attention
from a knowledge engineer.

The modularization of the rule knowledge bases that introduces structure to the
possibly large knowledge base can be considered as the way to avoid maintenance
problems and cause inefficiency of inference. Themain goal of ourworks is to present
themodularization approachwhich assumes that the rule base is decomposed into the
groups of rules. The main focus of this paper is the proposed idea of modularization
approach rather than the experimental results, this is due to the fact that introduced
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modularization approach is relatively new and not well known. The main difference
between proposed approach and other known modularization approaches consists
in the fact that proposed idea allows us to use different modularization strategies,
according to the current requirements specified by the expert or knowledge engineer.
We propose a single, coherent modularization method, which is able to generate
different modular models for the rule knowledge base. Proposed approach is in this
a way multivariate method, obtained modular models of rule knowledge base are
not limited to the one particular decomposition method. This work describes the
formal modularization model, an example of modularization variants and a short
comparison with existing modularization methods.

The proposed solution represents only a selected portion of a larger project. The
practical goal of the project is to create a Web based [15] expert system shell with
extension in the form of desktop application. Multivariate modularization method is
used in such system as a tool for optimization of classical the inference methods effi-
ciency [11, 14], creation of the new inference methods (e.g. for incomplete data) [6,
10] an other knowledge engineering tasks.

2 Related Works

The first well known attempt to define the knowledge base decomposition is the
blackboard architecture. The blackboard system consists of knowledge modules
which are independent modules that contain the knowledge needed to solve the
problem. Each knowledge module specializes in the solving certain aspects of the
overall problem [3]. The knowledge about the problem is split into a number of small
knowledge bases called knowledge sources, and controlled through the blackboard
control mechanism.

In this way we can consider a blackboard architecture as an inspiration for
knowledge bases modularization [4]. Some expert system shells provide blackboard
architecture inspired knowledge sources. PC-Shell expert system shell can be an
example of such system [16]. Whole rule knowledge base can be divided into groups
of rules, arbitrarily established by the knowledge engineer. The system does not pro-
vide any consistent method of rule base decomposition. However, system CAKE can
be used as a tool for buildingmulti-source knowledge bases. Decompositionmethods
of knowledge bases can be found in other well known systems, like Drools, JESS,
CLIPS or XTT2. CLIPS system can divide rules intomodules that allow controlling
access to rules from other modules. Modularization of knowledge base helps with
managing the rules, and improves efficiency of inference. Each module has its own
pattern-matching network for its rules and its own agenda. Only the module that has
focus set is processed by the inference engine. CLIPS modules do not provide any
method determining which rule can be placed in a module, any rule in particular can
be placed in any module [5, 8].
Drools system allows us to define the structure of the rule knowledge base. The

rules can be grouped in a ruleflow groups, which have a graphical representation
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as the nodes on the ruleflow diagram. Ruleflow allows us to specify the order in
which rule sets should be evaluated by using a flow chart. This allows the definition
which rule sets should be evaluated in sequence or in parallel, to specify conditions
under which rule sets should be evaluated. A rule flow is a graphical description of
a sequence of steps that the rule engine needs to take, where the order is important.
Ruleflows can only be created by using the graphical ruleflow editor, which is part
of the Drools plugin for Eclipse. However, there is also no consistent method of
rule base decomposition [2].
XTT2 system also provides modularized rule bases. Contrary to the majority of

other systems, where a basic knowledge item is a single rule, in the XTT2 formalism
the basic component, displayed, edited and managed at a time, is a single context. A
single context corresponds to a single decision table. Thus, only those rules which
have the same conditional and decisions attributes can be placed in one context i.e.
each rule in a decision table determines values of the same set of attributes [8].

Several efforts have been deployed to tackle the problem of the huge number of
association rules. The number of rules has to be reduced significantly by techniques
such as pruning or grouping. A clustering algorithms are used to build related groups
of the rules [17], in [1] the information provided by themetarules is used to reorganize
andgroup related rules, the author in [7] presents a solution for reducing the number of
rules by joining them from some clusters. In the rule knowledge baseswe can observe
the tendencies to utilize the concepts from decision tables [19] and data bases theory,
like distribution of the data bases for example and other methods described in papers
[12, 18] and also approach described in [13].

The methods of modularization briefly described in this chapter are dedicated for
specific systems and specific tasks. In many cases, the methods above are dependent
on the specific tools and they cannot directly be applied in other systems and for other
tasks different than established by the authors. The specialization and limitation of
existing modularization methods is the motivation for this work.

3 Methods

Multivariate modularization method is based on the proposed method of rule knowl-
edge base partitioning. A significant part of this work contains a detailed description
of proposed approach. Introduced approach differs from other methods of the mod-
ularization and actually is described in a small number of publications.

3.1 The Knowledge Base and Rules Partitions

The knowledge base is a pairKB = (R,F)whereR is a non-empty finite set of rules
andF is a finite set of facts.R = {r1, r2, . . . , ri , . . . , rn}, each rule r ∈ Rwill have a
form of Horn’s clause: r : p1 ∧ p2 ∧· · ·∧ pm → c, where m—the number of literals
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in the conditional part of rule r , and m ≥ 0, pi—i th literal in the conditional part of
rule r , i = 1 . . .m, c—literal of the decisional part of rule r . For each rule r ∈ R we
define following the functions: concl(r)—the value of this function is the conclusion
literal of rule r : concl(r) = c; cond(r)—the value of this function is the set of
conditional literals of rule r : cond(r) = {p1, p2, . . . pm}, li terals(r)—the value of
this function is the set of all literals of rule r : li terals(r) = cond(r) ∪ {concl(r)},
csi zeo f (r)—conditional size of rule r , equal to the number of conditional literals of
rule r (csi zeo f (r) = m): csi zeo f (r) = |cond(r)|, si zeo f (r)—whole size of rule
r , equal to the number of conditional literals of rule r increased by the 1 for single
conclusion literal, for rules in the formofHorn’s clause: si zeo f (r) = csi zeo f (r)+1.
We will also consider the facts as clauses without any conditional literals. The set
of all such clauses f will be called set of facts and will be denoted by F : F = { f :
∀ f ∈F cond( f ) = {} ∧ f = concl( f )}.

For each rule set R with n rules, there is a finite power set 2R with cardinality
2n . Any arbitrarily created subset of rules R ∈ 2R will be called a group of rules.
In this work we will discuss specific subset P R ⊆ 2R called partition of rules.
Any partition P R is created by partitioning strategy, denoted by P S, which defines
specific content of groups of rules R ∈ 2R creating a specific partition of rules P R.
We may consider many partitioning strategies for a single rule base, in this work we
will only present a few selected strategies. Each partitioning strategy P S for rules
set R generates the partition of rules P R ⊆ 2R: P R = {R1, R2, . . . , Rk}, where:
k—the number of groups of rules creating the partition P R, Ri—i th group of rules,
R ∈ 2R and i = 1, . . . , k.

Rules partitions terminologically correspond to the mathematical definition of the
partition as a division of a given set into the non-overlapping and non-empty subset.
The groups of rules which create partition are pairwise disjoint and utilize all rules
fromR. The partition strategies for rule based knowledge bases are divided into two
categories:

• Simple strategies—the membership criterion decides about the membership of
rule r in a particular group R ⊆ P R according to the membership function mc.
Simple strategy let us divide the rules by using the algorithmwith time complexity
not higher than O(n · k), where n = |R| and k = |P R|. Simple strategy creates
final partition P R by a single search of the rules setR and allocation of each rule r
to the proper group R, according to the value of the function mc(r, R) described
bellow.

• Complex strategies—the particular algorithm decides about the membership of
the rule r in some group R ⊆ P R, with time complexity typically higher than any
simple partition strategy. Complex strategies usually do not generate final partition
in a single step. Complex partitioning strategies will not be discussed in this work.
An example of a complex strategy is described in the [9, 11].
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3.2 Simple Partitioning Strategy and Properties
of the Partitions

The creation of simple partition requires the definition of the membership criteria
which assigns particular rule r ∈ R to the given group of rules R ⊆ P R. Proposed
approach assumes that the membership criteria will be defined by the mc function,
which is defined individually for every simple partition strategy. The function: mc :
R × P R → [0..1], return the value 1 if the rule r ∈ R with no doubt belongs to
the group R ⊆ P R, 0 in the opposite case. The value of the function from the range
0 < mc < 1 means the partial membership of the rule r to the group R. The method
of determining its value and its interpretation depends on the specification of a given
partition method. It is possible to achieve many different partitions of rule base using
single mc function.

A specific partition strategy called selection is a special case of the simple
strategies. The selection divides the set of rules R into the two subsets R and
R − R. All rules from R fulfill the membership criteria for some partition strat-
egy P S, and all other rules do not meet such criteria. Thus, we achieve the partition
P R = {R,R − R}. In a practical sense, selection is the operation with linear time
complexity O(n) where n denotes the number of all rules in knowledge base. For
each group of rules R ∈ P R we can define: (i) Cond(R)—the set of conditions
for the group of rule R, containing literals l appearing in the conditional parts of
the rules r from R: Cond(R) = {l : ∃r∈R l ∈ cond(r)}, (ii) Concl(R)—the set of
conclusions for the group of rule R, containing literals l appearing in the conclusion
parts of the rules r from R: Concl(R) = {l : ∃r∈R l = concl(r)}, (iii) L(R)—set of
literals for group of rule R: L(R) = Cond(R) ∪ Concl(R).

3.3 The Simple Partitioning and Selection Algorithms

The simple strategy partitioning algorithm is presented in the pseudo-code below.
The input parameters are: the knowledge base R, the function mc that defines the
membership criteria, and the value of the threshold T . Output data is the partition
P R. Time complexity of such algorithm is O(n · k), where n = |R|, k = |P R|. For
each rule r ∈ R we have to check whether the goal partition P R contains the group
R with rule r (the value of the mc function has to be at least T : mc(r, R) � T ). The
selection algorithm is the special case of a simple partitioning algorithm, it is very
simple and for this reason will be omitted.



478 R. Simiński

Algorithm 1 The simple partition algorithm
Require: R, mc, T ;
Ensure: P R = {R1, R2, . . . , Rk};

procedure createPartitions(R, var P R, mc, T
var R, r ;
begin
P R = {};
for all r ∈ R do

if ∃R ∈ P R : mc(r, R) � T then
R = R ∪ r ;

else
R = {r};
P R = P R ∪ R;

end if
end for
end procedure

4 A Simple Case Study and Comparison
with Modularization Alternatives

To illustrate the conception of multivariate knowledge base modularization, we con-
sider an example knowledge baseR. In this work we assume that rule’s literals will
be denoted as the pairs of attributes and their values. Due to the limited size of this
work, formal description of attributes and value sets is omitted. An example of rules
set is presented in the Fig. 1.

Basic decision oriented modularization. Let us discuss the following partitioning
strategy P S1 which creates groups of the rules from R, by grouping rules with the
same conclusions. The membership criteria for rule r and group R is given by the
function mc defined as follows:

mc(r, R) =
{

1 if∀ri ∈R concl(ri ) = concl(r)
0 otherwise

(1)

Fig. 1 An example rules as
a rule-attribute diagram
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By using the simple partition algorithm (Alg01) with the mc function defined in
this way, we obtain basic decision oriented partitions. Each group of the rules gener-
ated by this algorithmmay have the following form: R = {r ∈ R : ∀ri ∈R concl(ri ) =
concl(r)}. For the previous example the createdpartition P R1 has the following form:
P R1 = {{r1, r2}, {r3}, {r4, r5}, {r6}}. The number of groups in the partition depends
on the number of different decisions included in conclusions of such rules. When we
distinguish different decision by the different conclusions appearing in the rules, we
get one group for each conclusion. All rules grouped within a rule set take part in
an inference process confirming the goal described by the particular attribute-value
— for each R ∈ P R1 the conclusion set |Concl(R)| = 1. Ordinal decision oriented
modularization strategy is used in the modified backward inference algorithm and
described in [11]. The proposed modification consists of the reduction of the search
space by choosing only the rules from particular rule group, according to a current
structure of decision oriented rules partition and the estimation of the usefulness for
each recursive call for sub-goals.

Ordinal decision oriented modularization. Let us consider the second parti-
tioning strategy P S2, the membership criterion for rule r and group R given by the
function mc defined as follows:

mc(r, R) =
{

1 if∀ri ∈R attrib(concl(ri )) = attrib(concl(r)),
0 otherwise.

(2)

When we utilize the simple partition algorithm (Alg01) with the mc func-
tion defined in such way, we obtain ordinal decision oriented partitions. Each
group of the rules generated by this algorithm may have the following form:
R = {r ∈ R : ∀ri ∈R attrib(concl(ri )) = attrib(concl(r))}. For the given example
the created partition P R2 has the following form: P R2 = {{r1, r2, r3}, {r4, r5}, {r6}}.
The number of groups in the partition depends on the number of different decisions
attributes included in conclusions. Any rule set R ∈ P R2 can be described as
R = {⋃ R′ ∈ P R1 : ∀ri , r j ∈ R′ attrib(concl(ri )) = attrib(concl(r j ))}, it
means that that decision produced by the decision partition can be constructed as the
composition of the basic decision partitions.

Ordinal decision oriented modularization strategy is also used in the modified
backward inference algorithm [11] and as a tool for retrieving decisionmodel hidden
in the large rules sets. Currently, both decision modularization methods are used
for analysing and redesigning two real-word rule bases, counting respectively over
4000 rules over 1000. The first base, designed for WWW online expert system
[6, 15], originally was created by the five experts without any verification tool.
Second base was created for the mobile expert system dedicated to assessment of the
performance of the merchants. Although discussed method is simple and even seems
trivial, the practical usefulness and effectiveness turned out to be significant in the
verification and validation of considered rule bases. Between groups of rules within
selected partition we can point out possible connections. Those connections will be
crucial in the many knowledge engineering task for complex rule bases. Discussed
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Fig. 2 Connection graph as
multigraph

connection graph is in general independent of the chosen modularization variant, but
it is especially useful whenwe consider earlier described decision oriented partitions.

To express and utilize information about global and local decision dependencies,
we define partitions connection graph GPR. For each rules set R of the partition we
can examine the connection with other groups and the detailed information between
literals participating in such connections. Graph GPR presented in this work is a
simple directed graph. We also consider multigraphs, an example of a representation
of connection graph as the multigraph is presented on the bottom part of the Fig. 2.

Fact matching modularization or selection. For the third partitioning strat-
egy P S3, the membership criterion is defined as follows: mc(r, R) = |cond(r)∩F |

|cond(r)| .

When we utilize the simple partition algorithm or selection algorithm with the mc
function defined in such way, we obtain fact matching partitions or fact match-
ing selection. When we consider threshold equal to 1, for a given set of facts:
F = {(a, 1), (b, 2), (c, 2)}, the strategy generates the two groups. In the first of
them we obtain rules ready to fire, in the second one—rule not matching to the
fact set. Each group of the rules generated by this algorithm may have the follow-
ing form: R = {r ∈ R : cond(r) ⊆ F}. For the considered example the cre-
ated partition P R3 has the following form: P R3 = {{r1, r2}, {r3, r4, r5, r6}}. Fact
matchingmodularization/selection strategy is used in themodified forward inference
algorithm described in [11]. We can consider: F = {(a, 1), (d, 2)} and threshold
equal to 1, there are no fireable rules, but for the threshold equal to 0.5 we obtain
P R3 = {{r1, r5}, {r2, r3, r4, r6}}. The first subgroup contains rules half matched to
the facts set. This modularization/selection strategy is used in the works considering
the continuation of inference in incomplete data and knowledge described in [10].

The basic and ordinal decision partitions are similar to the association rules group-
ing approaches described in the works [1, 17]. The authors apply clustering algo-
rithms for rules joining and pruning. We also propose a complex modularization
strategy including the clustering strategy [9, 11], originally focused on the forward
inference optimization, currently also used as a tool for buildingmetarules. Themod-
ularization approaches proposed by the Drools, CLIPS and PC-Shell systems
are difficult to compare with the approach proposed in this work. These systems do
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not provide any method determining which rule can be placed in a module, any rule
in particular can be placed in any rule subgroup, modularization is realized manually
by the user or knowledge engineer and the resulting rules structure is used internally,
typically for inference optimization and control. The modularization variants pro-
posed in this work are also used in the inference optimization tasks [11, 14] and,
in this context, offer similar functionality. Ordinal decision partition partially cor-
responds to the context of a single XTT2 table, which contains rules with the same
attributes in their conditional and conclusion parts. It is possible to do define com-
plex partitioning strategy which joins the decision strategy and similarity strategy.
This strategy is determined by using the function sim [11] based on the similarity of
conditional part of rules. It allow us to cover the XTT2 modularization strategy.

Themain difference between proposed approach and other knownmodularization
approaches consists in the fact that proposed idea allows the application of different
modularization strategies using single, coherentmodularizationmethod.Thismethod
is able to generate different modular models for the rule knowledge base automati-
cally, according to the requirements specified by the expert or knowledge engineer.
Proposed approach is in this way a multivariate method, obtained modular models
of rule knowledge base are not limited to the one particular decomposition method,
system, specific knowledge-based system’s activity. We only assume that proposed
approach works on any typical rule base, which utilize the horn’s clause like notation
and literal as an attribute-value pair, but in general, considered approach is open for
other literal’s formal representation. The approach proposed in this work does not
assume the use of any specific tools and development methodology. The limited size
of this publication does not allow us to present others variants of the modularization,
the variants discussed in this work are simple and may seem trivial. However, even
these simple variants are useful when we consider large rule sets without any ini-
tial structure. Proposed multivariate modularization method is used in the software
project kbExplorer. kbExplorer is a Web-based expert system building tool,
which provides different rules modularization methods, classical and modified infer-
ence methods.Web application is implemented using PHP/MYSQL/JS/HTML5.We
also work on the desktop system implemented in the Java. Systems will be available
as free software this autumn.

5 Conclusions

This article introduce the multivariate approach to modularization of the rule knowl-
edge bases. This work describes the formal modularization model, an example of
modularization variants. A general, flexible and tool independent rule modulariza-
tion method was considered. Rules can be grouped in rules subsets and proposed
approach reorganizes any typical rule knowledge base from a set of not related rules
to groups of rules called partitions. It is possible to group rules using different simple
partitioning strategies, using single algorithm with O(n) complexity as well as com-
plex partitioning strategies. Proposed approach is in this way multivariate method,
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obtained modular models of rule knowledge base are not limited to the one particular
decomposition method and system. We also assume that proposed approach works
on any typical rule base, which utilize the horn’s clause like notation and literal as an
attribute-value pair, but in general, considered approach are open for other literal’s
formal representation.
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11. Nowak-Brzezińska, A., Simiński, R.: New inference algorithms based on rules partition. In:
CS&P 2014. pp. 164–175. Chemnitz, Germany (2014)

12. Pedrycz, W.: Knowledge-based clustering: from data to information granules. Wiley, Hoboken
(2005)
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16. Simiński, R., Michalik, K.: The hybrid architecture of the ai software package sphinx. In: CAI
1998, Colloquia in Artificial Intelligence. Poland (1998)



Multivariate Approach to Modularization of the Rule Knowledge Bases 483

17. Strehl, A., Gupta, G.K., Ghosh, J.: Distance based clustering of association rules. In: ANNIE
1999. vol. 9, pp. 759–764. St. Louis, USA (1999)

18. Toivonen, H., Klemettinen,M., Ronkainen, P., Hätönen, K.,Mannila, H.: Pruning and grouping
discovered association rules (1995)
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Practical Verification of Radio
Communication Parameters for Object
Localization Module

Karol Budniak, Krzysztof Tokarz and Damian Grzechca

Abstract The paper presents parameters verification of a mobile device (battery
supplied) for object localization built with GPS module and radio front-end. At first,
construction of PC device (stationary unit) and mobile device (unit) are described.
Mobile unit may be attached to a movable object. More, objects in-motion requires
short round-trip-time (mobile response on stationary request) and communication
distance must be long enough for communication. In the paper the most important
datasheet parameters havebeen comparedwith devices constructed and the number of
test scenarios have been performed in order to verify parameters in real environment
i.e. mobile unit lifetime on battery, communication range, output power, positioning
accuracy, etc.

Keywords Radio communication · Objects localization · RTLS

1 Introduction

Real time locating systems (RTLS) became more popular in recent years. It is the
result of still growing utilization of mobile devices with variety of possible appli-
cations. The radio communication modules are available at low price and allow for
sending/receiving information from moving objects to the host. Current technology
allows for creating ICs (Integrated Circuits) of parameters that were unable a few
years ago. Thus, RF (Radio Frequency) modules became alternative for cable com-
munication. A device with independent communication link for tracking is required
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if taking into account permanent protection of security guard or other stuff in open-
air large area. Such system requires specific approach. The accuracy must be on
acceptable level very often 10m is enough. The operation time of the system pow-
ered with battery should be at least 12h. For independent radio communication a new
infrastructure is required so the systemmust be scalable but not expensive. Long dis-
tance link with high communication speed reduces cost (stationary unit should cover
at least circle with radius of 1km). Fast development of objects localization systems
allows to apply many ideas and techniques. Directivity of RTLS development has
been presented in [1] mainly concentrate on medical healthcare of patients. In [11]
localization of objects has been performed by sending SMS with actual position of
the object obtained from GPS module. Accuracy in this method mainly depends on
amount of sending messages. Positioning with RTLS system, presented in [6], yields
only in populated areas, with prevalence of WiFi networks. Sending information
about actual object position via dedicated radio channel ensures high accuracy and
allows using system in rural environments. System behavior on the higher level (PC
application) uses UTC time and the GPS coordinates, sent via RF module to the
stationary unit, therefore reliable work of whole system depends on quality of GPS
signal and retention of RF communication. Proposed device for objects positioning is
composed of RF transceiver module and GPS module. RF part is build with CC1101
transceiver with CC1190EM amplifier both working at 869MHz (Texas Instruments
and Chipcon ICs). GPS unit used in the device is FGPMMOPA4.

According to data provided by ChipCon, RF module offers adjustment of the
following parameters: output power, channel settings: bandwidth, spacing, data rate.
Connecting power amplifier CC1190 to transceiver CC1101 should increase commu-
nication range and quality of signal received. In order to fulfill system requirements it
is necessary to verify communication parameters, RF signal path loss and GPS coor-
dinates dispersion. RF signal path loss is compared with environment dependent
model presented in [7], by analysis RSSI parameter (Receive Signal Strength Index)
for adequate output power implementation. Test conditions for model of propagation
has been performed in suburban area, line of sight has been preserved. Test for GPS
coordinates dispersion has been performed, during static position and in motion with
different speed. Important part of the verification is battery lifetime with respect to
output power of RFmodule. It should be noticed that communication algorithm plays
also important role in battery lifetime [2].

2 System Construction

System consists of two devices: mobile and stationary. Stationary device initiates
communication by sending request to mobile device to get its position. Then, mobile
device responds with its unique identifier and actual GPS coordinates (taken from
GPS module). In case of no answer received from mobile station, the communi-
cation procedure is repeated. Mobile device is supplied by Li-Ion batteries, which
can be charged via USB port. Such solution requires: USB charge management
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Fig. 1 Block diagram of
mobile device

controller (MCP73831), an analog comparator for monitoring battery voltage (pro-
tection against damage if fully empty ADCMP361) and high efficiency buck-boost
converter (for low ripple on power line). As a GPSmodule the FGPMMOPA4 [3] has
been used. Whole system is controlled by 8-bit processor ATmega32. Block diagram
of a single device has been shown in Fig. 1.

Low level firmware has been developed with the use of Atmel Studio software
and operates in the following manner:

1. Configuration settings for:GPIOs,GPSmodule inmobile unit (UART/9600bps/8/
1/even), EIA-232 in stationary unit (19200bps/8/1/none) and RF module (SPI
interface). The CC1101 (RF module) and CC1190 (low noise power amplifier)
initialization covers specific values to IC registers: radiated power [10] (i.e. 20
and 15dBm, both have been verified), channel filter bandwidth (58kHz) and spac-
ing (200kHz). Those parameters have been verified assuming modulation type
(GFSK), deviation (14kHz) and baud rate (1.2kbps). Configuration settings for
RF module have been created with SmartRF Studio (Texas Instruments environ-
ment) which also allows for exporting them directly to the header file. A mobile
devicemust have a unique identifier. That ID has been read fromhardware directly
from input port with internal pull up (address configurable by pulling low appro-
priate bits).

2. Main loop. Stationary device sends 5bytes asking frame as in Fig. 2. In order to
preserve energy of the battery in mobile device after occurrence of asking frame,
device turns RF module into power save state, then comparison of ID from frame
with ID of device follows. When IDs are different program returns to the receive
mode, otherwise last received GPS packet is analyzed, time UTC and position
coordinates are extracted, then response frame is sent. This type of frame consists
of 34bytes including identifier of device and data from GPS packet as in Fig. 3.
Obviously, the stationary device is in receive mode, listening and waiting for
the response frame. After sending response frame mobile device waits for next
asking frame, while stationary device sends received packet to the PC via UART
(EIA-232).

Fig. 2 Asking Frame
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Fig. 3 Response Frame

3 Practical Verification of Parameters

The assumptionsmade for the system require verification in real environment because
parameters presented in application notes [3, 10] were determined in laboratory
environments. Parameters like communication range, battery lifetime, positioning
dispersionwhile keeping on our requirements should be also correct with appropriate
norm ETSI [4], which strictly defines communication parameters in short range
distance, e.g. 500mW radiated power in usable radio frequency (869.4–869.65MHz)
or emission limit outside of the radio channel, which should be less than 250nW.

Communication range

Accurate estimation of propagation path loss is a key factor for the good design of
mobile systems [5]. The maximum communication range depends on output power
(Pout) of transmitting device, sensitivity of receiving device and environment condi-
tions. In this sectionHata-Okumuramodel of path loss [7] is investigated. It takes into
account the following parameters: frequency of radio signal, antenna height and also
distance between a transmitter and a receiver. The original model has some limita-
tions. Themost restrictive is that Okumura’s measurements were made at 1920MHz,
andHata’s formulas cover only frequencies range from150 to 1500MHz.Also anten-
nas have been over average rooftop level. Path loss (P Lth) is calculated from Eq. (1).

P Lth = (A + B ∗ log(d) + C) (1)

A, B, C are related with radio frequency ( f c) and antennas height (hb, hm), when d
value is distance from transmitter to receiver in km. A, B,C can be obtained from (2):

A = 69.55 + 26.16 ∗ log( fc) − 13.82 ∗ log(hb) − a(hm) (2)

where a(hm) function is defined in urban (small and-medium size cities), suburban,
rural environments as:

a(hm) = (1.1 ∗ log( fc) − 0.7) ∗ hm − (1.56 ∗ log( fc) − 0.8) (3)

and for metropolitan areas:

a(hm) =
{

8.29 ∗ (log(1.54 ∗ hm))2 − 1.1 f or f ≤ 200 M H z

3.2 ∗ (log(11.75 ∗ hm))2 − 4.97 f or f ≥ 400 M H z
(4)
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Table 1 Communication
range

Pout (dBm) 9.5 13.5 17.5

Communication
range (m)

800 1000 12000

B value depends only on hb

B = 44.9 − 6.55(log(hb)) (5)

and C in urban and metropolitan is 0, in suburban environments:

C = −2 ∗ [log( fc/28)]2 − 5.4 (6)

and in rural areas:

C = −4.78 ∗ [log( fc)]2 + 18.33 ∗ log( fc) − 40.98 (7)

According to [7] path loss in dB has been calculated by substituting to the Eq. (1)
distance values from 100m to a maximum communication range (state, where RSSI
parameter rise above maximum sensitivity level presented in Table1) every 100m.
Moreover, A, B, C values for four models of areas: rural, suburban environments,
metropolitan areas, small and medium-size cities have been considered by substitut-
ing: fc = 869MHz (operating frequency), hm = 1m (mobile device is attached to
the human belt), hb = 35m (antenna is on the building). Assumed data have been
utilized in equations (2) to (7). Results have been presented in Table2.

Communication range (distance) where RSSI is equal to sensitivity of receiver
mainly depends on model of environment. In practice, increasing output power or
antenna gain of 1dB leads to higher communication range of 106% with respect to
initial value. The real path loss value (P L real) can be calculated by subtracting output
power (Pout) from the RSSI indicator

P Lreal [d B] = Pout [d Bm] − RSSI [d B] (8)

RSSI parameter must be read just after receiving data packet and then the RF
module idle state can (should) be applied, otherwise RSSI parameter is calculated
incorrect. RSSI value (dependent on the distance) is arithmetical average of one
hundred samples collected for particular point (distance from stationary device).
Comparison of measured path loss plots with Hata-Okumura modeled plots is pre-
sented in Fig. 4. Measured path loss have been calculated from the average RSSI
for Pout = 9.5/13.5/17.5dBm. The most upper and the most lower plots presents
Hata-Okumura model for suburban and rural area, respectively. It can be noticed that
measurements in real environment are comparable with model and place between
upper and lower path loss. Measured results also depends on antenna, which gain
could increase communication range or change the path loss. Our results has been
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Table 2 Comparison of Hata-Okumara Path Loss with Measured

Distance (km) Suburban
environments

9.5dBm 13.5dBm 17.5dBm Rural area

0.1 103,05 90,65 100,30 77,00 63,16

0.2 113,52 101,37 103,38 87,92 73,64

0.3 119,65 100,47 102,00 94,51 79,76

0.4 123,99 102,43 104,68 100,08 84,11

0.5 127,36 110,89 115,10 97,81 87,48

0.6 130,12 117,16 113,59 95,07 90,23

0.7 132,45 109,42 114,30 97,77 92,56

0.8 134,46 122,30 114,48 94,58 94,58

0.9 136,24 117,73 89,87 96,36

0.10 137,84 125,09 113,82 97,95

0.11 139,28 116,02 99,39

0.12 140,59 108,50 100,71

Fig. 4 Path loss comparison

obtained while using built-in RF module quarter wave antenna with 0dBm gain, so
total output power could be assumed as RF module output power.

According to the Table2 and Fig. 4 the model of environment is placed parallelly
between rural areas and suburban environments, however confirmation of the path
loss curve is not preserved in all section of distance. In case of Pout = 17.5dBm
model of the environment remains closer to the rural area. In case of Pout = 9.5dBm
model of area remains nearly suburban environment. However calculated P L values
were different than in case of various output power. Implementation of higher output
power reduces path loss value, approximates area closer to the rural environment and
finally confirms that communication range increased. Specific optimization of Hata
model [5] gives high accuracy and it is able to predict path loss value, the results
have been obtained for 800MHz band. All transmitted information incurs path loss
as electromagnetic waves propagate from source to destination (due to e.g., reflec-
tion, diffraction, and scattering). Specifically, it has been reported in many academic
literature (e.g. [9]) that the propagation models applied for macrocell mobile systems
have built-in-error (generally of the order of 7–10dB standard deviation- a factor of
ten in signal power) accounted for during the network design through amargin added
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Fig. 5 Dispersion of GPS
coordinates

to the overall signal strength calculations to take account of the natural signal fading
phenomenon.

Static Object Localization

Localization accuracy of whole the system is based on GPSmodule. Therefore, GPS
coordinates dispersion for static object is important. It has been calculated as average
of 1000 samples measured by the mobile device. The histogram of cumulative sum
of positions within a circle of the radius from 1m up to 15m is presented in Fig. 5.
Based on the research: the first quartile equals to 3.06m, the second quartile is 6.59m
and the third one is 10.98m. It means 50% of information received should be within
a circle of radius smaller than 6.6m.

Localization of an Object In-motion

The accuracy of a system in static position has been compared with accuracy mea-
sured duringmovement of themobile device. In-motion accuracy is strictly connected
with the cross tracking error which causes changes in positioning of following points.
The cross tracking test has been performed for constant speed of the object, i.e.
v1 = 0.8m/s, v2 = 1m/s, v3 = 1.5m/s and v4 = 3m/s for low, normal, high speed
walking and for biking accordingly. It leads to distance shift of d1 = 0.8m, d2 = 1m,
d3 = 1.5m and d4 = 3m, respectively. GPSmodule receives its current position and
the distance shift between two points must fulfill the following equation:

x =
√

(λ(N−1) + λN )2 + (ϕ(N−1) + ϕN )2 (9)

where λ value means latitude, and the ϕ longitude. Obviously, Eq. 9 does not take
into account the curvature of the Earth but for low speed and short displacement it can
be neglected. If distance between two following points is greater than di then current
position is discarded and next point is evaluated. In order to keep constant velocity,
the distance is multiplied by two. If such point does not fulfill assumed speed again,
the distance is tripled for next point. Table3 indicates amount of acquired positions
(in percent), which have been denied for constant velocity in area around 400m.

For walking speed every second coordinate is valuable. Velocity for which actual
position has been estimated properly for more than 90% is 3.5m/s. Coordinates
dispersion depends on type of GPS module and GPS antenna placement. During
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Table 3 In-motion
dispersion of GPS
coordinates

Velocity 0.8 1 1.5 3

Amount of
probes

13.47% 19.90% 38.69% 84.05%

movement signal strength conditions are changing because of various satellites
visibility.

Radio Channels Spacing and SNR

The localization system operates in ISM (Industrial, Science, Medical) and SRD
(Short Range Device) band at 868.4 869.65MHz frequency sub band. The band is
divided into 16 channels of 58–812kHz bandwidth (user programmable).

The power for a single channel cannot exceed 500mW in channel 0 and 25mW in
channel 1 etc. and the channel spacing must be at least 50kHz. For frequencies lower
than 869.7MHz the spectrum access should be less than 10%. The measured voltage
is reduced by 3dB [10] for impedance matching (50�) between antenna and spec-
trum analyzer. According to [4] the maximum power emission value for frequencies
higher than 869.650MHz is 25mW. The power for a single channel cannot exceed
500mW in channel 0 and 25mW in channel 1 etc. and the channel spacing must
be at least 50kHz. The maximum power rating is 500mW for all channels but the
channel, which frequencies are lower than 869.7MHz the spectrum access should
be less than 10%. For impedance matching (50�) between antenna and spectrum
analyzer the measured voltage is reduced by 3dB [3]. According to [10] the max-
imum power emission value for frequencies bigger than 869.650MHz is 25mW.
Comparison of power spectrum for channels 0 and 1 has been presented in Fig. 6.
The radiated power should be less than 25mW (13.97dBm). The whole stated fre-
quency band may be used as 1 wideband channel for high speed data transmission.
For frequencies higher than 869.7MHz maximum radiated power couldnt be greater
than 5mW. Channel separation is the difference between envelopes of channels at
-6dB lower than maximum output power. In our case equals to 134kHz. A single
channel bandwidth measured also at -6dB level equals to 76kHz. Both parameters
fulfill ETSI norm requirements.

Battery Lifetime and Current Consumption

Presented system is composed of stationary device and mobile devices powered
with battery. The system usability depends strongly on mobile unit lifetime while

Fig. 6 Radio channel
spectrum
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the main energy consuming unit is the RF transmitter. For this reason, the settings
for communication were determined taking into consideration energy preservation.
Normal settings are: 40 question per minute, modulation GFSK, deviation 14kHz,
channel filter bandwidth equals 58kHz, spacing 200kHz. and 1.2kbps baud rate. The
mobile device is equipped with the Li-Ion battery of capacity equals to 1900mAh.
Using normal parameters the lifetime tests with different output power have been
performed. Initial conditions for one test: battery is fully charged, stationary device
enquire mobile unit 40 times for minute; a mobile device responses with data frame
presented in Fig. 3, none of power saving attributes have been implemented. Battery
voltage has been measured by ADC built in microcontroller. The test is completed
when the battery voltage falls assumed minimum level, i.e. 2.75V (determined on
the battery application note). In such a case the onboard analog comparator turns off
mobile device.

Battery lifetime mainly depends on RF module’s power settings. Current con-
sumption in transmit mode is 185.3, 141.2, 119.8mA, for output power 17.5, 13.5,
9.5dBm, respectively. Figure7 presents battery voltage level versus time (in hours)
for the constant number of enquires, i.e. 40 per minute. Device lifetime according to
[8] can be calculated with:

T = C/I (10)

where T means battery lifetime [in hours],C—maximum battery capacity in Ah, and
I as discharge current. Battery voltage and current plots for output power equal to
13.5dBm is presented in Fig. 8. Interval between following responses is 1.5 s Mobile
device current consumption in transmit mode is 185.36 and 141.241mA for 17.5 and
13.5dBm, respectively. Obviously in case of none power saving attributes, current
level depends mainly on RF module output power. Difference is result of current

Fig. 7 Battery voltage level
versus time

Fig. 8 Current consumption
and battery voltage for
13.5dBm
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Table 4 Comparison of current consumption

Output power
(dBm)

Current transmit
(mA)

Current idle
(mA)

Difference (mA) Current theoretically
(mA)

17.5dBm 185.36 54,03 131.33 138

13.5dBm 141.241 53,77 87.471 99

in non-transmitting state, which is on the same level regardless of output power.
In application note [10] current consumption of RF module for considered output
power settings should be 138 and 99mA respectively. After subtracting idle current
from transmit current we obtain proper values 131.33 and 87.471mA for 17.5 and
13.5dBm, respectively. Comparison of current consumption in transmit mode has
been presented in Table4. Average current consumed by the device can be calculated
from the following formula:

I = 1

T

∫ t0+T

t0

UR(t)

R
dt (11)

where UR(t) means value of voltage waveform in a period T on resistor R = 1�—
which is connected in series with battery during test. Operating time (Eq.11) is
calculated based on the average current determined from the oscilloscope (Eq. 12)
and capacity of the battery. Example of calculation of battery lifetime has been
presented in Eq.12.

T = C
∫ t1

t Itransmission(t)dt + ∫ t+T
t1

Iidle

(12)

where Itransmission is current consumption in transmit mode, Iidle in idle mode, respec-
tively. Period T is dependent on amount of sending frames in time unit. Comparison
of theory calculated and measured lifetime is presented in Table5. As can be noticed,
the real time that device operates on fully charged battery is always less than theo-
retically calculated for all considered output powers.

Table 5 Relationship between output power and lifetime of battery

Output power (dBm) 17.5 13.5 9.5

Average current consumption (mA) 77,37 69.25 68.54

Operating time (theoretically) (h) 24.56 27.35 27.72

Operating time—measured (h) 21 26 27.5
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4 Conclusion

Practical verification of mobile device parameters for system localization purpose
have been presented in this paper. All tests confirmed usefulness because the para-
meters were comparable with those presented in the datasheet or application notes of
elements. The Hata-Okumura model has been compared with real path loss within
specific application area.Model calculations and real measurements of area mapping
are different in case of various output power implementation. It is related to specific
area under test. However all verification measurements are within rural and suburban
areawhat agreeswith reality.GPS localization for objects in-motion for various speed
clearly shows decreasing location error with increasing velocity. For normal walking
speedmuchmore precise DGPS or AGPS should be applied. Usability of mobile unit
is related to battery lifetime. Current consumption for the high power mode and 40
enquires per minute is low enough to give 21h of lifetime. The minimum operating
time should cover one worker shift. Time can be extended by power saving modes
implementation. Implementation Wake-On-Radio function in RF modules should
reduce current consumption in idle state. It would cause longer device usage espe-
cially when the number of enquires is low. BER (bit error rate) and PER (packet error
rate) have not been tested at this stage but in this system radio communication link is
crucial. For long distances and urban area (many obstacles) the radio link may dis-
appear. Advanced algorithms for object localization should increase communication
range by increasing output power only if it is necessary and also save more power
for longer device usage.
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Perturbation Mappings
in Polynomiography

Krzysztof Gdawiec

Abstract In the paper, a modification of rendering algorithm of polynomiograph
is presented. Polynomiography is a method of visualization of complex polynomial
root finding process and it has applications among other things in aesthetic pattern
generation. The proposed modification is based on a perturbation mapping, which is
added in the iteration process of the root finding method. The use of the perturbation
mapping alters the shape of the polynomiograph, obtaining in this way new and
diverse patterns. The results from the paper can further enrich the functionality of
the existing polynomiography software.

Keywords Polynomiography · Perturbation · Aesthetic pattern · Computer art

1 Introduction

Today, one of the aims in computer aided design is to develop methods that make
the artistic design and pattern generation much easier. Usually the most work during
a design stage is carried out by a designer manually. Especially, in the cases in
which the graphic design should contain some unique unrepeatable artistic features.
Therefore, it is highly useful to develop an automatic method for aesthetic patterns
generation. In the literature we can find many different methods, e.g., method based
on Iterated Function Systems [13], method for creating stone-like decorations using
marbling [11]. A very interesting method is polynomiography [6]. It is based on the
root finding methods of polynomials with complex coefficients.

In this paper we present a modification of the standard rendering algorithm used
in polynomiography. The modification is based on the use of perturbation mapping
before the use of root finding method in the standard algorithm. The perturbation
mapping disturbs the process of finding the roots of polynomial thereby obtaining
new and diverse patterns comparing to the standard polynomiography.
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The paper is organized as follows. In Sect. 2 we introduce some basic information
about polynomiography and a standard algorithm for rendering polynomiographs.
Then, in Sect. 3 we present perturbation mapping and its use in the polynomiography
for obtaining new patterns. Some examples of polynomiographs obtained with the
proposed modifications are presented in Sect. 4. Finally, in Sect. 5 we give some
concluding remarks.

2 Polynomiography

The notion of polynomiography appeared in the literature about 2000 and was intro-
ducedbyKalantari. Polynomiography is defined as the art and science of visualization
in approximation of the zeros of complex polynomials, via fractal and non-fractal
images created using the mathematical convergence properties of iteration functions
[7]. Single image created using the mentioned methods is called polynomiograph.

In polynomiography the main element is the root finding method. Many different
root findingmethods exist in the literature, e.g., Newtonmethod [7], Traub-Ostrowski
method [1], Harmonic Mean Newton’s method [1], Steffensen method [10], and also
we can find families of root finding method, e.g., Basic Family [7], Parametric Basic
Family [7], Euler-Schröder Family [7], Jarratt Family [2]. Let us recall two root
finding methods, that will be used in the examples presented in Sect. 4.

Let us consider a polynomial p ∈ C[Z ], deg p ≥ 2 of the form:

p(z) = anzn + an−1zn−1 + · · · + a1z + a0. (1)

The Newton root finding method is given by the following formula:

N (z) = z − p(z)

p′(z)
, (2)

and Halley root finding method by the formula:

H(z) = z − 2p′(z)p(z)

2p′(z)2 − p′′(z)p(z)
. (3)

To render a single polynomiograph we can use Algorithm1. It is a basic rendering
algorithm. In the literature we can find other methods of rendering polynomiographs,
which are based on the ideas taken from the Mandelbrot and Julia set rendering
algorithms [4]. Moreover, we can replace the Picard iteration used in the algorithm
with other iteration methods [5], e.g., Mann, Ishikawa, Noor. In the algorithmwe use
the so-called iteration colouring, i.e., colour is determined according to the number
of iteration in which we have left the while loop. Other colouring methods exist in
the literature, e.g., basins of attraction, mixed colouring [7].
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Algorithm 1 Rendering of polynomiograph
Input: p ∈ C[Z ], deg p ≥ 2 – polynomial, A ⊂ C – area, M – number of iterations, ε – accuracy,

R : C → C – root finding method, colours[0..k] – colourmap.
Output: Polynomiograph for the area A.

for z0 ∈ A do
i = 0
while i ≤ M do

zi+1 = R(zi )

if |zi+1 − zi | < ε then
break

i = i + 1

Print z0 with colours[i] colour

3 Perturbation Mappings in Polynomiography

In Algorithm1 for any z0 we can treat the sequence {z0, z1, z2, . . .} as the orbit of
z0. For different starting points z0 using the same root finding method we obtain
different orbits. So, if we change some point in the orbit of a given starting point,
then the orbit changes starting from the altered point. In this way we can obtain
alternation of the polynomiographs shape.

Let us modify line 4 in Algorithm1 in a following way:

zi+1 = (R ◦ ρ)(zi , i + 1) = R(ρ(zi , i + 1)), (4)

where ρ : C × IN → C is a mapping. Moreover, we modify the convergence test in
line 5 in a following way:

|zi+1 − ρ(zi , i + 1)| < ε. (5)

The mapping ρ is called perturbation mapping and its aim is to alter (perturb) the
orbit during the iteration process. Because we can alter the orbit in very different
ways, so we do not make any assumptions about the perturbation mapping. Let us
notice that when ρ(z, i) = z for all z ∈ C and i ∈ IN, then (4) and (5) reduce to the
standard iteration and convergence test used in the polynomiography.

The simplest perturbation mapping that alters the orbit is addition of a fixed
complex number v, i.e.,

ρv(z, i) = z + v. (6)

The value of v cannot be arbitrary, because we will lose the convergence of the root
finding method and the resulting polynomiograph will be a rectangle filled with one
colour. From the conducted research it turns out that the value v is highly dependent
on ε. The modulus of v can be greater than ε only by a small value. Taking into
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Algorithm 2 Rendering of polynomiograph with combined iteration
Input: p ∈ C[Z ], deg p ≥ 2 – polynomial, A ⊂ C – area, M – number of iterations, ε – accuracy,

R : C → C – root finding method, ρ : C × IN → C – perturbation mapping, α ∈ C –
parameter, colours[0..k] – colourmap.

Output: Polynomiograph for the area A.

for z0 ∈ A do
i = 0
while i ≤ M do

w = ρ(zi , i + 1)
zi+1 = αR(zi ) + (1 − α)R(w)

if |zi+1 − w| < ε then
break

i = i + 1

Print z0 with colours[i] colour

account this observation it is very comfortable to represent v in the trigonometric
form:

v = rε(cos θ + i sin θ), (7)

where r ∈ [0, 1.1] and θ ∈ [0, 2π).
Another example of perturbation mapping is mapping that uses different values

of v in subsequent iterations, e.g.,

ρm(z, i) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

z + v1, if i mod m = 0,

z + v2, if i mod m = 1,

. . .

z + vm, if i mod m = m − 1,

(8)

where m ∈ IN and v1, v2, . . . , vm ∈ C.
The examples of perturbation mappings presented so far are all deterministic. It

is tempting to use randomness to obtain random patterns. But it turns out that the
polynomiographs generated using random value of v in each iteration does not give
a random pattern. We obtain a very similar noisy patterns, so their appearance is not
aesthetic. Instead of using pure randomness we can use the random number generator
of computer graphics [8], i.e., a noise function.

Besides the use of perturbation mapping we can also take combination of the
standard iteration and the perturbed one. Let ρ be a given perturbation mapping and
R a root finding method. We define new iteration process in the following way:

zi+1 = αR(zi ) + (1 − α)R(ρ(zi , i + 1)), (9)
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whereα ∈ C.Let us notice that forα = 1 iteration (9) reduces to the standard iteration
used in the polynomiography, and for α = 0 it reduces to (4). So the combined
iteration process is more general than the iteration with perturbation mapping.

Algorithm2 presents method for rendering polynomiograph using the combined
iteration process.

4 Examples

In this section, we present some examples of polynomiographs obtained using the
proposed modifications from Sect. 3. To visually compare the obtained patterns with
the originals ones we start by presenting the patterns obtained with the standard ren-
dering algorithm (Algorithm1). The patterns are presented in Fig. 1, and the para-
meters used to generate them were the following:

Fig. 1 Polynomiographs generated with the standard rendering algorithm

Fig. 2 Polynomiographs obtained using the perturbation mapping (6)—different arguments

Fig. 3 Polynomiographs obtained using the perturbation mapping (6)—different moduli
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(a) p(z) = z3 − 1, A = [−1.5, 1.5]2, M = 15, ε = 0.001, Newton’s root finding
method,

(b) p(z) = z5 + z, A = [−2.0, 2.0]2, M = 15, ε = 0.001, Halley’s root finding
method,

(c) p(z) = z3 − 3z + 3, A = [−2.5, 2.5]2, M = 20, ε = 0.001, Newton’s root
finding method.

The first example presents the use of perturbation mapping with the addition of
a fixed complex number (6). The parameters to generate the polynomiographs were
the same as in Fig. 1a, and the complex numbers used in the perturbation mapping
had modulus equal to ε and their arguments were the following: (a) θ = 0.00, (b)
θ = 0.22, (c) θ = 0.50, (d) θ = 0.99. The obtained polynomiographs are presented
in Fig. 2.

The second example presents the influence of the modulus of the fixed complex
number used in the perturbation mapping on the polynomiograph. The parameters to
generate the polynomiographs were the same as in Fig. 1a, and the complex numbers
used in the perturbation mapping had argument equal to 0.6π and their moduli were
the following: (a) 0.6ε, (b) 0.9ε, (c) 1.0ε, (d) 1.1ε. The obtained polynomiographs
are presented in Fig. 3.

The next example presents the use of perturbation mapping given by (8). The
parameters to generate the polynomiographs were the same as in Fig. 1b, and the
parameters of the complex numbers used in the perturbation mapping were the fol-
lowing (Fig. 4):

Fig. 4 Polynomiographs obtained using the perturbation mapping (8)

Fig. 5 Polynomiographs obtained using the combined iteration process (9)
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(a)
{

r = 0.95, θ = 0.6π, if i mod 2 = 0,

r = 1.1, θ = 1.5π, if i mod 2 = 1,
(10)

(b)
{

r = 1.1, θ = 1.5π, if i mod 2 = 0,

r = 0.95, θ = 0.6π, if i mod 2 = 1,
(11)

(c)
⎧

⎪

⎨

⎪

⎩

r = 1.1, θ = 1.62π, if i mod 3 = 0,

r = 0.5, θ = 0.98π, if i mod 3 = 1,

r = 1.0, θ = 0.20π, if i mod 3 = 2,

(12)

(d)
⎧

⎪

⎨

⎪

⎩

r = 1.0, θ = 1.62π, if i mod 3 = 0,

r = 1.0, θ = 0.49π, if i mod 3 = 1,

r = 1.01, θ = 0.2π, if i mod 3 = 2.

(13)

The obtained polynomiographs are presented in Fig. 4.
The last example presents the use of combined iteration process (9). The parame-

ters to generate the polynomiographs were the same as in Fig. 1c, the perturbation
mapping was given by (6) with v = ε(cosπ + i sin π), and the values of α were the
following: (a)−300+10i, (b)−10, (c) 100, (d) 200. The obtained polynomiographs
are presented in Fig. 5.

5 Conclusions

In this paper, we presented a modification of the standard rendering algorithm for
polynomiographs. The modification was based on the use of a perturbation mapping.
The mapping was added in the iteration process of the root finding method in two
ways. In the first method we used the perturbation mapping before the root finding
method, and in the second method we used combination of the original root finding
method and its perturbed version. Moreover, the convergence test of the algorithm
was modified. The presented examples show that using the proposed methods we
are able to obtain very interesting and diverse patterns, that differ from the original
patterns obtained with the standard polynomiography.

In our further work we will try to extend the results of the paper by using the
q-system numbers [9] and bicomplex numbers [12] instead of the complex numbers.
Moreover, we will try to bring the perturbation mappings into the quaternion Newton
method [3] and to develop an algorithm of visualization of the quaternionic root
finding process in 3D.
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PCA Based Hierarchical Clustering
with Planar Segments as Prototypes
and Maximum Density Linkage

Jacek M. Leski, Marian Kotas and Tomasz Moroń

Abstract Clustering is an indispensable tool for finding natural boundaries among
data. One of the most popular methods of clustering is the hierarchical agglomerative
one. For data of different properties different versions of hierarchical clustering
appear favorable. If the data possess locally linear form, application of hyperplanar
prototypes should be advantageous. However, although a clustering method using
planar prototypes, based on hierarchical agglomerative clustering with maximum
density of planar segment linkage is known, it has a crucial drawback. It uses linear
regression to model a cluster. When data for a cluster are parallel to the independent
variable axis the use of linear regression can not be effective and the data are not
described well. As a result, quality of the obtained group is low. The goal of this work
is to overcome this problem by developing a hierarchical agglomerative clustering
method that uses the PCA based maximum density of planar segment linkage. In the
experimental part, we show that for data that possess locally linear form this method
is competitive to the method of the agglomerative hierarchical clustering based on
the maximum density of planar segment linkage.

Keywords Hierarchical clustering · PCA · Prototype based clustering ·Maximum
density linkage · Segments of hyperplanes

1 Introduction

One of the fundamental faculties of human being is clustering of similar cases for
their later processing and classification [5]. The Swedish scholar C. Linnaeus even
writes in one of his works that “All the real knowledge which we possess, depends on

J.M. Leski (B) · M. Kotas · T. Moroń
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methods by which we distinguish the similar from the dissimilar”. Thus, clustering
plays an important role in many engineering fields such as image segmentation, data
mining, pattern recognition, signal processing, Web mining, modeling, communica-
tion, and so on [1, 7, 12, 13, 15–17, 19, 20]. The clustering methods divide a set of
N vector observations x1, x2, . . . , xN ∈ IRt into c groups denoted Ω1,Ω2, . . . ,Ωc

so that the members of the same group are more similar to one another than to the
members of the other groups [4].

Generally, clustering methods can be divided into [6]: hierarchical, graph theo-
retic, decomposing a density function, minimizing a criterion function. In this paper
hierarchical agglomerative clustering will be applied. Clustering finds important
applications in, for instance [1, 5, 20]: medicine, psychiatry, chemistry, marketing,
biology, sociology, astrophysics, education, and archeology. In biological taxonomy,
which originates hierarchical clustering, species are grou-ped together into genera,
genera into orders, orders into classes, classes into types, types into varieties, which
finally compose kingdoms [4, 6, 10]. Thus the insignificant discrepancies between
groups are neglected, and they are graduallymerged into larger groups. This approach
is usually called as agglomeration. In the antithetic approach, which will not be con-
sidered in this work, the groups are split on the basis of some differences among
their members. It is called as divisive hierarchical clustering.

The agglomerative approach aims to create c groups on the basis of N data vectors
in the following way. We initially create N groups, with each group containing one
data vector, only. In the next step, we seek for two groups differing the least (with
the greatest similarity) and we join them, reducing the number of groups to N − 1.
In the succeeding steps, we continue combining the least differing groups, obtaining
N − 2, N − 3, . . . , c groups.

The measures of similarity or dissimilarity between any two groups Ω� and Ωr

are needed to proceed with the agglomerative approach to clustering. A measure of
the groups dissimilarity, which can be understood as a distance (referred in clustering
as a linkage) between data groups, can be defined as [3, 5, 10]:

• single linkage dmin (Ω�,Ωr ) = min
x′∈Ω�, x′′∈Ωr

d(x′, x′′),

• complete linkage dmax (Ω�,Ωr ) = max
x′∈Ω�, x′′∈Ωr

d(x′, x′′),

• average linkage dave (Ω�,Ωr ) = 1
|Ω�||Ωr |

∑

x′∈Ω�

∑

x′∈Ωr

d(x′, x′′),

• centroid linkage dmean (Ω�,Ωr ) = d(m�, mr ),

• median linkage dmedian (Ω�,Ωr ) = d(m�,mr )

• minimum variance linkage dmv (Ω�,Ωr ) =
√ |Ω�||Ωr ||Ω�|+|Ωr |d(m�, mr ),

• minimax linkage dminimax (Ω�,Ωr ) = min
x′∈Ω�∪Ωr

[

max
x′′∈Ω�∪Ωr

d(x′, x′′)
]

,

where d(x′, x′′) is the dissimilarity between data points x′ and x′′, |Ωr | is the cardi-
nality of the r th cluster, ∪ is the set-theoretic union operation, mr andmr denote r th
cluster mean and median, respectively.



PCA Based Hierarchical Clustering with Planar Segments as Prototypes … 509

Some of thementioned above dissimilarities can be calculated iteratively [11, 18].
In other words, the dissimilarities between a group and the union of other two groups
may be expressed as a function of the dissimilarities among these groups before their
union.

The hierarchical clustering provides a simple way to infer on groups number. The
results of the clustering can graphically be presented with a dendrogram. The height
of its node expresses the dissimilarity between the union of corresponding groups.
Thus by cutting the dendrogram at height ξ , we obtain information on the number
of the groups whose dissimilarities to each other are at lest equal to ξ .

The fundamental drawback of the hierarchical methods of clustering is the lack
of group prototypes which would be beneficial for the results interpretability. In [3]
the minimax linkage was introduced. The x datum whose distance to the farthest
point within the union of groups is smallest becomes a prototype of the resulting
group: Ω� ∪ Ωr . The distance itself is taken as the measure of dissimilarity between
the considered pair of groups dminimax (Ω�,Ωr ). This dissimilarity measure can be
interpreted as the radius of the minimal hyperball containing the resulting union of
groups and centered at the prototype.Unfortunately, contrary to the classical linkages,
for this one the dissimilarities cannot be calculated iteratively.

One of the most popular clustering methods based on minimization of a crite-
rion function is the fuzzy c-means one. Its generalization by application of hyper-
plane shaped prototypes of the clusters is known as the Fuzzy C-Regression Models
(FCRM) method [8]. The basic disadvantage of the FCRM is the infinite extent of
such prototypes which can cause addition to a cluster of very distant data points, not
necessarily similar to the majority within the cluster.

To overcome the above disadvantage the agglomerative hierarchical clustering
based on Maximum Density of Planar Segment linkage (MDPS) was introduced in
[14]. However, the above mentioned hierarchical clustering has a crucial drawback.
It uses linear regression to model a cluster. When data for a cluster are parallel to the
independent variable axis, the use of linear regression can not be effective. During
calculations we have to invert a matrix that is singular or close to singular. As a result,
the calculations are unstable and the description of the obtained group is poor.

The goal of our work is to introduce a method of hierarchical clustering with
the prototypes confined to the segments of hyperplanes determined with the use of
principal component analysis (PCA). By this confinement, we are going to overcome
the aforementioned unfavorable property of the planar prototypes. It will be investi-
gated if the method is competitive with respect to the hierarchical method with the
maximum density of planar segment linkage.
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2 Hierarchical Clustering with Planar Segments
as Prototypes

In this section we recollect the notion of hierarchical clustering based on maxi-
mum density of planar segment linkage. This method allows the prototypes to be
t-dimensional linear varieties rather than points. As might be expected, this type of
clustering is most applicable to data which consist of clusters that are drawn from
linear varieties of the same dimension. We deal with such problems when we ana-
lyze biomedical signals and medical databases, where some dependent variable y is
explained by many independent variables x. For instance a signal amplitude depends
on the time variable and the gray level on a tomographic image depends on the spatial
coordinates. In such cases the vector of features of the clustered objects must be split
into independent variables x and the dependent one y, i.e. z = [x� y]�. Let Ω be a
set containing data pairsΩ = { (xk, yk)| k ∈ �Ω }, where the independent observation
xk ∈ IR(t−1) has a corresponding dependent observation yk ≡ xk,t ∈ IR, �Ω is the
set of indices for the elements of Ω . Card(Ω) = NΩ denotes the cardinality of Ω .

The parameters of a regression model describing the elements ofΩ , are estimated
by minimizing the sum of the squared errors [14]
J (wΩ) = (XΩwΩ − yΩ)� (XΩwΩ − yΩ), where XΩ = [(

x�
k 1

)]

k∈�Ω
∈ IRNΩ×t

and yΩ = [yk]k∈�Ω
∈ IRNΩ . If we denote w�

Ω = argmin J (wΩ), the optimality

condition is as followsw�
Ω = (

X�
ΩXΩ

)−1
X�

ΩyΩ . Themeasure of the planar segment
density is introduced in [14]

D(Ω) = R(Ω)

NΩ

√

J (w�
Ω), (1)

where

R(Ω) =
t−1
∏

j=1

[

max
k∈�Ω

(

xk, j
) − min

k∈�Ω

(

xk, j
)

]

, (2)

xk, j denotes the j th component (feature) of the kth datum. Measure (1) is a product
of two terms: the density of the data projected on the independent variables sub-
space, and the regression errors. This measure favors data sets of high cardinality
whose elements are located close to the hyperplane. Finally, the maximum density of
planar segment (MDPS) linkage between two clusters Ω� and Ωr is defined as [14]
dMDPS(Ω�,Ωr ) = D(Ω� ∪ Ωr ), i.e. the distance between the groups is expressed
as the defined density measure (1) corresponding to the resulting merged cluster.
However, the above mentioned hierarchical agglomerative clustering with maximum
density of planar segment linkage has a crucial drawback. This method is based on a
linear regression model of clusters. When data for a cluster are parallel to the axis of
the independent variable, the method using linear regression can not describe them
well. More precisely, in solution we have the inverse of

(

X�
ΩXΩ

)

matrix, which is
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singular or close to singular. As a result, description of the obtained group is poor
(unstable). In the next section of this work this problem is solved by developing a
hierarchical agglomerative clustering method that uses the PCA based maximum
density of planar segment linkage.

3 PCA Based Maximum Density of Planar Segment Linkage

Principal component analysis can be seen as a sequential constructing of a linearman-
ifold approximating a set of points by its projections. These projections are ordered
in variance and uncorrelated. Let Ω be a set containing data Ω = {xk | k ∈ �Ω },
where xk ∈ IRt and �Ω is the set of indices for the elements of Ω with the cardinality
Card(Ω) = NΩ .

Let’s denote the rank (t − 1) linear model representing Ω as f = a + Vt−1b,
where a denotes a location in IRt , Vt−1 is a t ×(t −1)matrix with orthogonal vectors
in columns, and b is a vector of parameters. Fitting the above linear model to data
from cluster Ω by minimizing least squares leads to [9]: a = x, bi = V�

t−1x̊i , where
x̊i = xi − x. Matrix Vt−1 is obtained from singular value decomposition of centered
data X̊ = [x̊1, x̊2, . . . , x̊NΩ ] [9]:

X̊� = UDV�, (3)

U, V are NΩ × t and t × t orthogonal matrices, with the columns of V(U) spanning
the column (row) space of X̊. D is t × t diagonal matrix, with diagonal entries
d1 ≥ d2 ≥ · · · ≥ dt called the singular values of X̊. The columns of V are also
called the principal components directions of X̊, and Vt−1 is obtained from V using
its the first t − 1 columns. The variance of i th principal component is equal to d2

i .
We define the following measure of the planar segment density

DPCA(Ω) = RPCA(Ω)

NΩ

dt , (4)

where

RPCA(Ω) =
t−1
∏

j=1

[

max
k∈�Ω

(

x̆k, j
) − min

k∈�Ω

(

x̆k, j
)

]

, (5)

x̆k, j denotes the j th component of the kth datum after projecting it on the rank (t −1)
linearmanifold spanned onVt−1.Measure (4) is as previously a product of two terms.
The first term is the density of the data projected on rank (t − 1) linear manifold
(hypervolume of a hyperrectangle (orthotope) containing all points, divided by the
number of these points); in contrast to the previous section, the hyperrectangle sides
are not parallel to the respective coordinates of x. The second term is the standard
deviation of the last principal component (corresponding to the regression errors).
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The PCA based maximum density of planar segment (PCAMDPS) linkage
between two clustersΩ� andΩr is defined as dPCAMDPS(Ω�,Ωr ) = DPCA(Ω�∪Ωr ).
This measure can only be applied for sets of the sufficient cardinality. For NΩ < t
the measure is undefined. For NΩ = t this measure equals zero. Thus, it can only be
applied to data clusters of greater cardinality: NΩ ≥ t .

Therefore in the initial phase of the algorithmexecution,we apply anothermeasure
of the data similarity, a modification of the minimax linkage [14]:

D(Ω) =
⎧

⎨

⎩

min
x∈Ω

[

max
x′∈Ω

d(x, x′)
]

, NΩ ≤ t + ξ,

γ, NΩ > t + ξ,

(6)

where γ is an extremely large positive number (denoted as inf in MATLAB, being
the IEEE arithmetic representation for positive infinity), ξ is a small integer value.
Application of this measure results in forming the clusters confined to the hyper-
spheres of minimal radius, but cardinality not exceeding t + ξ . In the experiments
that will be presented, we used t + ξ = 3+ 1 = 4 (assuming the minimal surplus of
clusters cardinality that prevents the clusters to have by definition a zero value of the
PCAMDPS linkage in the 3-dimensional space). When this condition is satisfied, we
can proceed using the PCAMDPS linkage. This algorithm is called the agglomerative
hierarchical clustering based on PCAMDPS linkage, and can be denoted as

Algorithm PCAMDPS:

1. Fix a number of clusters c (1 ≤ c < N ).
2. Let Ω� = {x�} for � = 1, 2, . . . , N . Set the current number of clusters p = N .
3. Repeat until the cardinality of each cluster is greater than t + ξ :

(a) Find a pair of the nearest clusters (denoted as Ω�1 and Ω�2 ) using a modified
minimax linkage (6).

(b) Merge Ω�1 and Ω�2 , delete Ω�1 , and decrement p by one.

4. Repeat until c < p:

(a) For each pair of clusters (denoted as Ωr1 and Ωr2 ) do:
i. Calculate the singular value decomposition of centered data Ω = Ωr1 ∪

Ωr2 (see (3)).
ii. Calculate the PCA based maximum density of planar segment linkage

between Ωr1 and Ωr2 clusters using (4).
(b) Find the nearest pair of clusters (denoted as Ω�1 and Ω�2 ) using the above

linkages.
(c) Merge Ω�1 and Ω�2 , delete Ω�1 , and decrement p by one.

5. Stop.

Remark. Please note that for c = 1 we obtain the full dendrogram.
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4 Numerical Experiments

The aim of these experiments is to investigate the proposed method performance on
simple three-dimensional data that are similar to those studied on Fig. 6 in [2]. They
are the so-called goldfish datasets, presented in Fig. 1. As we can see, they consist of
two three-dimensional letters ‘X’ and ‘O’, visuallywell separated.Thefigure presents
the results of the agglomerative hierarchical clustering based on MDPS linkage (6
clusters are formed by cutting the dendrogram at level six). For comparison the
results of clustering with the use of the agglomerative hierarchical clustering based
on PCAMDPS linkage are presented in Fig. 2 (with the same number of clusters).
Analyzing the above figures, we can see that both clustering methods managed to
describe the data pretty well. Within letter ‘O’ in Fig. 1, however, we can discern
many points that are not assigned well to the formed clusters. This is caused by
relatively wide spread of these points in the vertical direction. They could have been
approximated best by a vertical surface but the method based on linear regression
(MDPS) was not able to form such a surface.

The PCAMDPS linkage basedmethodmanaged to solve the problemmuch better:
all points lie closely to the determined linear manifolds. In the next experiment, we
rotated the data by−π/12 to make one branch of letter ‘X’ be approximately vertical
(see Fig. 3). In the figure we can notice that construction of a cluster describing this
branch of the letter failed completely. Again, this problem results from the MDPS
method inability to describe data that are parallel to the independent variable axis.
By contrast, in Fig. 4 we can see that the PCAMDPS linkage based method deals
with the description of the rotated letter ‘X’ without any troubles. The quality of the

−10 −5 0 5 10 15 20
0

5
10
0

2

4

6

8

10

12

14

16

18

20

First Feature

Second Feature

T
hi

rd
 F

ea
tu

re

Fig. 1 A scatter plot of the 3-dimensional goldfish dataset used in the experiment, with the regres-
sion surfaces estimated by the MDPS linkage method (dendrogram is cut at level six)
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Fig. 2 A scatter plot of the 3-dimensional goldfish dataset used in the experiment, with the regres-
sion surfaces estimated by the PCAMDPS linkage method (dendrogram is cut at level six)
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Fig. 3 A scatter plot of the 3-dimensional goldfish dataset from Fig. 1 rotated by −π/12, with the
regression surfaces estimated by the MDPS linkage method (dendrogram is cut at level six)

dataset approximation by segments of hyperplanes is estimated with the root mean
squared error (RMS). An error is defined as the difference between a datum and its
nearest prototype. For the investigated database, we have presented in Table1 the
relation between PCAMDPS and MDPS methods for different rotation angles.
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Fig. 4 A scatter plot of the 3-dimensional goldfish dataset from Fig. 1 rotated by −π/12, with the
regression surfaces estimated by the PCAMDPS linkage method (dendrogram is cut at level six)

Table 1 Quantitative results of the experiment, obtained for the data rotated by different angles

Method − 5π
12 − 4π

12 − 3π
12 − 2π

12 − π
12 0 π

12
2π
12

3π
12

4π
12

5π
12

MDPS 2.039 0.770 0.660 0.725 0.744 0.945 2.089 0.891 0.772 0.988 0.947

PCAMDPS 0.582 0.582 0.582 0.582 0.582 0.582 0.582 0.582 0.582 0.582 0.582

5 Conclusions

We have shown that the method of agglomerative hierarchical clustering based on
PCA linkage allows the user to describe easily the distribution of the data groups with
the segments of hyperplanes in every stage of clustering. The PCA based maximum
density of planar segment linkage can be a useful alternative to the other definitions
of the distance between merged clusters as well as to the previously used linear
regression based maximum density of planar segment linkage. In contrast to the
method of fuzzy c-regression models, the method proposed confines the extent of
the planar prototypes.

The numerical example is given to illustrate the validity of the PCA based max-
imum density of planar segment linkage when applied to 3-dimensional datasets.
This numerical example shows the usefulness of this method for data modeling,
especially when data for a cluster are parallel to the independent variable axis and
the use of linear regression can not be effective, and the data are not described well.
The comparison of the PCA based hierarchical clustering with maximum density of
planar segment linkage with the linear regression based maximum density of planar
segment linkage reveals that the introduced method prevails in clustering the data
with locally planar distribution.
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Feature Thresholding in Generalized
Approximation Spaces

Dariusz Małyszko

Abstract Recent advances in information sciences are extending classical set theory
frontiers into new domains of uncertainty perception, incompleteness, vagueness of
knowledge—giving new mathematical approach to development of intelligent infor-
mation systems. The paper addresses the problem of construction of rough measures
in generalized approximation spaces introducing a new method of rough feature
thresholding. The algorithm creates rough feature blocks and assigns them image
blocks from the block min, avg, max statistics. The algorithm converts data blocks
into rough approximations of feature blocks. The introduced solution contributes to
the highly precise internal data structure descriptors on one side and constitutes the
algorithmic base for rough data analysis entirely embedded in generalized approxi-
mation spaces at the same time. The scope of possible applications includes image
descriptors, image thresholding, image classifications.

Keywords Approximation spaces · Generalized approximation spaces · Rough
sets · Thresholding

1 Introduction

In recent days, development of intelligent information systems requires construc-
tion of more robust and reliable data analysis algorithms. Most important methods
employed in data processing involve data granulation, clustering and thresholding.
Rough set theory presents methodology for handling unprecise and vague informa-
tion. Rough Extended Framework presented in [5–7] extensively developed method
of data analysis based upon data structure inferred from metric relations in rough,
fuzzy and probabilistic approach. The theory of rough sets and fuzzy sets have applied
in many image analysis algorithms as described in [8]. Support vector machines
in rough sets has been presented in [4]. Kernelized rough sets are introduced in
[9]. Object-based image retrieval method has been proposed in [2]. Image retrieval
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insensitive to location variations has been presented in [1]. Rough sets theory can
also be combined with various computational intelligence techniques. Rough sets
extensions into covering spaces are extensively explored as in [10, 11].

The introduced solution gives algorithm that describes data structure by means
of measures of feature lower and upper approximations that act as data descriptor
or image descriptor. Rough feature descriptor presents universal solution that can
be applied to any numerical features, incorporates data granularity dependent upon
block sizes and feature partition sizes, presents mapping into rough data descriptors
by giving image data roughmeasures. The algorithmpresents novelty interoperability
between rough-fuzzy and rough probabilistic approximation spaces.

The main contribution of the paper is in presentation of concise, exact feature
thresholding algorithm for generalized approximation spaceswith thresholding algo-
rithmic scheme embedded in generalized approximation spaces. Introduced rough
extended model describes object properties by means of its metric relation to feature
blocks in rough, fuzzy and probabilistic setting. The universality of the algorithm
comes from independence from the selected image features, data granularity, adapt-
ability.

The paper is structured in the following way. In Sect. 2 the introductory infor-
mation on generalised approximation spaces, related rough models and new rough
extended model has been presented. In Sect. 3 description of feature thresholding
algorithm has been given. In Sect. 4 experimental setup and experimental results are
given. Main achievements and future research is presented as the summary of the
paper.

2 Generalized Approximation Spaces

Similar indiscernible objects create an elementary set describing our knowledge
about the universe. Elementary sets are referred to as precise sets. All other sets
are called rough, imprecise, vague. An information system IS = (U, A) consists of
objects described by attributes. Information system with objects divided into classes
by reflexive, symmetric and transitive equivalence relationRonU is called an approx-
imation space. Lower and upper approximations of any subset X of U are defined as
two sets completely contained or partially contained in the equivalence classes. This
approach has been generalized by extending equivalence relations to tolerance rela-
tions, similarity relations, binary relations leading into formulation of the concept of
Generalized approximation spaces.

A generalized approximation space can be defined as a tuple GAS = (U,N, υ)
where N is a neighbourhood function defined on Uwith values in the powerset P(U )

of U. The overlap function υ is defined on the Cartesian product P(U )× P(U ) with
values in the interval [0, 1] measuring the degree of overlap of sets. The lower GAS∗
and upper GAS∗ approximation operations can be defined in a GAS by

G AS∗(X) = {x ∈ U : υ(N (x), X) = 1} (1)
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G AS∗(X) = {x ∈ U : υ(N (x), X) > 0} (2)

Generalized approximation spaces present environments with specialized rough set
models applied such as similarity based rough set model with reflexive neighborhood
function and variable precision model with different thresholds definition in overlap
functions.

Introducing metric function in generalized approximation spaces allows for find-
ing similarity degree of points and sets.Measure is a function that for each set assigns
a number that describes this set properties. Rough measure describes rough proper-
ties of the set. In image analysis, objects are described by features, that most often
are embedded in metric spaces. Rough extended model for generalized approxima-
tion spaces, defines for each set, rough measures on the base of its rough, fuzzy
and probabilistic properties. The presented rough extended model for generalized
approximation spaces concerns mainly on data objects that are put in metric spaces.
Metric spaces defined the distance function that make possible to compare objects,
their similarity, relations, data structure.

In the presented rough extended model the universe with data, is divided into data
blocks Ni , features space is divided into feature blocks Fi . For each data block Ni

its inclusion v(Ni ) in feature block is calculated. Each data block is described as
statistic values si = {min, avg,max} that create its bounding block bi . Image blocks
that have feature average value in the Fi are assigned to its lower approximations,
each feature block that is contained in the (min, max) bounding block are assigned
to its upper approximation.

G AS∗(Fi ) = {Ni ∈ P (U ) : υ(Ni , Fi ) = 1} (3)

G AS∗(Fi ) = {Ni ∈ P (U ) : υ(Ni , Fi ) > 0}. (4)

The degree of data blocks and feature blocks inclusion represented by overlap
function is defined as

v(Ni , Fi ) =

⎧

⎪

⎨

⎪

⎩

1 if b(Fi ) ∩ Ni �= ∅
0.5 if s(Ni , avg) ∈ Fi

0 otherwise

(5)

with s(Ni , avg) representing average value for data block Ni .
Detailed description of feature thresholding based upon creation of above lower

and upper approximations data blocks, feature blocks and overlap function has been
presented in the next section.
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3 Feature Thresholding in Generalized
Approximation Spaces

In image analysis, segmentation describes partitioning of a digital image intomultiple
regions—sets of pixels, according to some homogeneity criterion. Image threshold-
ing presents robust segmentation method with feature thresholds forming boundaries
of the segments. In feature thresholding algorithm image is divided into image blocks.
Each image block is described by its bounding block determined by calculated block
min and max values. Each feature block contained in bounding block has upper
approximation increased, lower approximation of the feature block that contains
average block value is incremented. Putting generalized approximation spaces con-
cepts into feature thresholding setting, the following definitions and descriptions are
presented.

The image is denoted as I = {x1, . . . , xn} with arbitrary k features, each image
pixel is denoted as xi = {a1, . . . , ak}.We define image blocks as N = {N1, . . . , Nm}.
Feature space is divided into feature blocks F = {F1, . . . , Fn}. Further, for each
image block Ni its statistic in the form s(Ni ) = {min, avg,max} is calculated.
Image block bounding block is created b(Ni ) represented by Cartesian power (min,
max)k with k—number of features.

s(Ni ) = {min, avg, max}k (6)

b(Ni ) = (min, max)k (7)

For each image block Ni , all feature blocks Fp that intersect the bounding block
b(Ni ) are assigned to their upper approximations F∗

p and theirmeasures are increased
by 1.0. The feature block Fp that contains bounding block average value of Ni , is
considered to contain entirely this image block so its lower approximation F∗p and
its measure is increased by 1.0.

In general case image blocks may be overlapping or not, have regular or irregular
shape. Image features are not constrained to any selected feature class. The feature
thresholding algorithm takes as an input image described by at least two features.

Algorithm 1 Feature thresholding algorithm
Input - I - image, S - block creation strategy, T - feature thresholds
Output - F∗, F∗ - lower and upper approximations of feature blocks F
Divide image into image blocks − > N
Divide feature space into feature blocks − > F
foreach Image block Ni in N do

Calculate block statistics - min, avg, max of s(Ni )

Create feature bounding block b(Ni )=(min, max)k

Increment F∗p feature block which contains average value by 1.0
foreach Feature block Fp contained in b(Ni ) do

Increment F∗
p by 1.0
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Fig. 1 Road sign of speed limit 20 with image blocks Ni , b feature space red-blue with feature
blocks Fi , c feature bounding block—b(Ni )

For each feature, the set of feature thresholds should be given. In the preprocess-
ing stage, image is divided into image blocks, feature space is divided into feature
blocks. The algorithm performs taking the min, avg, max statistic from each image
block and on that base, creating image block bounding block. It is possible to apply
other meaningful statistics. Complete feature thresholding algorithm involves the
following steps described below.

The feature thresholding algorithm easily scales to 3D or higher dimensional
feature setsA = {A1, A2, A3, . . . , Ak}. In case of 3D feature thresholding, additional
feature thresholds should be added. Feature thresholds should be carefully selected
in order to properly divide image objects into distinctive groups.

In Fig. 1a image of the road sign has been divided into 9 image blocks
N = N1, . . . N9. In Fig. 1b image feature space with two attributes—red and blue
attribute—has been divided into 6 × 6 feature blocks—F = F1, . . . F36. Selected
image block outlined in red F7 gives feature block with red outline in Fig. 1c.

4 Experimental Setup and Results

The experimental images consisted of 43 classes of road signs from database [3].
In order to assess the robustness of proposed feature thresholding algorithm, the
thresholding has been performed on different sets of features, the algorithm has been
tested on solid SVM classification framework.

4.1 Experimental Sets

In the experimental part, road sign data set has been chosen, consisted of 43 German
road signs. In this image set, for each image two sets of features have been calculated
for testing purposes
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1. standard set of features,
2. rough set of features.

Standard set of features consisted from 190 features calculated from RGB images
from image dataset. The rough features consisted from 130 features calculated from
the same image dataset. Images for all road signs have been resized to 60 × 60 for
calculation of standard features. Totally, 190 standard features are obtained for each
image from database with the following standard image features obtained for each
image

1. hsv histogram—32 features,
2. autocorrelogram—64 features,
3. color moments—6 features,
4. Gabor filters—gray scale mean amplitude and energy, for 4 scales, 6 orientations,

totally 2 × 24 features,
5. wavelets—40 features, the first 2 moments of wavelet coefficients for gray scale

image.

For creation of the rough feature set, the same images as for standard feature
have been chosen. The feature thresholding algorithm has been performed for two
dimensional data, by selecting only two bands red and blue from the full RGB
image bands. Each experimental image with red and blue features selected has been
further divided into image blocks as described in Sect. 3. The strategy of image block
creation consisted in creation of non overlapping 8 × 8 image blocks covering all
image surface. In case of experimental images sizes 64 × 64, each image block has
8 × 8 in size, giving 64 image blocks. For rough features, the following thresholds
for red and green band have been selected as presented in Table1.

The set of two threshold sets for red and blue bands, results in creation of 2D
feature blocks, analogous to the feature blocks presented in Fig. 1b. These 2 × 7
thresholds create 64 feature blocks. Rough feature set 2 × 64 features—one set
for lower approximation and the second for upper approximation blocks has been
enhanced by calculating entropy for each block. Totally 130 rough features.

4.2 Experimental Results

Selected images have been divided into training and testing sets,then SVM algorithm
has been executed for training phase, next the tested set has been classified by means
of SVM learned system in the two categories of standard features and rough features.

Table 1 Feature thresholds for red and blue bands, totally create 64 feature blocks

Feature

Red band 20 30 50 80 140 180 200

Blue band 20 40 70 95 150 180 210



Feature Thresholding in Generalized Approximation Spaces 523

Table 2 Experimental results for standard features and rough features generated by feature thresh-
olding algorithm and tested on SVM classification framework

Feature 100

min avg max

Std features 93.44 94.33 95.81

Rough features 93.95 95.25 96.27

The goal of SVM algorithm was to classify correctly images to the proper road sign
classes. Given road sign image of speed limit 20, it should be correctly classified as
belonging to the class road sign of speed limit 20. The algorithm for each of two fea-
ture spaces has been performed 100 times, the best, average and worst classification
accuracy from testing phase has been presented in the table. Experimental results
have been presented in Table2

The experimental results show that rough feature set outperforms standard set of
features when applied to classification framework of SVM.

5 Conclusions and Further Research

In the paper, new algorithmic approach to feature thresholding scheme has been
proposed. The feature thresholding algorithm performs assignment of image blocks
to feature blocks acting as data descriptor or image descriptor. This rough feature
descriptor can be easily used in classification frameworks such as SVM framework
described in experimental section. The algorithm is embedded in the generalized
approximation spaces.

Experimental results show that including introduced rough features during image
thresholding performs better compared to standard image features. Invented fea-
ture thresholding introduces universal solution that can be applied to any numer-
ical features in standard rough, fuzzy and probabilistic setting. At the same time
rough feature thresholding incorporates data granularity dependent upon block sizes
and feature partition sizes, presents mapping into rough data descriptors by giving
image data roughmeasures. The algorithm presents novelty interoperability between
rough-fuzzy and rough probabilistic approximation spaces that will further explored
in future research.
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Progressive Reduction of Meshes
with Arbitrary Selected Points

Krzysztof Skabek, Dariusz Pojda and Ryszard Winiarczyk

Abstract The usage of progressive meshes for representation and transmission of
triangular meshes of faces at certain level of details was described in the paper.
We focused on progressive representation based on Garland and Hoppe approach.
The comparison of simple methods using quadric mesh simplification to the view-
dependent implementation of progressive methods was performed. The mesh sim-
plification is further improved by introducing the characteristic points fixing the
distinguishable points on human face. The tests and discussion of the implemented
method were given using face scans from 3dMD face scanner.

Keywords Progressive mesh · Quadric error · Mesh transmission

1 Introduction

There are some ways to make the processing, transmission and presentation of 3D
complexmesh objects more efficient. One of the improvements defines several levels
of details for the mesh object, e.g. to display the more detailed model when viewer
is coming closer. Transmitting a mesh over communication line one may want to
see a model with a coarse shape approximation and next increase levels-of-details
approximations. Mesh storing is very memory consuming. Such problem may be
solved in different ways and one of them is preparing progressive meshes for both
mesh simplification or compression.

There are many different ways to represent graphical 3D models, in this article
we focused on progressive meshes which were introduced by Hoppe [6] and further
extended to the view-dependent representation [7].
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Fig. 1 3dMDFace scanning
system—measuring device

2 Data Acquisition

We use 3dMD face scanner 1 to obtain triangular meshes with textures. 3dMDFace
scanning system is mainly used in medicine. The device consists of two modules and
three cameras are mounted in each module (Fig. 1). The most suitable application
for the system is obtaining the surface models of human faces. It is often used in
the planning the facial surgery. The resulting model is the 3D triangular surface of
the face from ear to ear and the RGB texture. The scanning range is approximately
150cm and the average objects have about 30cm diameter.

3 Progressive Representations

Many techniques have been proposed to compress and transmit mesh data. They can
be divided into nonprogressive and progressive methods. The first group comprises
methodswhich encode the entire data as awhole. They can either use the interlocking
trees (vertex spanning tree and triangle spanning tree) or utilize the breadth-first tra-
versal method to compress meshes. On the other hand there are methods that perform
mesh compressing progressively. The solution proposed by Hoppe [6] enables con-
tinuous transition from the coarsest to the finest resolution. In such case a hierarchy
of level-of-detailed approximation is built. Also the efficient quadric algorithm for
mesh decimation was proposed by Hoppe [9] and further extended by Garland [1].

The article [4] shows the recent techniquebasedon zerotree (wavelet) compression
as a lossy mesh compression method. Such representation was proposed in part 16:
AFX (Animation Framework Extension) of the MPEG-4 international standard for
3D models encoding.

The mesh geometry can be denoted by a tuple (K , V ) [9], where K is a simplicial
complex specifying the connectivity of the mesh simplices (the adjacency of the
vertices, edges, and faces), and V = {v1, . . . , vm} is the set of vertex positions
defining the shape of the mesh in R3. More precisely, we construct a parametric
domain |K | ⊂ Rm by identifying each vertex of K with a canonical basis vector of
Rm , and define the mesh as the image φv(|K |)where φv : Rm → R3 is a linear map.

1http://www.3dmd.com/category/3dmd-systems/3d-systems/.

http://www.3dmd.com/category/3dmd-systems/3d-systems/
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Besides the geometric positions and topology of its vertices, the mesh structure
has another appearance attributes used to render its surface. These attributes can be
associated with faces of the mesh. A common attribute of this type is the material
identifier which determines the shader function used in rendering a face of the mesh.
Many attributes are often associated with a mesh, including diffuse colour (r, g, b),
normal (nx , ny, nz) and texture coordinates (u, v). These attributes specify the local
parameters of shader functions defined on the mesh faces. They are associated with
vertices of the mesh.

We can further express a mesh as a tuple M = (K , V, D, S), where V specifies
its geometry, D is the set of discrete attributes d f associated with the faces f =
{ j, k, l} ∈ K , and S is the set of scalar attributes s(v, f ) associated with the corners
(v, f ) of K .

As many vertices may be connected in one corner with the same attributes, the
intermediate representation called wedge was introduced to save the memory [8].
Each vertex of the mesh is partitioned into a set of one or more wedges, and each
wedge contains one or more face corners. Finally we can define the mesh structure
that contains an array of vertices, an array of wedges, and an array of faces, where
faces refer to wedges, and wedges refer to vertices. Face contains indices to vertices,
additionally this structure contains array of face neighbours ( fnei ) in which indices
of tree adjacent faces are stored, this information is necessary to build a progressive
mesh. There is nothing said in reference papers about order of vertices and indexes of
adjacent faces in face structure. In our implementation the counter is stored clockwise
and additionally first adjacent face is at first position as first vertex, so if we cross
first edge we find the first neighbour, if we cross second we find the second, etc.

In many places of this article we use the word edge. The edge is a connected pair
of vertices or, in other words, it is a pair of adjacent vertices. There is no additional
list of edges, but the first vertex and the face to which this edge belongs are defined
instead. Using wedge we can access vertex, even if the adjacent face does not exist
we can define edge. Definition of edges is necessary to simplify meshes, to create
progressive meshes as well as to determine which edge (vertex) could be collapsed.

3.1 Construction of Progressive Meshes

Progressive mesh (PM) [6] is special case of a mesh or rather an extension of mesh
representation, it makes it possible to build mesh for different level-of-details (LOD)
[10]. It also allows loading the base mesh M0, as the mesh of the lowest LOD, and
then process the loading of the remaining parts of the mesh structure. As an input
source we may use a memory input stream.

In PM form, an arbitrary mesh ̂M is stored as a much coarser mesh M0 together
with a sequence of n detail records that indicate how to incrementally refine M0

exactly back into the original mesh ̂M = Mn . Each of these records stores the infor-
mation abouta vertex split, an elementarymesh transformation that adds an additional
vertex to the mesh. Thus the PM representation of ̂M defines a continuous sequence
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of meshes M0, M1, . . . Mn of increasing accuracy, fromwhich LOD approximations
of any desired complexity can be efficiently retrieved. Moreover, smooth visual tran-
sitions (geomorphs) [6] can be efficiently constructed between any two such meshes.
In short, progressive meshes offer an efficient, lossless, continuous-resolution rep-
resentation. Progressive meshes makes it possible not only to store the geometry of
the mesh surface, but, what is more important, preserve its overall appearance, as
defined by the discrete and scalar attributes associated with the surface.

There are three operations that make it possible to determine the base mesh of
̂M : edge collapse, vertex split and edge swap. Edge collapse operation is sufficient
to successfully simplified meshes. Edge collapse operation ecol(vs, vt ) remove one
edge and instead two vertices vs and vt insert new one vs . Additionally two faces
(vt , vs, vl) and (vt , vr , vs) are removed. The initial mesh M0 can be obtained by
applying a sequence of n edge collapse operations to ̂M = Mn :

( ̂M = Mn)
ecoln−1→ · · · ecol1→ M1 ecol0→ M0

Edge collapse operation is invertible. The inverse transformation is called vertex
split. Vertex split operation adds in place of vertex vs two new vertices vs and vt

and two new faces (vt , vs, vl), (vt , vr , vs) if edge {vs, vt } is boundary then adds only
one face. Because edge collapse transformation is invertible our mesh ̂M can be
presented as a simple M0 and sequence of n vsplits records:

M0 vspli t0→ M1 vspli t1→ · · · vspli tn−1→ ( ̂M = Mn)

We call (M0, vspli t0, ..., vspli tn−1) a progressive mesh (PM) representation
of M .

3.2 Quadratic-Based Mesh Reduction

In order to perform the mesh reduction it is necessary to select a sequence of edges
to be removed. The problem of the proper choice may be solved in several ways.
One of the most efficient methods is based on quadratic error metrics [1].

We understand quadric Q as a symmetric matrix of size 4 × 4 that holds infor-
mation about planes of neitghbour faces. The definition is as follows:

Qv =
∑

pv

K p (1)

where: pv is the set of planes containing faces and directly adjacent to the considered
vertex v, K p is the base error quadric stored also in matrix of size 4× 4 and used to
calculating the square distance from the plane of any point p.

The implementation of the method was described in [13].
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3.3 Selection of Characteristic Points in Face Scans

Although, the quadratic-based reduction gives the efficient decimation of the mesh,
such reduction of themesh data often loose the important points on themodel surface.
Effects of this process are in fact unpredictable especially with regard to potentially
crucial points that have no significant importance in quadratic reduction. Such cases
occur particularly in the analysis of of scans of human face.

We improve the quality of the mesh simplification using the characteristic points
of faces. The scan is treated as a surface model of human face. The markers can
be places on such surface using several methods [14]. We considered two of them:
anatomical points from traditional anthropometric analysis and points adopted from
MPEG4 standard describing its characteristic features [15].

3.4 View-Dependent Progressive Meshes

In the case of progressive mesh, parameters that were sufficient to precisely locate
modified area were vertices: vl , vr , vt , vs . However in the case of view-dependent
extension, required vertices are only: vu , vt , vs , but there are additional triangles
needed: fl , fr , fn0, fn1, fn2, fn3. During refinement operations vertex vs is replaced
by its descendants: vt , vu lying between neighboring triangles fn0 and fn1, and then
face fl is inserted. Moreover, by analogy between fn2 and fn3, face fr is added.

The detailed description of the implementation of view-dependent progressive
meshes is given in [12].

4 Implementation

The implementation of our progressive mesh coding algorithm was fully described
by Skabek and Pojda [13]. It is based on the code developed by He Zhao [5]. This
method using quadric error metrics provided by Garland [1, 2] and also Hoppe
methods for progressive meshes [6, 8].

4.1 Progressive Coding Method

The clue of the approach is selection of vertices for reduction and calculation of the
new vertex. For each pair of vertices that are connected with edge, or optionally, for
point cloud, that are closer than a given threshold, a quadric error is calculated. The
quadric error is a measure of mesh distortion in case of reduction of vertices.
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The principles of algorithm are as follow in Skabek and Pojda [13]:

1. for each pair of connected vertices calculate quadric error

2. while number of faces is greater then expected, do:

(a) find the pair of vertices with smallest quadric error

(b) calculate coordinates for new vertex

(c) find all faces containig any vertices belonging to the selected pair, and:

– remove all faces connected to both vertices

– for all faces containing only one vertex found for pair, change it to the new vertex

(d) recalculate quadric error for all pairs of vertices containing the new vertex

The support for meshes with texture was implemented too. The texturing method
is based on a simple texture mapping, where the structure of texture, its color and
brightness are not analyzed.

A quality of representation of texture onmeshwhichwas codedwith ourmethod is
worse than described in publications by Hoppe [11] and Garland [3]. This especially
applies to strongly reduced meshes.

4.2 Fixed Points Extension

Using the above algorithm, the only criterion for selecting the edges to reduce is the
value of the error. The edges are removed in the order to maintain the best quality
of the mesh. However, it is a measure of the quality of the entire surface. In some
cases, we want you to get better precision for selected surface areas at the expense
of other less important parts of it.

We modified the algorithm in such a way that it is possible to define a set of
vertices that will not modified during encoding. To this end, we implemented a new
version of the procedure for appointing the new vertex and calculating quadric error.

First, check to see if any of the vertices of the edge is in the set of fixed points. If
so, then instead of to calculate coordinates for the new vertex, we arbitrarily rewrite
them from the fixed point. So even if the selected edge is reduced, it will be replaced
by a fixed vertex.

A special case occurs when the two vertices of the edge are in the set of fixed
points. Then we recognize that this edge should not be removed. For this purpose,
we define the error value for the edge as equal max float.

We have implemented a mechanism for easy selection of points on the mesh. The
set of points can be then saved into a file for the future use.We developed software for
visualization and processing of three-dimensional surface. It also allows the encoding
and decoding of progressive meshes stored in a format developed by us.
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5 Comparison

Aswe described earlier, we have implemented an algorithm for progressive coding of
3d meshes (Skabek and Pojda [13]). In original it is an modification of He Zhao’s [5]
code with corected performance of coding.We have introduced further modifications
into it, so that we can identify a number of points (vertices) on the surface. These
vertices are treated during the processing of the grid as a permanent and can not be
removed or transformed.

We expected that this modified algorithm will achieve a significant improvement
in the quality of the resulting meshes in places of special interest. For the tests, we
chose several meshes obtained by scanning a human faces. Figure2 shows three of
them. On each surface we pointed 78 points which are placed around the eyes, nose
and mouth as well as to mark the outline of the face. We selected a subset of points
describing the face defined in MPEG4. Meshes with selected points is shown on
Fig. 3.

Each of the selected meshes we reduced using our algorithm in order to obtain
a base mesh size of 1000, 200 and 100 vertices. The reduction is moved around by
using the original algorithm, without specifying the fixed points, as well as using the
modified algorithm with defined 78 points. Results for a example mesh are shown
on Fig. 4.

Fig. 2 Meshes used for tests. a Face 1, b Face 2, c Face 3

Fig. 3 Meshes with set of fixed points. a Face 1, b Face 2, c Face 3
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Fig. 4 Comparition of automatic decimationwithout (top) andwith selected points (bottom). a1000
vertices, b 200 vertices, c 100 vertices

Fig. 5 The mean distance depending on the number of vertices

As can be seen, the more reduced the mesh, the more the selection of fixed points
affects the quality of the resulting base mesh. The areas around which fixed points
are marked, are less distorted and it is possible to recognize the parts of the face.

It can be seen in Fig. 5 that the mean distance of the reduced mesh to the original
is worse when the fixed points was defined than for the unmodified quadric method.
This situation results directly from disruption of the quadric algorithm which gives
good approximation of the reduced mesh. However, we obtained the better fitting for
the selected points and finally we improved the recognizability of the reduced mesh.

6 Summary

Comparing the above described approaches we can point their advantages and draw-
backs. The progressive method is a good solution to reduce the amount of mesh
data for transmission or rough rendering. It is possible to choose the appropriate
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level-of-detail (LOD). We can preserve the characteristic parts of surface model by
selecting the certain points to improve the accuracy surface similarity. We treat the
progressive method as a kind of mesh compression, however, the compression rate is
meaningful considering highly decimated meshes. When we need to make the mesh
dense, the amount of the specifying data may exceed the original mesh. In case of
view-dependent progressive meshes the situation is similar. We use additional data
records to localize reduction and this way it is possible to specify the topologically
consistent partial area of the mesh. When we aim to reconstruct the whole dense
surface the amount of adjusting data is significantly greater even than in case of
classical progressive meshes.
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The Class Imbalance Problem
in Construction of Training Datasets
for Authorship Attribution

Urszula Stańczyk

Abstract The paper presents research on class imbalance in the context of
construction of training sets for authorship recognition. In experiments the sets are
artificially imbalanced, then balanced by under-sampling and over-sampling. The
prepared sets are used in learning of two predictors: connectionist and rule-based,
and their performance observed. The tests show that for artificial neural networks in
several cases the predictive accuracy is not degraded but in fact improved, while one
rule classifier is highly sensitive to class balance as it never performs better than for
the original balanced set and in many cases worse.

Keywords Class imbalance · Sampling strategy · Authorship attribution

1 Introduction

The class imbalance occurs when the numbers of samples representing considered
classes are sufficiently different. The class with significantly fewer objects is called
minority, and the class with many more instances majority. Classifiers tend to show
bias formajority classes asmore information about their objects is available,while for
minority classes less knowledge often means worse recognition [5]. The imbalance
can be caused by uneven availability of instances, cases of multi-class recognition,
or a combination of those and other reasons.

When data is imbalanced, we can either try to use it anyway but with some
modified learning approaches [4], which can assign higher significance to objects
from minority classes, or we can employ some strategy of re-sampling that leads
to obtaining artificially balanced sets [8]. Re-sampling is performed in two direc-
tions. Under-sampling causes reduction of instances from majority classes to reach
balance, while by over-sampling the objects from minority classes are multiplied
by either simple repetition or with introducing some small variations [3]. Typically
under-sampling works better than over-sampling, however, the results depend also
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on the sensitivity to the class imbalance of a particular predictor employed, and the
underlying meaning in the application domain.

In the research described two distinctively different classifiers were used, an arti-
ficial neural network with Multi-layer Perceptron (MLP) topology, which is char-
acterised by good generalisation and adaptivity properties [1], and one rule (OneR)
classifier that in its rule induction algorithm exploits the fact that short decision rules
often possess better descriptive capabilities than provided by detailed definitions of
patterns given through conditions in longer rules [6].

As the application domain the stylometric analysis of texts was considered, with
its task of authorship attribution [7]. To recognise authorship a definition of a writing
style is formulated either from the linguistic point of view, but most often from the
data mining perspective [10]. To find such definition, some sufficient number of
representative text samples is required. When the samples are not representative due
to limited lengths or numbers, the recognition can be unreliable even for balanced
datasets [9], and it is worse for imbalanced classes.

The paper is organised as follows. Section2 presentsmachine learning approaches
used, and comments on the class imbalance problem and its meaning in stylometry.
In Sect. 3 there is explained the structure of an original balanced training set, con-
struction of imbalanced sets, balancing these sets by under- and over-sampling, and
there are given test results. Section4 concludes the paper.

2 Background

The research described in this paper was focused on the class imbalance considered
in the context of construction of training sets for the authorship attribution task, for
two types of classification systems employed in data mining.

2.1 Classification Systems

Classification tasks require predictors providing enhanced understanding of learnt
knowledge, and structures underlying the input data on one hand, yet capable of
adaptation and generalisation on the other. The former can be given by rule classifiers,
while the latter by connectionist approach of artificial neural networks.

A rule induction algorithm can return the complete set of rules to be found for a
training set, but it can also limit considerations by focusing on rule parameters [12].
OneR classifier [6] bases on the fact that short rules often result in good recognition.
The rule induction process consists of two phases. Firstly, for each of the considered
attributes the candidate rules are constructed for all attribute values and the classes
to which they most frequently classify. The quality of inferred rules is evaluated by
the resulting classification accuracies (for the training set). From this set of rules the
best one is chosen. In the second phase of the procedure from all these selected best
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rules again a single one is taken as 1-rule, with the lowest error. As OneR classifier
in its algorithm calculates frequencies for classes, it is highly sensitive to the class
imbalance problem.

Multi-layer Perceptron (MLP) is a feed-forward artificial neural network widely
employed because of its good adaptive and generalisation properties [11]. Back-
propagation learning rule enables to adjust weights associated with interconnections
between neurons organised into layers, which leads to minimisation of the error on
the network output, calculated as the sum of differences between the desired and
obtained values for all training facts. The class imbalance present in the training set
can cause favouring of the majority class.

The two approaches to data mining can be treated as opposites: OneR classifier
providing a decision algorithm consisting of short rules explicitly listing conditions
on features leading to specific classes, MLPwith learnt knowledge hidden and insep-
arable from the internal structure. This contrasting behaviourwas the reason for using
the two classifiers in the research on class imbalance.

2.2 The Class Imbalance Problem

To learn characteristics of data a classification system needs access to representative
samples, representative in information they bring just by themselves, by describing
patterns for the class they belong to, but valid in presence of objects from other
classes, by the knowledge load differentiating among those classes [5].

In case of even distribution of samples for all considered classes, the quality of
results is not influenced by over- or under-representation of some class. When the
differences in numbers of objects in classes are distinctive, the trained classifier
can show bias and better recognise some class, simply because it has learnt more
about this class [4]. To prevent such situations it is best to keep representation for all
classes at the same level, and obtain more samples for under-represented classes, or
discard some from over-represented classes.Whenmore instances are not possible to
access, and rejecting some objects would cause the training sets to be too small, we
can construct balanced sets basing on those imbalanced by two opposite re-sampling
approaches, under-sampling and over-sampling.

In under-sampling the cardinalities of sets of objects belonging to classes aremade
even by brining them down to the one with fewest instances. The advantage of this
approach is that we can reasonably expect that for remaining samples the distribution
of patterns should be the same as in the set with more instances. The disadvantage is
we disregard information carried with rejected samples, which can negatively affect
the performance. Also, with less input data the learning stage can run into problems
and result in unreliable observations.

Over-sampling increases the numbers of objects in under-represented classes. It
can be done by simple repetition, and then some instances appear in the set more
than once, which reinforces information brought by them. Yet, such repeated objects
can be disregarded by the learning algorithm as nothing new can be learnt from
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them. In the SMOTE approach [3] small numbers are added to values in the repeated
instances. The drawback of this solution is introducing synthetic artificial objects,
not necessarily appearing in real life data.

2.3 The Class Imbalance in Stylometry

Stylometry is a a study of writing styles and for its task of authorship attribut-
ion linguistic styles are defined [9]. By application of feature selection or ranking
approaches [13] there are found features that capture characteristics unique forwriters
[10]. In analysis there are employed statistics-oriented computations [2] or machine
learning approaches [12], referring to frequencies of usage for lexical and syntactic
markers [7]. For reliable recognition features need to be calculated over text samples
of sufficient length, and providing information on style variations.

In stylometry the class imbalance can be a case of recognition of an author against
many. For binary authorship recognition one writer can simply produce more manu-
scripts over longer periods of time, thus their styles showmore variations in samples,
while for another author there are few works with more consistent style. Also pieces
of writing can significantly vary in length (for example short stories vs. novels),
giving base to different numbers of produced samples.

When under-sampling is employed to handle the class imbalance problem within
stylometric analysis [8], a balanced set can be constructed not only by rejecting some
samples from the majority class. An alternative way is to reconstruct the text samples
from which features are extracted, that is to build fewer bigger text parts. However,
then their lengths cease to be comparable with those in the minority class, which puts
calculated characteristics to question, and can result in disregarding slight variations
in style visible in smaller text samples.

In over-sampling minority instances are repeated as they are or with modifica-
tions, or text samples are divided to create more smaller parts, and features are
re-calculated. When examples are repeated without any change it corresponds to
a theoretically possible yet unlikely situation of finding new samples with exactly
the same characteristics, which reinforces their meaning. Adding small values to
samples means constructing artificial samples that are not necessarily close to those
extracted from real text when considered together as a pattern. On the other hand,
division of text samples into smaller units can result in producing such short texts
that their characteristics are no longer representative.

3 Experiments

In the described research firstly balanced training sets were prepared for binary
authorship recognition. Basing on them several artificially imbalanced sets were
constructed, and then they were balanced again by under- and over-sampling. For all
sets the performance for two classifiers was observed, MLP and OneR.
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3.1 Construction of Input Datasets

The input datasets with balanced classes were constructed for recognition between
two authors, E. Wharton and J. Austen. The selected novels were divided into parts,
and for them 25 lexical and syntactic features extracted, giving occurrence frequen-
cies of selected function words and punctuation marks. As it is likely that character-
istics calculated for parts of one text are similar, random distribution of samples to
learning and testing sets could give falsely high predictions. To avoid it, groups of
samples corresponded to separate works, for training 4 titles with 25 samples, and 3
titles with 15 samples per author for testing.

For this original balanced training dataset for both predictors used the classifi-
cation accuracies were close, 90.00 and 88.89% respectively for MLP and OneR,
which was used as a point of reference in comparisons.

Basing on the original training set the artificially imbalanced sets were prepared
using three ways of sampling: random, proportional from all documents, and pro-
portional but from limited documents, for one author treated as the minority class
and the other as the majority class, and then reversing the case.

With random approach to sampling the origin of the sample was completely dis-
regarded, and for some of the works the numbers of samples were higher while for
others lower. In the second approach the samples were selected in such way as to
provide the same lower representation for each document, while still considering all
documents. And in the third strategy both the numbers of documents and samples
were limited, to one novel, two novels, or three novels. In this case the sets corre-
sponding to all possible combinations of considered documents were prepared. The
structures of sets are shown in Fig. 1 on the left.

Each of the produced imbalanced training sets was next transformed into balanced
by two approaches, under-sampling and over-sampling. In under-sampling approach
themajority classwas treated in the samewayasminority, thus somegroupof samples
was removed in the samemanner as was used for theminority class. In over-sampling
simple repetition of minority samples occurred, reflecting their structure, as shown
in Fig. 1 on the right. For cases where limited numbers of documents were used, all
possible combinations of them were constructed.

3.2 Performance for Imbalanced Training Sets

The results from tests for the training sets imbalanced by random selection of sam-
ples, regardless of the documents they were based on, and for sets constructed by
proportional selection of samples from all base documents are displayed in Fig. 2,
and for sets prepared by selection of samples from reduced number of base docu-
ments in Table1. In all approaches numbers of samples were varied (as illustrated in
Fig. 1) and both classes were tested as minority.
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(a)

(b)

(c)

Fig. 1 Construction of training sets from the original balanced set. On the left imbalanced training
sets produced by three strategies: a random selection of samples, b proportional selection from all
documents, c proportional selection from fewer documents; on the right structures for balanced
sets produced by over-sampling

(a) (b)

(c) (d)

Fig. 2 Performance for training sets imbalanced by: a and b random selection of samples, c and d
proportional selection of samples from all documents; a and c for MLP classifier, b and d for OneR
classifier. Series indicate the minority class
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The first andmost obvious observation is that, as expected, OneR classifier betrays
higher sensitivity to all types of class imbalance than ANNs, as it never performs
better than for the original balanced set and in several cases significantly worse, while
MLP shows some decreased recognition but improved as well. Also, MLP favours
Edith asminority class over Jane,with better predictive accuracies for all imbalancing
strategies. For rule classifier the bias to classes is visible when the disproportion
betweenminority andmajority is 1:10, 2:5, and 3:10 for random selection of samples,
as then for Edith class as minority the recognition is significantly lower than for Jane.
In other cases there are no overall big differences in results when the minority class
is changed into majority.

When the training sets were based on fewer text documents all combinations of
them were studied, thus results given in Table1 include the minimal, maximal and
average classification accuracies. The differences between them clearly indicate that
samples from some documents provide better knowledge base than others, especially
for Edith as minority class, as there are cases of noticeable improvement for ANNs.
It also means that samples from Jane class are more difficult to recognise. For OneR
classifier for both classes the performance is close to that for the original balanced
training set, except for cases when the ratio of disproportion between numbers of
samples from minority and majority classes is of the rank 1:10, 1:4, or 1:5, where
the predictive accuracy is decreased.

3.3 Under-Sampling

Under-samplingwas achieved by discarding samples from themajority class with the
same strategy as used to construct minority, and the classification results for random
and proportional selection of samples from all works are given in Fig. 3.

ANNs obtain at least the same, but often improved recognition when compared
with the original balanced training set, while for rule classifier the accuracy is
degraded for all but one set with random selection of samples, and close to a half of
sets with proportional selection. While comparing imbalancing re-sampling strate-
gies, for both MLP and OneR random selection of samples leads to slightly better
recognition results than proportional selection.

(a) (b)

Fig. 3 Performance for training sets balanced by under-sampling with: a random selection of
samples, b proportional selection from all documents
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For the third imbalancing strategy, with considering fewer than available docu-
ments, again it is possible to prepare several combinations, hence the average, worst,
and best performance listed in Table2. The overall observation for the rule classifier
is that the average classification accuracy is lower than for imbalanced training sets.
For neural networks for the second training set, containing 25 samples based on a
single document per each author, the curious case of at the same time the worst and
the best performance is detected, depending on the particular combination of chosen
documents. Yet the average in this case is below the reference point of recognition
for the original balanced training set.

3.4 Over-Sampling

Over-sampling for training sets was obtained by simple repetition of samples for
minority classes, without any modifications of these samples. The classification
results for re-balanced sets based on random selection of samples, and for propor-
tional selection from all considered documents are given in Fig. 4.

Both classifiers are worse at recognition of objects from Jane class. For ANNs
in fact for Edith as the minority class the performance is improved for almost all
sets for random, and for 4 out of 9 sets for proportional selection of samples. ANNs
predict at the similar level when learning from sets based on random and proportional
selection of samples, and rule classifiers work better for proportional selection. This
performance is very close to the original balanced training set, except for sets basing
onminority caseswhen the disproportionwas 1:10 (thus in over-sampling 10 samples
were multiplied 10 times to even the numbers of objects), where the predictive
accuracy is distinctively lower.

The test results for over-sampled training sets based on proportional selection of
samples from fewer documents listed in Table3 show that the performance for both
classifiers is similar to the one observed previously for sets imbalanced with this
strategy. ANNs show favour for Edith class while OneR for Jane.

When the averaged test results for all training sets for the two classifiers are com-
pared, the conclusion is that for both under-sampling works only slightly better than
over-sampling. In fact both re-sampling strategies give similar predictive accuracies
to those for imbalanced training sets. For both classifiers using fewer base texts
caused lower averaged accuracy than other approaches, but for MLP also cases of
significant improvement. MLP always perform better when Edith is the minority
class, and for OneR no such strong tendency was detected.
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Ta
bl

e
2

Pe
rf
or
m
an
ce

fo
r
tr
ai
ni
ng

se
ts
im

ba
la
nc
ed

by
pr
op

or
tio

na
ls
el
ec
tio

n
of

sa
m
pl
es

fr
om

fe
w
er

do
cu
m
en
ts
w
ith

un
de
r-
sa
m
pl
in
g
as

st
ra
te
gy

to
m
ak
e
th
em

ba
la
nc
ed

M
L
P
cl
as
si
fie

r
O
ne
R
cl
as
si
fie

r

T
ra
in
in
g
se
t

T
ra
in
in
g
se
t

1
2

3
4

5
6

1
2

3
4

5
6

A
vg

87
.0
1

87
.7
1

92
.2
8

91
.6
7

92
.0
1

91
.2
5

75
.3
5

79
.9
3

78
.8
0

83
.2
4

83
.1
3

87
.5
0

M
in

73
.3
3

65
.5
6

90
.0
0

88
.8
9

90
.0
0

88
.8
9

30
.0
0

65
.5
6

60
.0
0

50
.0
0

60
.0
0

71
.1
1

M
ax

94
.4
4

97
.7
8

95
.5
6

96
.6
7

94
.4
4

94
.4
4

87
.7
8

88
.8
9

88
.8
9

88
.8
9

88
.8
9

88
.8
9



The Class Imbalance Problem in Construction … 545

Ta
bl

e
3

Pe
rf
or
m
an
ce

fo
r
tr
ai
ni
ng

se
ts
th
at

w
er
e
im

ba
la
nc
ed

by
pr
op
or
tio

na
l
se
le
ct
io
n
of

sa
m
pl
es

fr
om

re
du
ce
d
nu
m
be
rs

of
do
cu
m
en
ts
m
ad
e
as

ba
la
nc
ed

by
ov
er
-s
am

pl
in
g M
L
P
cl
as
si
fie

r
O
ne
R
cl
as
si
fie

r

T
ra
in
in
g
se
t

T
ra
in
in
g
se
t

1
2

3
4

5
6

1
2

3
4

5
6

E
di
th

as
m
in
or
ity

cl
as
s

A
vg

88
.8
9

90
.5
6

93
.8
9

92
.5
9

93
.8
9

92
.2
2

65
.8
3

82
.2
2

81
.8
5

86
.3
0

88
.8
9

88
.8
9

M
in

71
.1
1

77
.7
8

92
.2
2

90
.0
0

92
.2
2

90
.0
0

48
.8
9

78
.8
9

70
.0
0

78
.8
9

88
.8
9

88
.8
9

M
ax

95
.5
6

96
.6
7

95
.5
6

94
.4
4

95
.5
6

95
.5
6

83
.3
3

88
.8
9

88
.8
9

88
.8
9

88
.8
9

88
.8
9

Ja
ne

as
m
in
or
ity

cl
as
s

A
vg

86
.9
5

88
.8
9

89
.8
2

90
.3
7

90
.0
0

90
.0
0

78
.3
4

86
.3
9

85
.1
9

87
.7
8

86
.9
5

88
.6
1

M
in

77
.7
8

84
.4
4

88
.8
9

88
.8
9

90
.0
0

90
.0
0

67
.7
8

84
.4
4

76
.6
7

85
.5
6

85
.5
6

87
.7
8

M
ax

91
.1
1

92
.2
2

90
.0
0

91
.1
1

90
.0
0

90
.0
0

88
.8
9

87
.7
8

88
.8
9

88
.8
9

88
.8
9

88
.8
9



546 U. Stańczyk

(a) (b)

(c) (d)

Fig. 4 Performance for training sets balanced by over-sampling. Series indicate the class which
was made as minority by: a and b random selection of samples, c and d proportional selection of
samples from all considered documents; a and c for MLP classifier, b and d for OneR classifier

4 Conclusions

The paper presents research on construction of training datasets for the task of binary
authorship attribution in cases of imbalanced classes. The imbalance is caused arti-
ficially in three ways: by random selection of samples, by proportional selection of
samples from all documents on which samples are based, and by using fewer base
documents. For all constructed training sets the performance is studied for two types
of predictors, artificial neural networks and one rule classifier. The performance
is observed for imbalanced sets and then for sets with re-sampled instances, with
application of under- and over-sampling.

The experiments show that due to good generalisation properties ANNs achieve
even increased accuracy for both imbalanced and re-sampled training sets, while one
rule classifier is highly sensitive to class balance and at most keeps the prediction
ratio of the original balanced set, inmany cases, however, the performance is severely
degraded.
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Approximate Reasoning and Fuzzy
Evaluation in Code Compliance Checking

Ewa Grabska, Andrzej Łachwa and Grażyna Ślusarczyk

Abstract This paper deals with the problem of developing intelligent tools which
would support the design system by automated checking various design criteria.
These criteria contain both building codes and customer requirements. The paper
extends the logic-based reasoning methods used previously in computer-aided visual
design to a fuzzy classification. The fuzzy classification of the drawings representing
early design solutions is based on approximate reasoning, where different types of
criteria are considered. Due to this classification the system is able to evaluate the
correspondence of potential solutions to the project specification and check their
code compliance. The approach is illustrated by example of designing layouts of a
small office.

Keywords Visual design system · Building code · Fuzzy classification · Approxi-
mate reasoning

1 Introduction

Architectural design solutions of buildings are contemporary created with the use of
CAD tools. Majority of them are presented both in the form of drawings understand-
able to users and internal representations for automated processing. Nowadays CAD
systems offer substantial support for analyzing and evaluating drawings during the
spiral design process, in which requirements are articulated by the visualization of
early design solutions.
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Popular vector formats of drawings generally are not suitable for automated analy-
sis of design functionality and automated evaluation. An example of the suitable rep-
resentation was considered in [6], where internal representations of drawings in the
form of hierarchical hypergraphs consist of atoms corresponding to functional com-
ponents of buildings, such as for instance: a sanitary, reception, hall and staircase.
This representation makes it possible to visualize early design solutions in the form
of drawings generated by the designer on the monitor screen and to gather design
knowledge on which reasoning about designs is based.

Early design solutions are generated on the basis of the designer’s knowledge
and design specification determined in collaboration with the customer. Usually, the
customer has his own vision of the designed building but his requirements and con-
straints are soft and often conflicting. The criteria can describe simple components,
like the bathroom should be big, and groups of components, like the area of the lay-
out should be less than 100m2. Other criteria are of a relative type, like the sleeping
part of the apartment should have the similar area as the rest of the apartment. The
important aspect of the design process is that the criteria evolve during this process.
Moreover, most design problems involve several conflicting criteria that the designer
tries to satisfy simultaneously. It is often impossible to fulfill all requirements and
constraints at the same time. The number of criteria can be decreased by combin-
ing simple criteria into more complex ones and creating in this way a hierarchical
structure of criteria [1].

Apart from several criteria imposed by the designer, the compliance checking of
early design solutions against applicable building codes has to be done. The research
in the area of compliance checking has mostly focused on representations of building
codes in computational formats [2, 9]. Methods of converting feasible regulation
clauses into machine understandable rules are presented in [7]. Many code rules are
however only semi-formalizable as they contain fuzzy concepts, like a space is to
be accessible easily. During the design process it is difficult to control all essential
features of the design problem at hand. Therefore tools which support the automated
checking of important criteria are still needed.

This paper is an attempt of extending the logic-based reasoning methods used in
the computer-aided visual design system discussed in [4, 6]. In this system the early
design solutions in the form of drawings generated by the designer are internally rep-
resented as hierarchical hypergraphs. However the first-order logic-based reasoning
used so far to check the validity of solutions in respect to the given criteria is too
strict to evaluate early solutions, where not all requirements are exactly specified. To
improve the evaluation method the fuzzy interpretation of instance hypergraphs was
introduced in [8]. Due to this interpretation, where crisp values of instance hyper-
graph attributes are compared with their corresponding crisp or fuzzy values in the
specification, the system is able to evaluate the solution.

Considering the fuzzy character of several building code rules and various design
requirements, the approximate reasoning about drawings representing early design
solutions, which leads to their fuzzy evaluation, is performed. In approximate rea-
soning the linguistic variables and fuzzy processing are used to compute in which
degree the design elements satisfy the required criteria. The obtained results enable
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the system to evaluate the correspondence of potential solutions to the project speci-
fication and check their code compliance. The final evaluation of generated solutions
allows to graduate them according to the degree of particular criteria fulfillment.

2 Visual Layout Language

The problem of using visual languages to support the conceptual stage of the design
process was considered in [4] on examples of designing multi-storey buildings with
the use of the computer system [5, 10]. This system supports both creating and
visualizing solutions, and evaluating their validity in respect to the given criteria. In
the system two visual languages for creating design solutions by the designer were
used. The first one allows the designer to design 2D floor layouts, while the second
one is dedicated to creating 3D building structures.

In this paper in order to explain the proposed method of approximate reason-
ing about designs and their fuzzy evaluation in a clear way, we concentrate only
on generating 2D floor layouts. In the proposed interactive design system the user
visualizes his/her ideas related to floor layouts by means of a graphical editor. The
editor of floor layouts uses rules of the problem-oriented visual language which are
based on a notion of a conceptualization specifying concepts that are assumed to
exist in a given design domain and relationships that hold among them [3]. Drawings
representing layouts are automatically transformed by the system into their internal
computer representations in the form of hierarchical hypergraphs.

The visual language, which enables the designer to create and edit 2Dfloor layouts
is called a layout language [4] and is denoted by Llayout . A vocabulary of Llayout is
composed of geometric primitives corresponding to components like areas, rooms,
walls, stairs, doors and windows, while the rules specifying possible arrangements of
these components are determined by the syntactic knowledge. Elements of Llayout are
drawings representing simplified architectural projects. Drawing an initial solution
the designer places polygons representing components like functional areas or rooms
of a floor layout in an orthogonal grid. The accessibility relation among rooms is
represented byprimitives corresponding to doors or incompletewalls between rooms.
The adjacency relation between rooms is represented by primitives corresponding to
walls.

The first design solution is generated by the designer on the basis of the design
specification determined in collaboration with the customer. In this specification the
required areas, rooms, their functions and purpose, and the rules of their arrangement
are fixed. Shapes of rooms, their sizes together with membership functions for fuzzy
criteria are also specified.Many requirements and some constraints determined in the
specification are soft, i.e., it is assumed that they will be met only to a certain degree.
Moreover, many other criteria are of a relative type. Apart from soft requirements
and constraints, which are to be fulfilled in some degree, and hard ones, which are to
be fully satisfied, there are also sharp requirements and constraints, the fulfillment
of which would be desirable but is not absolutely necessary. As most design prob-
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lems involve several conflicting criteria, the weights determining importance of the
specified requirements and constraints should be determined. Thus, even incoherent
and inconsistent specification can be compatible with the specific project.

The design requirements are stored in checklists filled up by the customer. They
are composed of variables representing attributes characterizing the project. Sets
of values for particular variables are determined by ranges of attribute functions
assigned to them. When simple criteria are combined into more complex ones and
their hierarchical structure is specified, checklists contain subchecklists for simpler
criteria. The design solution must not only satisfy requirements imposed by the
customer, but has also to comply with the building code. Most code rules can be
expressed in the form of either crisp or fuzzy constraints. These constraints can be
added to the initial design specification.

Let us consider the example of designing a floor layout of a small office accessible
for people on wheelchairs. It is assumed that the floor area of the whole office should
be about 75m2. It should consist of a small secretariat room, medium-sized study,
hall with the size about 12m2. The shape of the study should be square-like. All
above mentioned requirements are fuzzy and soft. From the building code and the
normDIN18040-1,which determines the parameters of the toilet for disabled people,
it can be inferred that the toilet should have about 5m2 and should be square-like.
These two requirements are treated as fuzzy and hard. Moreover, the study should
be accessible from the secretariat, all rooms should be accessible from the hall, and
the hall should be accessible from the outside. These three requirements are crisp
and hard. The study should have an eastern exposure, while the secretariat a northern
one. These two requirements are crisp and soft. The values about 12m2, about 5m2,
and about 75m2 can be interpreted as fuzzy numbers (fuzzy sets). The values such
as small, medium size, square-like can be explained by means of linguistic variables.

Thus, the concepts of a fuzzy set and a linguistic variable are described. A fuzzy
set B in a space X is a set of ordered pairs B = {(x, μB(x))|x ∈ X}, where μB(x) :
X → [0, 1] is a membership function which associates with each x ∈ X a real
number of [0, 1] [11]. This number represents the grade of membership of x in
B. A linguistic variable is informal in nature. The intuitive definition determines a
linguistic variable as a quadruple (Y, T, U, m), where Y is the name of the variable, T
is the set of linguistic values,U is the universe of discourse andm is the interpretation,
which combines elements of T with fuzzy sets on U (it is defined in a similar way
in [12]).

For the customer, the value small characterizing the secretariat room denotes the
area from 12 to 16m2, the value medium size denotes the area from 20 to 30m2, see
Fig. 1. These are the linguistic values of the linguistic variable area.

As far as the squareness of the given shape is considered, the degree of squareness
of a shape A can be computed as max{0, 1 − 2a

s(A)
}, where s(A) is the area of the

smallest square enclosing A and a is the area of the complement of A to s(A). The
factor 2 or larger is necessary to ensure the compliance with the natural meaning of
the word square. The degree of squareness of the shape A presented in Fig. 2a equals
1 − 2

9 = 7
9 ≈ 0.78.
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Fig. 1 Membership functions of the two terms describing room sizes

Fig. 2 a A square divided on a shape A and its complement a, b A triangular membership function
of the fuzzy number about 12

The fuzzy values determining sizes of the rooms (about 12.5 and 75m2) are
symmetric triangle numbers with support lengths equal to 40%of the sharp numbers.
For the sharp number 12 presented in Fig. 2b the support length of the triangle
representing the fuzzy number 12 is equal to 4.8 (40% of 12). Therefore the end
points of the segment being the triangle base are set as 9.6 and 14.4, respectively.
The numbers from the interval [9.6, 14.4] belong to the fuzzy set about 12 in grades
appointed by the shape of triangle, for example the area equal to 11.4m2 has about
12m2 in grade 0.75, while the area smaller or equal to 9.6m2 has about 12m2 in
grade 0.

The initial design drawing of an office layout created on the basis of the above
specification is presented in Fig. 3a. It is composed of polygonswhich are placed in an
orthogonal grid and represent rooms of the layout. The adjacency relation between
rooms is expressed by line segments shared by polygons, while the accessibility
relation is represented by line segments with small rectangles located on them. The
area of the study (labelled Study) equals 27.5m2, the area of the secretariat room
(labelled Secretariat) equals 15.75m2, the areas of the hall (labelled Hall) and the
toilet (labelled Wc) are equal to 12 and 3m2, respectively. The area of the whole
layout is equal to 58.25m2.
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Fig. 3 Design diagrams representing a layout of a a small office and b a hypergraph representing
this layout

3 Hierarchical Hypergraphs

In this paper the internal representation of design drawings in the form of attributed
hierarchical hypergraphs described in [4] has been adopted. The considered hyper-
graphs are composed of hyperedges corresponding to object (drawing) components
and nodes corresponding to fragments of these components. Hypergraph arcs con-
necting nodes and drawn as line segments represent relations among component
fragments. Lines in different styles correspond to different types of relations. Hyper-
edges and nodes are labelled by names of components and their fragments, respec-
tively. Hyperedges represent objects on different levels of detail. Each hyperedge
representing an object component can contain a hierarchical hypergraph represent-
ing the layout of subcomponents of this component. The characteristic features of
the drawing components are represented by attributes assigned to the corresponding
elements of the hypergraph.

Let Σ be a fixed alphabet of labels and let Ω be a set of attributes.

Definition 1 An attributed hierarchical hypergraph over Σ and Ω is a system
G = (E, V, t, A, lb, att, ch), where:

1. E is a nonempty finite set of hyperedges representing object components,
2. V is a nonempty finite set of nodes representing fragments of object components,
3. t : E → V ∗ is a mapping assigning sequences of different nodes to hyperedges,
4. A ⊆ V ×V and∀a = (v1, v2) ∈ A ∃e1, e2 ∈ E : e1 	= e2, v1 ∈ t (e1), v2 ∈ t (e2),

is a finite set of arcs representing relations between fragments of components,
5. lb : E ∪ V ∪ A → Σ is a labelling function of hypergraph elements,
6. att : E ∪ V → 2Ω is an attributing function, where 2Ω is a set of all subsets of

Ω ,
7. ch : E → 2E∪V ∪A is a child nesting function, such that none hypergraph element

can be nested in two different hyperedges, a hyperedge cannot be its own child,
and nodes of a nested hyperedge e of E are nested in the same hyperedge as e.
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The initial design drawing is automatically transformed by the system to its inter-
nal representation. The hypergraph representing the drawing presented in Fig. 3a is
shown in Fig. 3b. Four hyperedges representing rooms (the study—Study, secretariat
—Secretariat, hall—Hall, toilet—Wc) are drawn as rectangles. Hypergraph nodes
assigned to hyperedges and representing walls of rooms are drawn as black dots.
Adjacency relations between rooms represented by arcs labelled adj are shown as
dashed line segments connecting hypergraph nodes, while accessibility relations
represented by arcs labelled acc are presented as continuous line segments. To each
hyperedge attributes which characterize the corresponding room are assigned. All
hyperedges have the attribute area, the hyperedges labelled Secretariat and Study
have the attribute exposure. The hyperedges representing the study and the toilet
have also the attribute shape.

Attributed hierarchical hypergraphs representing design drawings are valuated,
i.e., the attributes assigned to their hyperedges and nodes have specified values.
Hypergraph attributes are divided into two types. Attributes of the first type, called
crisp attributes, have always crisp values, while attributes of the second type, called
fuzzy attributes, can take crisp values or can be treated as linguistic variables with
linguistic values. In the design specification fuzzy attributes have linguistic values,
which are represented by the membership functions specifying the degree of belong-
ing to fuzzy sets. However in hypergraphs representing instance drawings they take
crisp values. Then, in order to check the compatibility of the drawings with the spec-
ification, these crisp values are compared with linguistic values of the specification.

The valuated attributed hierarchical hypergraph is defined as follows. Let Ω be a
set of attributes and D be a set of their possible values.

Definition 2 A valuated attributed hierarchical hypergraph is a pair
Gval = (G, V al), where:

1. G = (E, V, t, A, lb, att, ch) is an attributed hierarchical hypergraph,
2. V al is a family of partial functions assigning values to attributes of the hyperedges

and nodes in such a way that ∀ω ∈ Ω valω : (E ∪ V, ω) → D.

One of the designs drawn on the basis of the initial specification is presented
in Fig. 4a. The attribute exposure is the one which takes only crisp values. For the
hyperedge labelled Secretariat it is set to north, while for the hyperedge labelled
Study it has the value east. The attributes area for hyperedges representing rooms
Secretariat, Study, Hall and Wc are fuzzy ones and are set in the specification to lin-
guistic values small, medium size, about 12m2, about 5m2, which are represented
by the fuzzy set membership functions shown in Figs. 1 and 2b, respectively. The
attribute shape assigned to the hyperedges labelled Study and Wc has in the specifi-
cation the linguistic value square-like represented by the measure of squareness. The
values of the these fuzzy attributes are set in the presented drawing in such a way that
the area of the study (Study) equals 28.5m2, the area of the secretariat (Secretariat)
equals 12.25m2, the areas of the hall (Hall) and the toilet (Wc) are equal to 15.75
and 4.5m2, respectively. The area of the whole layout is equal to 61m2. The other
possible design drawing is shown in Fig. 4b. In this design the area of the study equals
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Fig. 4 Design diagrams representing two possible layouts of a small office: a the initial design and
b the design after evaluation

19.5m2, the area of the secretariat equals 13.5m2, the areas of the hall and the toilet
are equal to 13.75 and 5.0m2, respectively. The area of the whole layout is equal to
51.75m2.

4 Fuzzy Evaluation by Approximate Reasoning

This section deals with approximate reasoning as a method of assessment potential
layout designs. In this reasoning process fuzzy rules describing compatibility of
designs with the specification are used. In imprecise premises occur membership
functions representing fuzzy values [12]. Imprecise conclusions computed on the
basis of crisp values of the instance designs lead to partial evaluations making up the
overall fuzzy evaluation of designs.

The design drawing instances generated by the designer are evaluated by the
system. Then the solutions with the evaluation value over the specified threshold are
presented to the designer as they satisfy the design constraints and requirements in
the best possible way. In the next step the designer evaluates the functionality and
aesthetics of the obtained drawing instances. Analysis of the best solutions presented
by the system enables the customer and designer to correct some requirements or
constraints.

As it has been considered the visual language Llayout contains drawings generated
by the designer on the monitor screen and representing simplified 2D-floor layouts.
Llayout can be treated as an infinitely large design space, i.e., designer’s Llayout

-universum.
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Definition 3 By the space of potential floor-layout design solutionsweunderstand
a set S generated by the designer during the design process and such that S ⊂ Llayout .

Drawing instances have their internal representations in the form of valuated
attributed hypergraphs. As for each obtained drawing instance all its components
have exact values of their features (like room sizes, shapes), the hypergraph attributes
always have crisp values. The correspondence degree of the instance drawing to the
task specification can be approximately reasoned by comparing these crisp values
with fuzzy values assigned to fuzzy attributes by membership functions of the speci-
fication and by comparing other crisp values with sharp values and hard values of the
specification. As the result of this reasoning the membership degree for each design
feature specified in a fuzzy way is computed.

The final evaluation of a design drawing is a sum of degrees of particular criteria
fulfillment. The evaluation of criteria with sharp values and hard values is added
to degrees of memberships obtained as a result of fuzzification for attributes corre-
sponding to fuzzy criteria. Each criterion with a crisp value is satisfied in either 0 or
1 degree. The degrees of other criteria satisfaction are in the interval [0,1].

The design shown in Fig. 3a cannot be accepted as the area of the toilet is too
small to be comfortable for disabled people. Thus, let us consider the correspondence
degree of the drawing shown in Fig. 4a to the design task specification. As the result
of approximate reasoning the system infers that the secretariat is small in degree 1,
the study is medium-sized in degree 1, the hall has about 12m2 in degree 0, while
the toilet has about 5m2 in degree 0.5. The area of the whole layout has about 75m2

in degree 0.07. The study has the square-like shape in degree 0.58, while the toilet
has the square-like shape in degree 0. Therefore this design also does not comply
with the considered building code. The corrected design is shown in Fig. 4b. In this
drawing the toilet has about 5m2 in degree 1, and has the square-like shape in degree
0.6.

Drawings of the space of potential design solutions match the design specifica-
tion in various degrees. For drawings with crisp and hard requirements satisfied in
1 degree and with fuzzy and hard requirements satisfied in degree greater that 0,
their correspondence degree to the specification is determined. It is computed as the
average of membership degrees of respective exact values of drawing component
attributes to fuzzy values of attributes in the specification.

If we assign a correspondence degree to each element of the space of potential
design solutions and treat it as a membership function value, then we obtain a fuzzy
space of solutions.

Definition 4 By the fuzzy space of solutions we understand a set of fuzzy subsets
defined on S by the function f zz : S → Fuzzy(Llayout ), where
Fuzzy(Llayout ) is a family of fuzzy subsets on Llayout -universum.

The final evaluation of generated solutions enables the system to graduate them
according to the degree of particular criteria fulfillment.

In the design shown in Fig. 4b the secretariat is small in degree 1 (13.5m2), the
study is medium-sized in degree 0.87 (19.5m2), the hall has about 12m2 in degree
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0.25 (13.75m2). The study has the square-like shape in degree 0.5. The area of the
whole layout has about 75m2 in degree 0 (51.75m2). The sum of the correspondence
degrees of all seven attributes with linguistic values computed for the drawing shown
in Fig. 4b equals to 4.22. As five other criteria (exposure of the study and secretariat,
and three conditions related to the accessibility of rooms) are satisfied, the evaluation
sum of the design is equal to 9.22. As the maximal possible sum is 12, the overall
evaluation of the solution is 0.768.

In the presented approach the solutions with the evaluation value over 0.6 are
presented to the designer. Each such a solution is called admissible. The designer’s
analysis and functional-aesthetic evaluation of admissible solutions enables him/her
to choose the ones which are to be developed further.

5 Conclusions

This paper extends the concept of design reasoningwith the use of logic languages and
design knowledge stored in hypergraph internal representations of design drawings
by introducing a fuzzy classification based on approximate reasoning. Due to the
fuzzy classification the system is able to evaluate the correspondence of potential
solutions to the project specification.

In the future the mechanism of automatic generation of potential solutions on the
base of a set of initial sketches and a set of pattern graphs coding their characteristic
features together with design requirements will be developed. Moreover, the RASE
methodology in code compliance checking will be used.
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Classification Based on Incremental Fuzzy
(1 + p)-Means Clustering

Michal Jezewski, Jacek M. Leski and Robert Czabanski

Abstract Fuzzy clustering is often applied to determine the rules of the fuzzy
rule-based classifiers (usually the antecedents only). In this work a new fuzzy clus-
tering approach is proposed for such a purpose. The idea consists in alternating
clustering of the objects from two classes with the prototypes obtained after the
previous clustering not allowed to move during the current clustering. As a result
each clustering provides new location of a single prototype. The classification quality
obtained by the fuzzy rule-based classifier using the proposed clustering was com-
pared with the Lagrangian SVM method on several benchmark databases.

Keywords Clustering · Fuzzy rule-based classification

1 Introduction

Classification consists in assigning objects to predefined classes. There are a lot of
classificationmethods, the Support VectorMachine (SVM) [12] is regarded as one of
the most successful ones. The family of fuzzy rule-based classifiers may be divided
into: Mamdani-Assilan classifiers (the linguistic terms are used in both antecedents
and consequents of the if-then rules) and Takagi-Sugeno-Kang classifiers (linguistic
terms are used in antecedents, but consequents are functions—usually linear—of
inputs). The goal of clustering is to find groups (clusters) of similar objects and their
centers (prototypes). In fuzzy clustering an object may partially belong to several
clusters with a membership degree within the range [0, 1]. The most popular fuzzy
clustering method is the fuzzy c-means (FCM) method. The are a lot of research
describing fuzzy clustering, e.g. FCM for ordinal valued attributes [1], quadratic
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entropy—[8] or kernel-based [14] FCM, accelerating FCM [15], FCM algorithms
for very large data [5], fuzzy clustering observer-biased [3] or with a decreasing
number of clusters [4]. Fuzzy rule-based clustering is proposed in [2, 13] describes
robust clustering.

In the case of fuzzy rule-based classifiers, fuzzy clustering is often applied to
determine the rules (usually the antecedents only). In that case, clustering may be
performed for the whole training set or separately for each class in the training
set. In the second case it is better when the objects from the class(es) not being
clustered at the moment influence the clustering of a given class. The method repre-
senting such approach—fuzzy (c + p)-means clustering—was proposed in [11],
where c concerns prototypes in the class being clustered, and p concerns fixed
(“a priori known”) prototypes in the other class(es). For two classes, the algorithm
consists in alternating clustering of the objects from both classes, taking as the known
prototypes the ones from the opposite class. The goal is to perform the clustering
of a given class in such a way that the prototypes are attracted to the regions where
the objects are dense and simultaneously repulsed from the objects belonging to the
other class(es) [11]. The proposed clustering method was applied to determine the
rules of the fuzzy rule-based classifier [11].

The aim of this work is to propose the incremental fuzzy (1 + p)-means
clustering—a clustering method for determining the rules of the fuzzy rule-based
classifier, and to verify its usefulness by the obtained classification quality. The goal
of the incremental fuzzy (1 + p)-means clustering is to perform the clustering of
a given class with the prototypes being repulsed from the prototypes in the second
class and in the class being clustered. In [11] the clusterings into different numbers
of clusters are independent from each other. In the incremental fuzzy (1+ p)-means
clustering, p prototypes (in both classes) in the current clustering, are the result of the
previously performed clustering into p clusters, and are not allowed to move during
the current clustering. As a result, each successive clustering provides new location
of a single prototype. In other words, having the result (prototypes) of the clustering
into a given number of clusters we have the results of the clustering into smaller
numbers of clusters. The classification quality obtained by applying the proposed
clustering to determine rules of the fuzzy rule-based classifier was compared with
the Lagrangian SVM classifier [12]. The research concerning the fuzzy clustering
methods dedicated to fuzzy rule-based classification were also presented by us in
[6, 7]. In these methods, prototypes from two different classes were attracted to each
other.

2 Incremental Fuzzy (1 + p)-Means Clustering

The proposed fuzzy clustering is performed using FCM method, however a new
algorithm consisting in successive FCM clusterings is proposed. The FCM criterion
function has the form [15]
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J (U, V) =
c

∑

i=1

N
∑

k=1

(uik)
m d2

ik, (1)

with the constraints

∀
1≤k≤N

c
∑

i=1

uik = 1, (2)

where c (N ) denotes number of clusters (objects), U (V) denotes partition (proto-
types) matrix, dik stands for the Euclidean distance between the i th prototype and
the kth object xk . Parameter m > 1 influences the repulsive force between proto-
types; the lower value of m, the higher repulsive force. The necessary conditions for
minimization of the criterion (1) may be found in [15].

At the beginning of the proposed algorithm, the objects from ω1 class in the
training set are clustered using FCM into 2 clusters starting with 2 initial prototypes
in that class. The obtained prototypes and the two initial prototypes in ω2 class are
used to start the (2 + 2)-means clustering of the objects fromω2 class, the prototypes
from the previous clustering are not allowed to move. As a result, new locations of
2 prototypes are obtained. In the further steps the algorithm consists in alternating
(1 + p)-means clustering of the objects from ω1 and ω2 classes, where p increases
with the step of one, starting from p = 4. Each clustering starts with p prototypes
obtained after the previous clustering and with one initial prototype in the class being
clustered. The prototypes from the previous clustering are not allowed tomove during
the current clustering. Therefore, each clustering provides new location of a single
prototype. In other words, result (prototypes) of the clustering into a given number
of clusters includes results of the clustering into smaller numbers of clusters. Initial
prototypes are selected from the boundary of the convex hull [11] of the class being
clustered.

The incremental fuzzy (1 + p)-means clustering algorithm may be written as:

1. Fix k = (1 + p) (k ≥ 4) and m (m > 1).
2. Perform the FCM clustering of the data from ω1 class into 2 clusters. Start the

clustering with the first 2 initial prototypes in ω1 class. This way, the prototypes
v1 and v2 are obtained.

3. Perform the (2 + 2)—means clustering of the data from ω2 class. Start the clus-
tering with v1 and v2 as the prototypes 1st and 2nd (p prototypes) and with the
first 2 initial prototypes in ω2 class as the prototypes 3rd and 4th. During the
clustering, update only the prototypes 3rd and 4th. This way, new locations of 2
prototypes v3 and v4 are obtained.

4. If k = 4 then stop.
5. Set the number of clusters l = 5 and the index of the initial prototypes r = 3.
6. Perform the (1 + l − 1)—means clustering of the data from ω1 class. Start the

clustering with vi (i = 1, 2, . . . , l −1) as the first l −1 prototypes (p prototypes)
and with the r th initial prototype in ω1 class for the lth prototype. During the
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clustering, update only the lth prototype. This way, new location of a single
prototype vl is obtained.

7. If l = k then stop, else set l = l + 1.
8. Perform the (1 + l − 1)-means clustering of the data from ω2 class. Start the

clustering with vi (i = 1, 2, . . . , l −1) as the first l −1 prototypes (p prototypes)
and with the r th initial prototype in ω2 class for the lth prototype. During the
clustering, update only the lth prototype. This way, new location of a single
prototype vl is obtained.

9. If l = k then stop, else set l = l + 1, r = r + 1 and go to 6).

In the above algorithm, clustering starts from ω1 class. However, it is possible to
start it from ω2 class obtaining different results. In each clustering, iterations (whose
maximum number equaled to 50) were stopped as soon as the Frobenius norm of the
successive U matrices difference was less than 10−3.

Using the results of the proposed clustering into k = (1 + p) clusters, k rules
of the fuzzy rule-based classifier are determined, according to the description in the
next section.

3 Nonlinear Fuzzy Rule-Based Classifier

The linear and nonlinear (kernel version) Iteratively Reweighted Least Squares
(IRLS) classifiers were proposed in [10]. For the linear IRLS classifier the crite-
rion function for the kth iteration has the form [6, 7, 10]

J (k)
(

w(k)
)

� 1

2

(

Xw(k) − 1
)�

H(k)
(

Xw(k) − 1
)

+ τ

2

(

w̃(k)
)�

w̃(k), (3)

where w = [

w̃�, w0
]� ∈ IRt+1 is the weight vector of the linear discriminant

function d (xi ) � w�x′
i = w̃�xi + w0, xi ∈ IRt denotes the i th object from the N

element training set, x′
i = [

x�
i , 1

]�
, 1 is the vector with all entries equal to 1. The

matrix X is defined as follows X� �
[

ϕ1x′
1,ϕ2x′

2, . . . ,ϕN x′
N

]

, where ϕi (equal to
+1 or −1) is the class label indicating an assignment of the i th object to one of two

classes ω1 or ω2. Various definitions of the matrix H(k) = diag
(

h(k)
1 , h(k)

2 , . . . , h(k)
N

)

provide various loss functions (approximations of the misclassification error). For
example, if we define h(k)

i as equal to 0 for e(k−1)
i ≥ 0 and equal to 1 for e(k−1)

i < 0,
where e(k−1) = Xw(k−1) − 1, then the Asymmetric SQuaRe (ASQR) loss function
is obtained. Other loss functions (ALIN, SIG, ASIGL, AHUB, ALOG, ALOGL)
were presented in [10]. Additionally, matrix H ensures asymmetrization (relaxation)
of the loss function. The second term of the criterion (3) is responsible for the
maximization of the margin of separation, the parameter τ controls the trade-off
between both components.
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In the presented work, the fuzzy rule-based classifier using Takagi-Sugeno-Kang
ruleswith linear functions in consequents, proposed in [9], was used. The antecedents
were determined using the results of the proposed clustering. The criterion (3) of the
linear IRLS classifier, with some substitutions, was applied to find the consequents.
The details are described in [6, 7]; however, there are two differences. First, instead of
the “final prototypes” used in [6, 7], prototypes vi (i = 1, 2, . . . , k = (1+ p)) were
used. Second, the dispersions of the Gaussian membership functions were calculated
differently than in [6, 7], according to the formula (4).Additionally, different numbers
of iterations and stopping conditions in the conjugate gradient algorithm,minimizing
criterion (3), were used.

(sin)2 =

N
∑

k=1
uik (xkn − vin)2

N
∑

k=1
uik

. (4)

4 Numerical Experiments

To verify the classification quality obtained by the fuzzy rule-based classifier using
the proposed clustering, seven benchmark databases were applied: ‘Banana’ (Ban),
‘Breast Cancer’ (BreC), ‘Diabetis’ (Diab), ‘Heart’ (Hea), Ripley synthetic (Syn),
‘Thyroid’ (Thy) and ‘Titanic’ (Tita). Each database was represented by 100 training
and testing sets. The classification quality was compared with the Lagrangian SVM
(LSVM) method [12] with the Gaussian kernel function. The details concerning the
origin of databases and the values of the parameters of LSVM are described in [6];
however, LSVM parameters were determined using the first 5 pairs of the training
and the testing sets (instead of 10 as in [6]). Class ω1 (ω2) contained objects with
class labels equal to +1 (−1). During the classification, sometimes the discriminant
function for a given object was equal to 0, then ω2 class was assumed. All the results
were expressed in percents. Thevalues of the fuzzy rule-based classifier parameters—
number of clusters (rules) and τ in the IRLS criterion (3) were found using the first 5
pairs of the training and the testing sets according to the procedure, which is outlined
below.

The first 5 training sets were merged into a single dataset which was clustered
using the proposed clustering method into a given number of k-clusters (k = (1+ p),
k varied from 4 to 20). This way the antecedents of k-rules were found and they were
common for all 100 training and testing sets. The k-consequents were determined,
using the IRLS criterion with a given value of τ (searched within the range of 0.1 to
10.0 with a step of 0.3), separately for each of the first 5 training sets. The number of
rules (k) with the corresponding value of τ ensuring the highest classification quality
for the first 5 testing sets were chosen to calculate the final result. To calculate the
final result, consequents were determined separately for each of all 100 training
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Table 1 Classification quality obtained for various variants of the proposed method

m Start Ban BreC Diab Hea Syn Thy Tita

1.1 ω1 11.142 25.688 23.520 16.770 9.323 2.840 22.286

(0.529) (4.343) (1.859) (3.405) (0.519) (1.911) (1.134)

20 7 18 18 9 15 6

ω2 10.801 24.065 23.020 13.570 9.107 2.760 22.335

(0.415) (4.605) (1.769) (3.349) (0.460) (2.179) (1.188)

13 18 12 15 4 11 11

1.3 ω1 11.027 25.286 23.813 17.350 9.600 4.053 22.287

(0.554) (4.409) (1.984) (3.092) (0.582) (2.313) (1.098)

20 20 18 12 12 5 5

ω2 10.860 26.052 24.723 16.280 9.122 2.867 22.339

(0.537) (4.367) (2.095) (3.490) (0.454) (1.601) (1.077)

11 18 19 18 4 5 10

1.5 ω1 10.893 25.636 24.067 17.190 9.483 3.613 22.269
(0.557) (4.509) (1.823) (3.348) (0.503) (2.061) (1.087)

20 17 14 13 7 4 5

ω2 10.620 24.143 24.407 16.520 9.279 4.947 22.594

(0.450) (4.484) (1.987) (3.463) (0.586) (3.046) (1.282)

11 20 14 18 6 10 12

1.7 ω1 10.797 24.948 23.873 15.980 10.273 6.987 22.294

(0.469) (4.508) (1.731) (3.219) (1.338) (6.576) (1.089)

20 15 10 13 18 14 5

ω2 10.639 25.247 23.627 15.600 9.344 4.947 22.372

(0.535) (3.842) (1.795) (3.194) (0.559) (2.600) (1.150)

20 20 8 17 7 8 11

2.0 ω1 10.510 25.416 23.937 15.890 10.107 5.053 22.298

(0.404) (4.707) (1.600) (3.272) (0.962) (2.838) (1.242)

14 20 13 17 17 13 13

ω2 10.478 25.623 23.770 15.100 10.260 3.173 22.324

(0.502) (3.880) (1.785) (3.280) (1.104) (1.958) (1.201)

15 4 19 16 18 4 19

sets and the mean value and the standard deviation of the classification error for
the corresponding 100 testing sets provided the final result. The above procedure
was performed for various values of m (from the set {1.1, 1.3, 1.5, 1.7, 2.0}) when
starting the clustering from ω1 or ω2 class. The ASQR loss function was used in the
IRLS criterion (3).

Table1 presents the quality of the classification based on the incremental fuzzy
(1 + p)-means clustering (CI1P).Clusteringwas performedusingvarious values ofm
and starting from ω1 or ω2 class. Each cell of the table contains: mean classification
error (top), standard deviation (middle) and the number of rules providing them
(bottom). For each database the best result is in a boldface. The class used to start the
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clustering influences the clustering results, and therefore the classificationquality. For
all considered values of m, in case of Ban and Hea it is better to start the clustering
from ω2 class; in case of Tita, clustering should be started from ω1 class. For the rest
of the databases the preferable class depends on the value of m. However, taking into
consideration only the 7 best results, for all databases except Tita clustering should
be started from ω2 class. Analyzing the value of m and the classification quality
starting the clustering from the same class, monotonous relation is not observed for
almost any database, the differences of the classification error are at the level from
0.03% (Tita, ω1) to 4.15% (Thy, ω1). However, 5 of the 7 best results were obtained
for m = 1.1. Taking the above into consideration, the results obtained by clustering
with m = 1.1 and starting from ω2 class are summarized in Table2.

Twofirst rows ofTable2 compare the quality ofCI1P (m = 1.1, start fromω2)with
the LSVMmethod. For all databases except Ban, CI1P provided lower classification
error than LSVM. The statistical significance of the differences between LSVM and
CI1P was checked using a paired t-test and is presented in the last row of the table—
the differences are statistically significant for all databases except Diab and Tita.
The results in Table1 and in the second row of Table2 were obtained using ASQR
loss function in the IRLS criterion while determining the consequents of rules. For
the number of rules chosen using ASQR, other loss functions described in [10] were
applied (with alpha = 2.0 for SIG andASIGL), the value of τ was searched separately
for each loss function. The best results with the corresponding loss functions are
presented in the third row of Table2. It may be noticed that changing the loss function
slightly improves classification quality for all databases. In case of Tita, extremely
small (or equal to 0) distances between prototypes and objects were noticed. The
distances lower than the machine precision were treated as equal to 0 and in such
cases a special update of the partition matrix was applied.

Figures1 and 2 present discrimination curves obtained for the first training set
of the two-dimensional databases Ban and Syn. Prototypes are marked by circles,
ellipses visualize dispersion in the antecedents of the rules.

Table 2 Comparison of the classification quality (m = 1.1, start from the ω2 class)

Ban BreC Diab Hea Syn Thy Tita

LSVM 10.349 25.987 23.217 16.270 9.312 4.107 22.446

(0.414) (4.154) (1.595) (3.250) (0.530) (2.280) (1.121)

CI1P ASQR 10.801 24.065 23.020 13.570 9.107 2.760 22.335

(0.415) (4.605) (1.769) (3.349) (0.460) (2.179) (1.188)

13 18 12 15 4 11 11

Other 10.726 23.688 22.437 13.380 8.704 2.120 22.196

(0.443) (4.274) (1.639) (3.308) (0.395) (1.394) (1.058)

ALIN ASIGL ALIN ALOGL ASIGL ALIN ASIGL

Stat. signif. (p value) + + − + + + −
<0.001 <0.001 0.2573 <0.001 <0.001 <0.001 0.2579
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Fig. 3 The relation between the number of rules and the classification error

Figure3 presents the relation between the number of rules and the classifica-
tion quality (final result—for all 100 testing sets) for Ban, Syn and Thy. In case
of Ban (Syn) rather clear relation is observed—the classification error decreases
(increases) with the increase of the number of rules. For Thy the classification error
first decreases and next increases. In the described figure, the final results obtained
for each considered number of rules were presented. However, according to the pro-
cedure outlined at the beginning of this section, the final result is calculated for the
number of rules chosen using the first 5 pairs of the training and the testing sets.
Therefore, the chosen number of rules may not correspond to the best classifica-
tion quality observed in Fig. 3. For example, for Ban (Syn) the chosen number of
rules was 13(4), whereas the best classification quality is observed for 19(5) rules. In
Figs. 1, 2 and 3, clustering and classification were performed using the parameters
that correspond to the results in the second row of Table2.

5 Conclusions

In the presented paper, a fuzzy clustering method for determining the rules of the
fuzzy rule-based classifier was proposed. This approach uses fuzzy c-means method,
but the new idea of adding one new prototype to the prototypes previously found
was proposed. The usefulness of the proposed method was verified by the obtained
classification quality. For six benchmark databases the obtained results were better
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if compared to the Lagrangian SVM method. The plans for future embrace further
modifications of the proposed clustering approach.
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Imputation of Missing Values by Inversion
of Fuzzy Neuro-System

Krzysztof Siminski

Abstract Incomplete data are common and require special techniques. The essential
techniques are: marginalisation, imputation, and rough sets. The paper presents the
imputation by inversion of the neuro-fuzzy system. First the neuro-fuzzy systems
is trained with complete data. Next the system is inverted and the missing values
are imputed. The complete and imputed data are used to train the final neuro-fuzzy
system. The technique is limited to data items with one missing value. The paper is
accompanied by numerical examples and statistical verification.

Keywords Evolutionary optimisation · Gradient descent · Memetic algorithm ·
Big-Bang-Big-crunch

1 Introduction

Missing values are common in real life data. The reasons of incompleteness are
various: problems in data acquisition, random noise, invalid values, aggregation
of data from various sources, difficulties in collecting all data (e.g. in medicine).
The incomplete data may contain important information and are challenging task to
handle.

There are three essential methods of handling incomplete data: marginalisation,
imputation, and application of rough sets.Marginalisation is the simplest approach—
this method deletes incomplete data items and leaves only complete ones. The dele-
tion of missing data can be done in two ways: removal of incomplete data tuples
(vectors)—reduction of dataset size [13], or removal of incomplete attributes—
reduction of dimensionality of the task [5].

Imputation is more complicated than marginalisation but is used more frequently
[14]. The missing values are imputed with zeroes, random numbers [31], average
values for an attribute in the whole data set [19], average values for an attribute in
the subset labelled with the same class as the incomplete data item [11], medians, all
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possible values [12]. More sophisticated approaches have been also proposed [1, 2,
34]. Application of average values may impute missing values with nonexisting or
unreasonable values. It may cause problems in some fields [31]. The third method
of handling missing values is application of rough sets [4, 9, 15, 20, 25–28]. This
method preserves the uncertainty of data.

The comparison of preprocessing techniques for incomplete data in clustering
and neuro-fuzzy systems is presented in [18, 22]. The paper [22] compares various
techniques ofmissing value handling in neuro-fuzzy systems. One of its conclusion is
that for some data the best approach (resulting in the lowest error) is marginalisation.
The incomplete data may represent the outliers and their deletion may improve the
generalisation ability of the system. This is the anchor of our approach presented
here. This paper proposes an imputation technique based on inversion of the fuzzy
systems. The missing values are imputed with values elaborated with inverted neuro-
fuzzy system.

2 Imputation by Inversion

The technique proposed in this paper may be described as follows:

1. First the incomplete train dataset is marginalised.
2. The resulting complete data set is used to create a fuzzy model for a neuro-fuzzy

system.
3. The system is then inverted to impute missing values in the train dataset.
4. The imputed data are used to train the final neuro-fuzzy system.
5. The system is tested with complete test set.

2.1 Neuro-Fuzzy System

The neuro-fuzzy system we use in our experiments is ANNBFIS (Artificial Neural
Network Based Fuzzy Inference System) [6]. It is a multiple input single output
(MISO) system. Fuzzy rule base is a vital part of the system.

Rule base L contains fuzzy rules l (fuzzy implications). The rule’s premise is
built up with a fuzzy set A in D-dimensional space. For each dimension d the set
A is described with the Gaussian membership function μd (xd). The membership
of the variable x to the fuzzy set A(l) (in the lth rule is defined as a T-norm (�,
in ANNBFIS the product T-norm is used) of membership values of all attributes:
μA(l) (x) = μ

d(l)
1

(x1) � · · · � μ
d(l)

D
(xD).

The rule’s consequence is represented by a normal isosceles triangle fuzzy set
B with the base width w. The localisation of the core of the triangle membership
function is determined as a linear function of attribute values.
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The output of the rule is a value of the fuzzy implication (logical interpretation
of fuzzy rule): The value of the fuzzy implication is a fuzzy set. The answer of the
system is an aggregation of these sets μB′(x) = ⊕L

l=1 μB′(l) (x). In order to get a
crisp answer y0 the fuzzy setB′ is defuzzifiedwithmodified indexed centre of gravity
(MICOG) method [6]. The shape of the fuzzy set B′ is usually quite complicated
what causes expensive aggregation and defuzzyfication, but it has been proved [6]
that the crisp system output can be expressed as:

y0 =
∑L

l=1 g(l) (x) y(l)(x)
∑L

l=1 g(l) (x)
. (1)

The function g depends on the fuzzy implication. The Artificial Neural Net-
work Based Fuzzy Interence System (ANNBFIS) system [6] uses Reichenbach
implication.

2.2 Inversion of Fuzzy System

Inversion of a fuzzy system is widely used in automatic control. Typically a fuzzy
system is provided with input values (input vector) and the task is to elaborate an
answer for the presented data. In inverted paradigm desired output and input vector
except one value (one attribute) are provided and the task of the inverted system is to
elaborate the missing value in the input vector. There are two essential approaches to
inversion: exact and approximate. The exact inversion requires special conditions of
fuzzy systems to invert (zeroth orderTakagi-Sugeno-Kang system triangular partition
in premises [10], TSK with singletons in consequences [32], type-2 fuzzy systems
with pairwise triangular function overlap in premises [17]). Approximate technique
does not require special conditions for fuzzy systems. The researches proposed vari-
ous methods: Levenberg-Marquadt approximate algorithm [7], genetic algorithm for
iterative inversion [30], Big Bang Big Crunch (BB-BC) algorithm [16].

In our approach we apply approximate inversion of neuro-fuzzy systems with
logical interpretation of rules. TheGaussian functions in premisesmake it impossible
to invert the system analytically. Thus to invert the system we use fast Ridders
algorithm [21]. It is an algorithm for finding solutions to one variable function. It
has fast convergence and simple operations.

3 Experiments

The experiments were executed on real life data sets described below. Each data sets
were split into train and test disjoint subsets. Each train data set was prepared in 6
version with various ratios of incomplete tuples (1, 2, 5, 10, 20, and 50%). The data



576 K. Siminski

tuple may miss at most one value. As reference methods we used marginalisation
and imputation with average, median, kNN average, and kNN median (k = 5). For
these methods first the incomplete train data sets are preprocessed, then the fuzzy
models are created and finally tested with complete test sets. Because the values miss
at random, for each experiment n = 20 incomplete train sets with values missing
at random have been prepared. Statistical significance of the results was tested with
dependent t-test for paired samples. Each pair holds errors elaborated with inversion
and the other method. The null hypothesis states that there is no difference between
results in the pair, the alternative hypothesis states that the error elaborated with
inversion is lower than the one elaborated with other method (one-tailed hypothesis).
At significance level α = 0.95 the threshold of the statistics is T (n − 1, α) = 1.729,
where n = 20.

3.1 Datasets

‘Methane’ The data set contains the real life measurements of air parameters
(measured in 10 second intervals) in a coal mine in Upper Silesia (Poland). The
task is to predict the concentration of the methane in 10min [24]. The data set is split
into train (tuples 1–511) and (512–1022) data sets.

CO2 The dataset contains real life measurements of some air parameters (measured
in 1min intervals) in a pump deep shaft in one of Polish coal mines [23]. The task
is to predict the concentration of the carbon dioxide in 10min. The data set is split
into train (tuples 1–2653) and (2654–5307) data sets.

‘Concrete’ It is a real life data set describing the parameters of the concrete sample
and its strength [33]. The original data set can be downloaded from public repository
[8]. The data set is split into train (tuples 1–515) and (516–1030) data sets.

‘BoxJenkins’ The popular data set describes the concentration of carbon dioxide
in gas furnace [3]. The data set contains 290 data tuples prepared with template [6]
[y(n − 1), . . . , y(n − 4), x(n − 1), . . . , x(n − 6), y(n)]. The data set is split into
train (tuples 1–145) and (146–290) data sets.

3.2 Results

The neuro-fuzzy systems is evaluated with a root mean square error (RMSE)

E(X) =
√

√

√

√

1

X

X
∑

i=1

[y0(xi ) − y(xi )]2, (2)
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where X stands for a set of data items (tuples), X = |X| is a number of data items,
y0(xi ) represents the system’s answer for an i th data item xi (elaborated with Eq.1),
and finally y(xi ) is the desired (expected) output for this data item.

For the brevity of the paper we do not present all results. The Tables1, 2, 3,
and 4 present the average error rate elaborated by the neuro-fuzzy systems with
various types of preprocessing (marginalisation, imputation with average, median,
kNN average, kNN median) with regard to missing ratio. The Table5 compares
the errors with regard to number of rules in the neuro-fuzzy system. The results
marked with (∗) are statistically significantly poorer than results elaborated with

Table 1 Comparison of root mean square errors (RMSE) for ‘Gas Furnace’ date set with regard to
missing ratio (in %), neuro-fuzzy system with 5 rules

Missing ratio Marginal Average Median kNN avg. kNN med. Inversion

1 0.5692 0.5788 0.5783 0.5624 0.5623 0.5644

2 0.5552 0.5683 0.5614 0.5574(∗) 0.5541 0.5421

5 0.5645(∗) 0.5743(∗) 0.5683(∗) 0.5497(∗) 0.5522(∗) 0.5222

10 0.5954(∗) 0.5860(∗) 0.5921(∗) 0.5656(∗) 0.5560 0.5383

20 0.6240(∗) 0.6575(∗) 0.6354(∗) 0.5583(∗) 0.5914(∗) 0.4854

50 0.9622(∗) 0.7274(∗) 0.6989(∗) 0.6814(∗) 0.6400(∗) 0.5241

The mark (∗) denotes results statistically poorer then results elaborated with inversion

Table 2 Comparison of root mean square errors (RMSE) for ‘CO2’ date set with regard to missing
ratio (in %), neuro-fuzzy system with 4 rules

Missing ratio Marginal Average Median kNN avg. kNN med. Inversion

1 1.0732(∗) 0.9968 1.0485 1.0368 1.0353 0.9560

2 0.9975(∗) 1.0810(∗) 1.0812(∗) 1.0856(∗) 0.9955(∗) 0.8638

5 0.9977(∗) 0.9446(∗) 1.0580(∗) 0.9754(∗) 1.0126(∗) 0.7828

10 0.9474(∗) 0.8823(∗) 0.9286(∗) 1.0670(∗) 0.9836(∗) 0.6001

20 1.0650(∗) 0.6864 0.7423 1.0482(∗) 1.0252(∗) 0.6907

50 1.1400(∗) 0.5062 0.5399 1.1165(∗) 1.0327(∗) 0.5964

The mark (∗) denotes results statistically poorer then results elaborated with inversion

Table 3 Comparison of root mean square errors (RMSE) for ‘Concrete’ date set with regard to
missing ratio (in %), neuro-fuzzy system with 4 rules

Missing ratio Marginal Average Median kNN avg. kNN med. Inversion

1 20.9261 21.0318 21.0102 20.8067 20.8395 20.8833

2 20.8836(∗) 20.8702(∗) 20.9125(∗) 20.8125(∗) 20.7739 20.6456

5 20.1917 20.7306 20.7973(∗) 20.8852(∗) 20.8292 20.1484

10 20.4786 20.5514 20.8417(∗) 20.8738(∗) 20.8232(∗) 20.4504

20 20.8643 20.8030 21.1662(∗) 20.9567(∗) 20.9847(∗) 20.4196

50 20.5521 20.6977 21.5249(∗) 20.7725 20.5672 19.5973

The mark (∗) denotes results statistically poorer then results elaborated with inversion
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Table 4 Comparison of root mean square errors (RMSE) for ‘Methane’ date set with regard to
missing ratio (in %), neuro-fuzzy system with 3 rules

Missing ratio Marginal Average Median kNN avg. kNN med. Inversion

1 0.1231(∗) 0.1250(∗) 0.1246(∗) 0.1234 0.1234 0.1222

2 0.1245(∗) 0.1288(∗) 0.1281(∗) 0.1241(∗) 0.1238 0.1222

5 0.1241(∗) 0.1308(∗) 0.1316(∗) 0.1245(∗) 0.1235(∗) 0.1201

10 0.1262(∗) 0.1353(∗) 0.1321(∗) 0.1260(∗) 0.1241(∗) 0.1190

20 0.1268(∗) 0.1477(∗) 0.1433(∗) 0.1230(∗) 0.1230 0.1194

50 0.1691 0.1305 0.1616 0.1263 0.1230 0.1925

The mark (∗) denotes results statistically poorer then results elaborated with inversion

Table 5 Comparison of root mean square errors (RMSE) for ‘Gas Furnace’ date set with 20%
tuples incomplete with regard to number of rules in the neuro-fuzzy system

# rules Marginal Average Median kNN avg. kNN med. Inversion

3 0.4865(∗) 0.5895(∗) 0.5681(∗) 0.5150(∗) 0.5426(∗) 0.4563

4 0.5738(∗) 0.6045(∗) 0.5968(∗) 0.5384(∗) 0.5697(∗) 0.4963

5 0.6239(∗) 0.6575(∗) 0.6354(∗) 0.5583(∗) 0.5914(∗) 0.4853

6 0.6561(∗) 0.6371(∗) 0.6377(∗) 0.5628 0.5876 0.5456

7 0.7012(∗) 0.6235 0.5963 0.5413 0.5550 0.5739

8 0.7476(∗) 0.6844(∗) 0.6713(∗) 0.6484(∗) 0.6810(∗) 0.5401

9 0.7589(∗) 0.6833 0.6821 0.6379 0.6640 0.6427

10 0.8596(∗) 0.7160 0.7011 0.7126 0.7102 0.6600

15 1.0614(∗) 0.8990(∗) 0.8886 1.0256(∗) 1.0242(∗) 0.8012

20 1.0048 1.0048 1.0022 1.0904(∗) 1.0827(∗) 0.9561

The mark (∗) denotes results statistically poorer then results elaborated with inversion

Fig. 1 The values of test statistics comparing the imputation by inversion with other techniques
for ‘Gas Furnace’ data set and system with 5 rules. The horizontal line denotes the threshold value
of the statistics. The results above it denote statistical significance of difference

imputation by inversion. The Figs. 1, 2, 3, and 4 present the values of test statistics
with regard tomissing ratio for the data sets. The horizontal line denotes the threshold
value of the statistics. The points above it represent the statistical significance of
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Fig. 2 The values of test statistics comparing the imputation by inversion with other techniques
for ‘CO2’ data set and system with 4 rules. The horizontal line denotes the threshold value of the
statistics. The results above it denote statistical significance of difference

Fig. 3 The values of test statistics comparing the imputation by inversion with other techniques
for ‘Concrete’ data set and system with 4 rules. The horizontal line denotes the threshold value of
the statistics. The results above it denote statistical significance of difference

Fig. 4 The values of test statistics comparing the imputation by inversion with other techniques
for ‘Methane’ data set and system with 3 rules. The horizontal line denotes the threshold value of
the statistics. The results above it denote statistical significance of difference

differences between errors elaborated by systems with imputation by inversion and
other methods. The Fig. 5 presents the value of the statistics with regard to number
of rules in the fuzzy system.
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Fig. 5 The values of test statistics comparing the imputation by inversion with other techniques for
‘Gas Furnace’ data set and 20% incomplete tuples. The horizontal lineZX denotes the threshold
value of the statistics. The results above it denote statistical significance of difference

The results presented in the tables and figures mentioned above show that the
proposed technique (imputation by inversion) leads to statistically significantly better
results that other preprocessing techniques for datawith 5, 10, and 20%of incomplete
data vectors. For almost complete data (1% of incomplete data tuples) it is not
possible to claim that this method is significantly better than other methods. Similar
situation can be noticed for highly incomplete data (50% of incomplete data).

Comparison with techniques from [22] reveals that for the ‘BoxJenkins’ data set
imputation by inversion can elaborate lower error rates that neuro-fuzzy system with
specialised clustering algorithms for incomplete data (as OCS: Optimal Completion
Strategy, IFCM: Improved Fuzzy C Means [29], NPS: Nearest Prototype Stategy
[13]).

The Table5 and Fig. 5 present the typical results with regard to number of rules.
It can be noticed that the proposed method leads to statistically significantly better
results for neuro-fuzzy systems with low number of rules. It is a good news because
neuro-fuzzy systems work with low number of rules to preserve the interpretability
of the model.

4 Conclusions

Incomplete data are common and require special techniques. The essential ones
are: marginalisation, imputation, and sophisticated methods. The paper presents the
imputation of missing values by inversion of neuro-fuzzy system. First the neuro-
fuzzy system is trained with marginalised data. Next the system is inverted and the
missing values are imputed. The technique is limited to data tuples with one missing
value. The complete and imputed data are used to train the final neuro-fuzzy system.
The numerical experiments show that described technique is statistically significantly
better results that other preprocessing techniques for data with moderate ratio of
incomplete data vectors. For highly incomplete data (50% of incomplete data) or
almost complete data the technique is not statistically better.



Imputation of Missing Values by Inversion of Fuzzy Neuro-System 581

References

1. Acuña, E., Rodriguez, C.: The treatment of missing values and its effect on classifier accuracy.
In: Banks, D., McMorris, F., Arabie, P., Gaul, W. (eds.) Classification, Clustering, and Data
Mining Applications, pp. 639–647. Studies in Classification, Data Analysis, and Knowledge
Organisation, Springer, Berlin (2004)

2. Batista, G.E.A.P.A., Monard, M.C.: An analysis of four missing data treatment methods for
supervised learning. Appl. Artif. Intell. 17(5–6), 519–533 (2003)

3. Box, G.E.P., Jenkins, G.: Time Series Analysis Forecasting and Control. Holden-Day Incorpo-
rated, Oakland, California (1970)

4. Chen, J.Q., Xi, Y.G., Zhang, Z.J.: A clustering algorithm for fuzzy model identification. Fuzzy
Sets Syst. 98(3), 319–329 (1998)

5. Cooke, M., Green, P., Josifovski, L., Vizinho, A.: Robust automatic speech recognition with
missing and unreliable acoustic data. Speech Commun. 34, 267–285 (2001)

6. Czogala, E., Leski, J.: Fuzzy and Neuro-Fuzzy Intelligent Systems. Series in Fuzziness and
Soft Computing, Physica-Verlag, A Springer-Verlag company, Heidelberg, New York (2000)

7. Filev, D.P.: Inversion of fuzzy models-practical issues. In: ICSFP, vol. 2, pp. 1658–1663.
Anchorage, AK (1998)

8. Frank, A., Asuncion, A.: UCI machine learning repository (2010)
9. Gabriel, T.R., Berthold, M.R.: Missing values in fuzzy rule induction. In: SMC, vol. 2, pp.

1473–1476 (2005)
10. Galichet, S., Boukezzoula, R., Foulloy, L.: Explicit analytical formulation and exact inversion

of decomposable fuzzy systems with singleton consequents. Fuzzy Sets Syst. 146, 421–436
(2004)

11. Grzymala-Busse, J., Goodwin, L., Grzymala-Busse, W., Zheng, X.: Handling missing attribute
values in preterm birth data sets. In: Slezak, D., Yao, J., Peters, J., Ziarko, W., Hu, X. (eds.)
RoughSets, FuzzySets,DataMining, andGranularComputing. LNCS, vol. 3642, pp. 342–351.
Springer, Berlin (2005)

12. Grzymala-Busse, J.W.: On the unknown attribute values in learning from examples. In: Ras, Z.,
Zemankova, M. (eds.) Methodologies for Intelligent Systems. LNCS, vol. 542, pp. 368–377.
Springer, Berlin (1991)

13. Hathaway, R., Bezdek, J.: Fuzzy c-means clustering of incomplete data. IEEE Trans. Syst. Man
Cybern. Part B: Cybern. 31(5), 735–744 (2001)

14. Himmelspach, L., Conrad, S.: Fuzzy clustering of incomplete data based on cluster dispersion.
In: Hüllermeier, E., Kruse, R., Hoffmann, F. (eds.) IPMU 2010. LNCS, vol. 6178, pp. 59–68.
Springer, Berlin (2010)

15. Korytkowski, M., Nowicki, R., Scherer, R., Rutkowski, L.: Ensemble of rough-neuro-fuzzy
systems for classification with missing features. In: FUZZ-IEEE, pp. 1745–1750. Hong Kong
(2008)
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26. Simiński, K.: Clustering with missing values. Fundamenta Informaticae 123(3), 331–350
(2013)
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Memetic Neuro-Fuzzy System
with Big-Bang-Big-Crunch Optimisation

Krzysztof Siminski

Abstract The paper presents a memetic fuzzy inference system based on Big Bang
Big Crunch (evolutionary optimisation) and gradient descent (local search) tech-
niques. Tuning parameters of the fuzzy system with evolutionary optimisation failed
to be successful, but application of both evolutionary and local optimisation achieved
lower error rates than reference system (that uses only gradient descent optimisation).
The results of experiments have been statistically verified.

Keywords Approximate inversion · Imputation · Incomplete data · Neuro-fuzzy
system

1 Introduction

Neuro-fuzzy systems are commonly known for their ability to extract knowledge
from the presented data (“neuro” part) and to model the imprecision of the data
(“fuzzy” part). Extraction of knowledge results in fuzzy model. Extraction can be
divided into two parts: identification of the model structure (number of rules, used
attributes, etc.) and identification of parameter values. Many techniques have been
proposed for creation of models as grid partition, clustering, hierarchical partition
[14, 18], simulated annealing [10], genetic algorithms [2, 3]. Memetic genetic pro-
gramming fuzzy inference system (MEMFIS) [19] applies backpropagation gradient
descent for linguistic variables and least square for coefficients of the linear func-
tions. The genetic algorithm uses a context-free grammar guidance. The paper [8]
describes application of genetic algorithm to identification of structure of fuzzy
system and compares this technique with LOLIMOT [14] algorithm (Local Linear
Model Tree(s)).

The phrase memetic algorithm was coined in late 80 s of the 20th century. One
of the first algorithms was a hybrid of a genetic algorithm and a simulated anneal-
ing technique. Evolutionary algorithmsmimic the biological optimisation technique.
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This biological background is then joined with mathematical optimising techniques.
The memetic algorithms can be summarized as adding local search optimising tech-
nique to an evolutionary algorithm. The memetic algorithms are sometimes called
[9] hybrid genetic algorithms, genetic local search algorithms, Lamarckian evolu-
tionary algorithm. The last name is a tribute to the Lamarckian theory than claimed
that acquired characteristics can be inherited by the offsprings. The more intensively
a giraffe stretches its neck, the longer necks have its calves. This phenomenon is not
observed in nature, but the idea can be mimicked in computers.

The memetic algorithms are widely used to find solutions to NP problems (graph
partitioning, travelling salesman problem, vehicle routing problem [12], parallel
machine scheduling, timetable scheduling [1], etc.), machine learning [13], auto-
matic control, and robotics, molecular optimisation, image processing [5], pattern
recognition etc.

The novelty of the paper is an application of memetic optimisation to tuning
parameters of a neuro-fuzzy system with logical interpretation of fuzzy rules.

The paper is organized as follows: Sect. 2.1 describes shortly the neuro-fuzzy
system. Sect. 2.2 outlines main features of Big-Bang-Big-Crunch algorithm. Sect. 3
presents the experiments and finally Sect. 4 summarizes the paper.

2 Memetic Fuzzy Inference System

The memetic fuzzy inference system is based on fuzzy systems with logical inter-
pretation of fuzzy rules. The general pattern of the training is following:

1. model identification: clustering of data
2. extraction of rules from the clusters
3. evolutionary tuning of model parameters
4. local gradient descent optimisation
5. repetition of steps 3-4

In step 1 the fuzzy c-mean (FCM) algorithm [6] is used for identification of cluster
centres. Then these centres are transformed into premises of the rules (step 2). This
initial fuzzy model is then multiplicated into the population of individuals. Then the
evolutionary algorithm (step 3) is started. Then for each individual the local search
is started (step 4). The evolutionary and local search optimisation are then repeated.

2.1 Neuro-Fuzzy System

The neuro-fuzzy system we use in our experiments is ANNBFIS (Artificial Neural
Network Based Fuzzy Inference System) [4]. It is a multiple input single output
(MISO) system. The crucial part of the systems is fuzzy rule base. Each fuzzy rule is a
fuzzy logical implication. The value of the rule is the value of the fuzzy implication of
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rule’s premise and consequence. The premises have Gaussian membership, premises
have triangular symmetric functions.

Rule base L contains fuzzy rules l (fuzzy implications)

l : x is a � y is b, (1)

where x = [x1, x2, . . . , xD]T and y are linguistic variables, a and b are fuzzy lin-
guistic values. The squiggle arrow (�) stands for fuzzy implication.

The rule’s premise is built up with a fuzzy setA in D-dimensional space. For each
dimension d the set A is described with the Gaussian membership function:

μd (xd) = exp

(

− (xd − vd)2

2s2d

)

, (2)

where vd is the core location for dth attribute and sd is this attribute’s deviation. The
membership of the variable x to the fuzzy set A(l) (in the lth rule is defined as a
T-norm of membership values of all attributes:

μA(l) (x) = μ
d(l)
1

(x1) � · · · � μ
d(l)

D
(xD) = �

d∈D
μd(l) (xd), (3)

where � denotes the T-norm and D stands for the set of attributes (in ANNBFIS the
product T-norm is used).

The term b (in the rule’s consequence) is represented by an normal isosceles
triangle fuzzy setBwith the base widthw. The localisation of the core of the triangle
membership function is determined as a linear function of attribute values:

y(l)(x) =
(

p(l)
)T ·

[

1, xT
]T =

[

p(l)
0 , p(l)

1 , . . . , p(l)
D

]

· [1, x1, . . . , xD]
T , (4)

where p(l) is the parameter vector of the consequence for lth rule. The localisation
of the fuzzy sets depends on the values of the input vector x.

The output of the rule is a value of the fuzzy implication (logical interpretation
of fuzzy rule).

μB′(l) (x) = μA(l) (x) � μB(l) (x) . (5)

The answer of the system is the aggregation of all rules:

μB′(x) =
L

⊕

l=1

μB′(l) (x). (6)

In order to get a crisp answer y0 the fuzzy setB′ is defuzzified with modified indexed
centre of gravity MICOG method [4]. The shape of the fuzzy set B′ is usually quite
complicated what causes expensive aggregation and defuzzification, but it has been



586 K. Siminski

proved [4] that the crisp system output can be expressed as:

y0 =
∑L

l=1 g(l) (x) y(l)(x)
∑L

l=1 g(l) (x)
. (7)

The function g depends on the fuzzy implication. The Artificial Neural Network
Based Fuzzy Interence System (ANNBFIS) system [4] usesReichenbach implication
[15].

In local search optimisation parameters of the premises are tuned with backprop-
agation gradient descent method. The parameters of the linear models in conclusions
are calculated with least square linear regression. The widths of the supports w of
sets in consequences are tuned with backpropagation gradient descent method.

2.2 Big Bang Big Crunch Algorithm

Big-Bang-Big-Crunch (BBBC) algorithm [7] is a heuristics for optimisation. It is
based on evolutionary approach. The algorithm has two phases in each iteration
(generation): Big Bang and Big Crunch. The Big Bang phase creates randomly the
population of individuals all over the search space. The Big Crunch is a convergence
phase that shrinks all individuals into one representative. In original BBBC the repre-
sentative is the ‘center of mass’ of all individuals in the population. The ‘mass’ is the
inverse of the fitness function. For the next generation (starting with Big Bang phase)
the new population has to be created. The new population is randomly selected from
the neighbourhood of the representative of the previous Big Crunch phase. In order
to maintain the global optimisation a certain ratio of individuals is taken from the
whole search space. This ratio diminishes with number of generations.

In our implementation the ratio of item taken from the whole domain starts with
0.9. In each generation it is multiplied by 0.9, so it decreases, but never equals zero.
Also in each generation the radius of neighbourhood decreases.

3 Experiments

The memetic neufo-fuzzy system first identifies the structure of the model. In exper-
iments fuzzy model have L = 6 rules. In our experiments we do not aim at finding
the best number of rules in the fuzzy model. We use constant number of rules. The
identification of structure uses FCM algorithm [6] with 100 iterations.

For identification of parameters the population of individuals is created. Each
individual represents one fuzzy model. The BBBC algorithm elaborated the best
individual that is later tuned with gradient descent. The iteration of global (BBBC)—
local (gradient) optimisation is called generation.
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The reference system is an Artificial Neural Network Based Fuzzy Inference
System (ANNBFIS)—fuzzy inference system with logical interpretation of rules.
Each data set is split into train and test data sets. These data sets have no common
part. The experiments were executed in two paradigms: data approximation (DA)
and knowledge generalisation (KG). In DA the systems are trained and tested with
the same train data set. In KG the systems are trained with train data set and tested
with test data sets (unseen cases).

3.1 Data Sets

‘Methane’ The data set contains the real life measurements of air parameters in a
coal mine in Upper Silesia (Poland). The parameters (measured in 10s intervals)
are: AN31—the flow of air in the shaft, AN32—the flow of air in the adjacent shaft,
MM32—concentration of methane (CH4), production of coal, the day of week. To
the tuples the 10-minute sums of measurements of AN31, AN32, MM32 are added
as dynamic attributes [17]. The task is to predict the methane concentration in 10
minute interval. The data is divided into train set (499 tuples) and test set (523 tuples).

‘Mackey-Glass’ The data sets represents chaotic time series generated by differential
equation [11]:

dx

dt
(t) = ax(t − τ )

1 + x10(t − τ )
− bx(t), (8)

where a = 0.2, b = 0.1 and τ = 17. The data tuples are created with template

x = [

x (t−8) , x (t−7) , . . . x (t0) , x (t1)
]

. (9)

The last item of the tuple x (t1) is the value predicted on the base of previous 9 items.
The train data set is composed by 200 tuples x(501)− x(700), the test set comprises
tuples x(701) − x(1000).

‘CO2’ The dataset contains real life measurements of some air parameters in a
pump deep shaft in one of Polish coal mines. The parameters (measured in 1 minute
intervals) are: CO2—concentration of carbon dioxide, Ps—atmospheric pressure,
RHOs—relative humidity of the air in the shaft, RHPs—relative humidity of the air
near the pump, TOs—air temperature. The dynamic attributes (10-minute sums of
measurements: DCO2, DPs, DRHOs, DRHPs, DTOs) are added to the tuples. The
task is to predict the concentration of the carbon dioxide in 10 minutes. The data are
divided into train set (tuples 1–2653) and test set (tuples 2654–5307) [16].
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Table 1 The results elaborated by ANNBFIS and mememtic BBBC NFS systems for ‘Methane’
data set
ANNBFIS
DA 0.293842 ± 0.313697
KG 0.538277 ± 0.357462
Memetic BBBC NFS
Number of individuals
g 5 10 20

5 t DA DA DA
0 177.634916 ± 83.945770(∗) 108.325359 ± 42.081164(∗) 77.039364 ± 28.604570(∗)

5 0.087386 ± 0.000455(∗) 0.086709 ± 0.000626(∗) 0.086796 ± 0.000480(∗)

10 0.086759 ± 0.000609(∗) 0.086395 ± 0.000575(∗) 0.086150 ± 0.000861(∗)

20 0.086174 ± 0.000750(∗) 0.085913 ± 0.000464(∗) 0.085294 ± 0.000756(∗)

t KG KG KG
0 222.945385 ± 124.179084(∗) 291.779016 ± 277.775444(∗) 186.143893± 111.050100(∗)

5 0.122174 ± 0.018388(∗) 0.159853 ± 0.041923(∗) 0.158456 ± 0.053130(∗)

10 0.121552 ± 0.012671(∗) 0.138429 ± 0.034359(∗) 0.124190 ± 0.015648(∗)

20 0.128870 ± 0.014461(∗) 0.140134 ± 0.028357(∗) 0.150247 ± 0.029821(∗)

10 t DA DA DA
0 149.190853 ± 36.475603(∗) 104.450647 ± 41.700906(∗) 86.035442 ± 28.965690(∗)

5 0.086682 ± 0.000520(∗) 0.086150 ± 0.000653(∗) 0.086080 ± 0.000652(∗)

10 0.086208 ± 0.000697(∗) 0.086219 ± 0.000554(∗) 0.085780 ± 0.000662(∗)

20 0.085794 ± 0.000661(∗) 0.085504 ± 0.000810(∗) 0.085004 ± 0.000629(∗)

t KG KG KG
0 153.391511 ± 100.505104(∗) 154.310243 ± 68.031192(∗) 151.774478± 114.144159(∗)

5 0.125296 ± 0.019454(∗) 0.128133 ± 0.014175(∗) 0.186229 ± 0.181251(∗)

10 0.139198 ± 0.032109(∗) 0.129102 ± 0.016499(∗) 0.139591 ± 0.039754(∗)

20 0.134361 ± 0.032139(∗) 0.132749 ± 0.023820(∗) 0.127950 ± 0.012156(∗)

20 t DA DA DA
0 73.659512 ± 33.413561(∗) 75.351433 ± 20.296595(∗) 58.585661 ± 23.425983(∗)

5 0.086437 ± 0.001093(∗) 0.086235 ± 0.000658(∗) 0.085754 ± 0.000830(∗)

10 0.086083 ± 0.000804(∗) 0.086039 ± 0.000543(∗) 0.085237 ± 0.001251(∗)

20 0.085669 ± 0.000698(∗) 0.085491 ± 0.001121(∗) 0.085059 ± 0.000628(∗)

t KG KG KG
0 146.276680 ± 137.001866(∗) 173.487981 ± 151.423942(∗) 123.187450± 132.355318(∗)

5 0.128336 ± 0.021921(∗) 0.121239 ± 0.012682(∗) 0.126753 ± 0.016312(∗)

10 0.122475 ± 0.015563(∗) 0.134653 ± 0.017374(∗) 0.135910 ± 0.023069(∗)

20 0.147295 ± 0.031700(∗) 0.132629 ± 0.016408(∗) 0.134578 ± 0.028662(∗)

Each experiment was repeated n = 10 times. The table holds the averages and standard deviations
of the root mean square error (RMSE) for DA and KG paradigms. The notation μ ± σ stand for
average and standard deviation, g stands for number of generations, t stands for number of tuning
iterations in memetic local search, symbol (∗) denotes statistically significantly better results than
those elaborated by ANNBFIS

3.2 Results

In statistical testing we use the Cochran-Cox test. We assume that the averages of
RMSE elaborated by ANNBFIS (subscript 1) and proposed approach (subscript 2)
have normal distributions N (μ1,σ1) i N (μ2,σ2) with unknown standard deviations
σ1 and σ2. The null hypothesis states that the averages are equal: H0 : μ1 = μ2.
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Table 2 The results elaborated by ANNBFIS and mememtic BBBC NFS systems for ‘Mackey-
Glass’ data set

ANNBFIS

DA 0.863128 ± 0.275646

KG 0.865955 ± 0.276285

Memetic BBBC NFS

Number of individuals

g 5 10 20

5 t DA DA DA

0 0.396090 ± 0.115698(∗) 0.373270 ± 0.065580(∗) 0.274305 ± 0.071636(∗)

5 0.000190 ± 0.000000(∗) 0.000188 ± 0.000004(∗) 0.000187 ± 0.000006(∗)

10 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗)

20 0.292693 ± 0.433951(∗) 0.011121 ± 0.032793(∗) 0.000190 ± 0.000000(∗)

t KG KG KG

0 0.391608 ± 0.119544(∗) 0.379342 ± 0.069132(∗) 0.277960 ± 0.073161(∗)

5 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000179 ± 0.000003(∗)

10 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗)

20 0.294000 ± 0.435134(∗) 0.012198 ± 0.036051(∗) 0.000180 ± 0.000000(∗)

10 t DA DA DA

0 0.291264 ± 0.053009(∗) 0.282456 ± 0.085875(∗) 0.238051 ± 0.021195(∗)

5 0.000189 ± 0.000003(∗) 0.000190 ± 0.000000(∗) 0.000184 ± 0.000005(∗)

10 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗)

20 0.095672 ± 0.286446(∗) 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗)

t KG KG KG

0 0.288977 ± 0.053060(∗) 0.280642 ± 0.081879(∗) 0.236471 ± 0.026710(∗)

5 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000179 ± 0.000005(∗)

10 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗)

20 0.095967 ± 0.287361(∗) 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗)

20 t DA DA DA

0 0.000189 ± 0.000003(∗) 0.000187 ± 0.000005(∗) 0.000188 ± 0.000004(∗)

5 0.000189 ± 0.000003(∗) 0.000187 ± 0.000005(∗) 0.000188 ± 0.000004(∗)

10 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗)

20 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗) 0.000190 ± 0.000000(∗)

t KG KG KG

0 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000181 ± 0.000007(∗)

5 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000181 ± 0.000007(∗)

10 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗)

20 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗) 0.000180 ± 0.000000(∗)

Each experiment was repeated n = 10 times. The table holds the averages and standard deviations
of the root mean square error (RMSE) for DA and KG paradigms. The notation μ ± σ stand for
average and standard deviation, g stands for number of generations, t stands for number of tuning
iterations in memetic local search, symbol (∗) denotes statistically significantly better results than
those elaborated by ANNBFIS
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Table 3 The results elaborated by ANNBFIS and mememtic BBBC NFS systems for ‘CO2’ data
set
ANNBFIS
DA 1.996250 ± 2.220446 · 10−16

KG 1.437843 ± 4.582576 · 10−6

Memetic BBBC NFS
Number of individuals
g 5 10 20
5 t DA DA DA

0 869.150111 ± 322.795806(∗) 700.284266 ± 438.377436(∗) 326.971723± 132.864212(∗)

5 0.448547 ± 0.007374(∗) 0.437251 ± 0.007521(∗) 0.428424 ± 0.009808(∗)

10 0.445802 ± 0.012510(∗) 0.436952 ± 0.009721(∗) 0.433476 ± 0.008498(∗)

20 0.445592 ± 0.006471(∗) 0.439342 ± 0.012347(∗) 0.427798 ± 0.014001(∗)

t KG KG KG
0 739.864647 ± 411.062665(∗) 640.567645 ± 423.316846(∗) 380.725436± 280.127754(∗)

5 0.293922 ± 0.073710(∗) 0.263820 ± 0.033492(∗) 0.500412 ± 0.615798(∗)

10 0.326969 ± 0.130471(∗) 0.293039 ± 0.182352(∗) 0.239589 ± 0.016691(∗)

20 0.240517 ± 0.021726(∗) 0.287596 ± 0.052693(∗) 0.317454 ± 0.150329(∗)

10 t DA DA DA
0 761.141745 ± 462.113554(∗) 448.461913 ± 258.019972(∗) 382.140964± 214.351591(∗)

5 0.431601 ± 0.008825(∗) 0.433031 ± 0.007660(∗) 0.429413 ± 0.006995(∗)

10 0.448662 ± 0.014646(∗) 0.435524 ± 0.006983(∗) 0.426259 ± 0.012191(∗)

20 0.438805 ± 0.011802(∗) 0.429682 ± 0.016127(∗) 0.422714 ± 0.007612(∗)

t KG KG KG
0 678.248728 ± 517.222434(∗) 397.491552 ± 390.135759(∗) 348.335782± 327.473318(∗)

5 0.293250 ± 0.100369(∗) 0.255574 ± 0.045647(∗) 0.289932 ± 0.150674(∗)

10 0.248512 ± 0.025484(∗) 0.401160 ± 0.383967(∗) 0.261042 ± 0.050629(∗)

20 0.320489 ± 0.144001(∗) 0.442849 ± 0.426908(∗) 0.241791 ± 0.023383(∗)

20 t DA DA DA
0 709.185201 ± 364.450670(∗) 253.200967 ± 139.999364(∗) 220.369890 ± 48.345527(∗)

5 0.436218 ± 0.011490(∗) 0.432581 ± 0.009851(∗) 0.419521 ± 0.009096(∗)

10 0.440210 ± 0.009881(∗) 0.429594 ± 0.008036(∗) 0.425722 ± 0.008002(∗)

20 0.432299 ± 0.011355(∗) 0.416614 ± 0.009155(∗) 0.423023 ± 0.009819(∗)

t KG KG KG
0 548.671734 ± 352.225822(∗) 209.128162 ± 153.660934(∗) 164.275872± 105.844956(∗)

5 0.302179 ± 0.166924(∗) 0.290029 ± 0.051890(∗) 0.281745 ± 0.103065(∗)

10 0.463412 ± 0.441842(∗) 0.294566 ± 0.148971(∗) 0.327736 ± 0.269785(∗)

20 0.289729 ± 0.097846(∗) 0.272017 ± 0.077856(∗) 0.339797 ± 0.146052(∗)

Each experiment was repeated n = 10 times. The table holds the averages and standard deviations
of the root mean square error (RMSE) for DA and KG paradigms. The notation μ ± σ stand for
average and standard deviation, g stands for number of generations, t stands for number of tuning
iterations in memetic local search, symbol (∗) denotes statistically significantly better results than
those elaborated by ANNBFIS

The one-tailed alternative hypothesis states that the error elaborated by ANNBFIS is
greater: H1 : μ1 > μ2. The significance level 1 − α = 0.95 leads to critical interval
[1.812,+∞).

The results are gathered in Tables1 (‘Methane’), 2 (‘Mackey-Glass’), and 3
(‘CO2’). The symbol (∗) denotes statistically significantly better results elaborated
by memetic approach than by ANNBFIS.
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The first important conclusion is that the evolutionary approach (BBBC algo-
rithm) without local search does not lead to smaller errors than reference systems
(ANNBFIS). Intertwining the evolutionary algorithm with local search (memetic
approach) elaborates lower errors than reference system with gradient descent opti-
misation.

The important conclusion is that the number of generations is more important
factor than number of individuals in each generation. To achieve lower errors it
is better to increase number of generations than number of individuals in genera-
tion. These conclusions are valid both for knowledge generalisation (KG) and data
approximation (DA) paradigms.

4 Conclusions

Thepaper presents amemetic fuzzy inference systembasedonBig-Bang-Big-Crunch
(global evolutionary optimisation) and gradient descent (local search) techniques.
Tuning parameters of the fuzzy system with evolutionary optimisation failed to be
successful, but application of both evolutionary and local optimisation achieved lower
error rates than reference system (that uses only gradient descent optimisation).
Because the evolutionary technique applies random values the experiments were
repeated and statistically verified. The important conclusion from the experiments is
that the number of generations is more important than number of individuals in each
generations.
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17. Sikora, M., Krzystanek, Z., Bojko, B., Śpiechowicz, K.: Application of a hybrid method of
machine learning for description and on-line estimation of methane hazard in mine workings.
J. Min. Sci. 47(4), 493–505 (2011)

18. Siminski, K.: Patchwork neuro-fuzzy systemwith hierarchical domain partition. In: Kurzyński,
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Statistical Methods of Natural Language
Processing on GPU

Dariusz Banasiak

Abstract The following work investigates the subject of using GPGPU technology
for natural language processing.Natural language processing involves analysing very
large volumes of data based on sophisticated algorithms. This process can only be
performed on computers with significant computing power. Parallel computing and
utilisation of the processing capacity of graphics cards can help achieve the above
requirements. The work presents the problem of building n-gram models of natural
language based on specific text. Two algorithms were developed: a sequential one
for a typical CPU and a parallel one, which uses the capacity of a GPU. The GPU
algorithm was prepared using Nvidia CUDA technology. Experiments were carried
out in order to compare the effectiveness of the developed algorithms depending on
the size of the analysed text and the number of words in the n-grams. The results
showed that a parallel type algorithm is better for a GPU environment.

Keywords Natural language processing · N-grams · GPGPU · CUDA

1 Introduction

Parallel programming has recently becomeone of themore important ideas inmodern
information technology. Previously used methods of increasing the capacity of com-
puter systems based on single core architecture have practically achieved the limit
of its potential. It proved difficulty to break the barrier of 5GHz, when increasing
processor clocks. It is also difficult to further improve the degree of task parallelism
achieved through the use of pipeline architecture. The situation is similarly difficult
in the area of data bus width. Therefore, the only way to potentially improve the
performance of computer systems is to use methods based on multiprocessing. As a
result, the currently manufactured CPUs actually consist of a number of processors
(called cores) in one chip. All the cores are identical and they communicate one
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with another by means of a shared, internal system bus. Depending on the utilised
architecture, the typical contemporary CPUs can have from 2 to 16 cores (certainly
there are CPUs with more cores).

Multiprocessing is also used in modern graphics cards. The process of creating
realistic graphics in computer games is associated with fast processing large amounts
of data. As a result video adaptersmust have high computing power. This requirement
was met by using parallel architecture. Modern graphics cards typically have several
hundred or even several thousand cores. Consequently, processing power of the
Graphics Processing Unit (GPU) is a number of times higher than the capacity of
a traditional CPU (even if it has more than one core). It was therefore natural, that
attempts were made to utilise GPUs for computing that was not related to image
generation. Major GPU manufacturers, i.e. Nvidia and ATI supported this trend and
created tools which facilitate using graphics cards for general-purpose computing.
Nvidia’s CUDA environment is particularly interesting in this context [1, 5].

GPU could potentially be used for Natural Language Processing (NLP). Nat-
ural language processing involves analysis of very large volumes of data based on
sophisticated algorithms. This process can only be performed on computers with
significant computing power. Literature provides an increasing number of studies
illustrating the use of GPUs to solve selected NLP problems. Speech recognition is
a suitable example (Nvidia provides CUFFT library with a Fast Fourier Transform
(FFT) implementation for CUDA environment [6]). Additional application examples
include: morphological analysis [7], lexical scan and text segmentation [2, 8], text
analysis using regular expressions [4] or context-free grammars [9].

This work focuses on the problem of creating n-gram models of natural language
based on sample texts. N-grams make it possible to represent contextual knowledge
by determining incidence of specific word sequences. They can be used in systems
for speech recognition, text correction etc.

2 Comparison of CPU and GPU Architectures

Graphics Processing Unit is the main element of every video adapter. Initially, GPUs
were specialised circuits that were intended to support CPUs only in the area of
computer graphics. They featured fixed graphics pipeline functionality. Increasing
requirements related to graphics processing resulted inmore powerful video adapters.
Consequently, computing capacity of GPUs became higher than that of CPUs (even
the ones with several cores). Introduction of Nvidia’s GeForce 3 Series cards in 2001
was crucial in the context of using GPUs for parallel computing. They were the first
units, that in accordance with DirectX 8.0 requirements, allowed programming of
pixel and vertex shaders. Since then, graphics cards were increasingly utilised for
general-purpose computing.

The architecture of GPUs is different from that of a traditional CPUs. CPUs
are used for sequential processing of large volumes of data. CPUs must pro-
vide advanced control flow functionalities, that allow frequent use of conditional
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Table 1 The comparison of program running time (in seconds) in a CPU and GPU environment

N 1 10 100 500 1000 5000 10,000 50,000

CPU 0.002 0.017 0.185 0.965 1.926 9.664 19.377 96.352

GPU 0.099 0.189 0.270 0.322 0.577 0.587 1.162 4.035

statements and loops. CPU should have full access to system memory. Initially,
CPUs were designed based on Single Instruction, Single Data (SISD) architecture.
Modern processing units tend to be multi-core. This means that Multiple Instruction,
Multiple Data (MIMD) architecture is more frequent.

GPU is a specialised unit realising functions related to graphics processing. The
method of generating image in a graphics card (performing the same instruction
sequence on many data streams) makes it necessary to design units optimised for
running asmany threads simultaneously as possible. GPUs are, therefore, an example
of SIMD architecture. Instruction sequence run on data is usually predefined, so
control flow management is not that important in GPUs. High processing output of
GPUs results from the fact, they consist of a large number of processing units, called
cores (e.g. Tesla K20X has 2688 cores).

The difference between programs intended for CPU and GPU environments is
well illustrated by the following example. Let’s analyse the incidence of particular
words in a text (let N be the number of those words). In the most basic version of the
algorithm, the procedure determining the number of occurrences of a given word in
a text has to be executed N times. On a CPU the program will be run in a sequential
manner: procedures for individual words will be executed one after another. This
means that the higher the N value, the longer the program running time. On a GPU
the program will be run in a parallel manner. Occurrences of individual words can
be counted in separate threads running in parallel. Increase of the N value does not
necessarily mean longer program running time. Table1 shows the comparison of
program running times for a CPU and GPU version depending on the value of N.

3 Statistical Methods in Natural Language Processing

Statistical approach to natural language processingmeans analysing large amounts of
data (e.g. text corpora). Currently, statistical methods are often used in NLP systems,
because they generate good results and significantly reduce the required human input.
N-grams are one of the methods used in natural language processing systems. They
are created as a result of statistical analysis of suitably large language data assets,
which are called corpora. N grams are mainly used to predict the next element in a
sequence (e.g. a phoneme during speech recognition or a word during text analysis).
Theprocess of creating ann-grammodel starts by counting the number of occurrences
of element sequences (phonemes, words, etc.) that have a specific length N in the
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analysed language assets. Sequence lengthN is usually one (1-grams, unigrams), two
(2 grams, bigrams) and three (3-grams, trigrams). The process of creating longer n-
grams requires very large amounts of language data, which is not always possible.

In order to create ann-grammodel of a natural language, onemust define the occur-
rence probability for a specific word sequence (especially for full sentences). Let
w = w1, w2, . . . , wn be a sequence consisting of n words, and p(w1, w2, . . . , wn)
be the occurrence probability for this sequence. If Bayes’ law is used (also called
chain rule), occurrence probability for sequence w can be calculated using the fol-
lowing formula:

p(w1, w2, . . . , wn) = p(w1)p(w2|w1)p(w3|w1, w2) . . . p(wn|w1, . . . , wn−1)

(1)

Probability p(w2|w1) in the formula (1) is the conditional probability that word
w2 will occur, if the preceding word is w1 (the left-hand side context). Simi-
larly, probability p(wn|w1, . . . , wn−1) is the occurrence probability for word wn

on condition that the preceding word sequence was w1, . . . , wn−1. Probability
p(wn|w1, . . . , wn−1) can, for example, be determined by calculating incidence of
the analysed word sequences in a given text corpus. Let c(w1, w2, . . . , wn) be the
number of occurrences of sequence w1, w2, . . . , wn in a corpus. Then, probability
p(wn|w1, . . . , wn−1) can be estimated using the following formula:

p(wn|w1, . . . , wn−1) = c(w1, w2, . . . , wn)

c(w1, w2, . . . , wn−1)
(2)

In practice, it is impossible to determine probability for a context of any length.
First, very large corpora are needed for long word sequences. Even if those were
available it is not certain that a given word sequence will be found. Second, using
context that is too long may be inadvisable. In case of very long sentences, it may
be important to consider only local context for a given word.

As a result, certain approximation of the probability defined by formula (1) is
used. Only N− 1 elements of the left-hand side context are taken into consideration.
The probability, defined as described above, is an approximation of Markov chain
of the order of N − 1 and is called an n-gram language model. Then, the following
dependence is used to calculate formula (1):

p(wn|w1, . . . , wn−1) ≈ p(wn|wn−N+1, . . . , wn−1) (3)

Table2 shows a fragment of data acquired during Berkeley Restaurant project
[3]. The table shows incidence of bigrams, created by mutually combining 8 sample
words, in an available corpus. The corpus was created on the basis of 9332 sentences
in the form of questions about a restaurant in Berkeley. The corpus included 1446
various word forms.Words at the beginning of a row are the first element of a bigram.
Words at the beginning of a column are the second element a bigram. Based on the
above information we can verify that “I want” occurred 827 times in that corpus.
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Table 2 Incidence of selected bigrams in the Berkeley Restaurant corpus [3]

I Want To Eat Chinese Food Lunch Spend

I 5 827 0 9 0 0 0 2 2533

Want 2 0 608 1 6 6 5 1 927

To 2 0 4 686 2 0 6 211 2417

Eat 0 0 2 0 16 2 42 0 746

Chinese 1 0 0 0 0 82 1 0 158

Food 15 0 15 0 1 4 0 0 1093

Lunch 2 0 0 0 0 1 0 0 341

Spend 1 0 1 0 0 0 0 0 278

Zero means a bigram was not present in the corpus. The last column is a number
of occurrences in the corpus for a word that begins a bigram (value 2533 in the
last column of the second row is the number of occurrences of the word “I” in the
analysed corpus).

4 Description of the Algorithms Used in Experiment

The primary aim of this work is to compare the effectiveness of algorithms (imple-
mented in CPU and GPU environments) that determine the incidence of n-grams
(with preset N) in a given text.

Literature provides examples of many approaches to building an n-gram model.
One of themore typical ones is based on the assumption that all fundamental elements
that will be used to build n-grams (alphabet) are known. Depending on the intended
useof the system, alphabet canbedefinedby single letters (e.g. in a speech recognition
system) or by words of a given language (e.g. in a text analysis system). Then, m N

size matrix is created, where m is the number of alphabet elements and N is the size
of the n-gram. An example of such a matrix for N= 2 is shown in Table2. Individual
elements of the matrix represent the number of occurrences of a given n-gram in a
text; e.g. position [2, 4] corresponds to “to eat” bigram. Unfortunately, this solution
has two drawbacks. First, for high m and N values it requires large memory size (e.g.
building a model for English alphabet describing sequences consisting of 10 letters
requires memory for 2610 ≈ 1, 4 × 1014 matrix elements). Second, a lot of matrix
elements take a value of 0 (it is not possible to combine some of the elements of the
alphabet). Work [4] suggests an effective method creating an n-gram model for high
N values, that eliminates the above limitations.

This paper presents a different approach to building an n-grammodel. Let’s intro-
duce the following definitions: N is the number of words comprising an n-gram
(n-gram size), WORDS_NUM is the number of words in a text, POS is the posi-
tion (index) of a word in a text, WORD(POS) is a word in a text, the position of
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which is POS, CURR_NGRAM is a sequence of N successive words in a text start-
ing from position POS, and NGRAMS_TAB is the structure that stores the n-grams
found in a text. NGRAMS_TAB consists of two tables. The first one contains all
the non-repeating n-grams in a text, and the second one the number of occurrences
of a given n-gram in the text. NGRAMS_TAB is dynamically created (it starts with
no elements). The operation of an algorithm building an n-gram model in a CPU
environment can be described as follows:

1. POS = 0;
2. while (POS ≤ WORDS_NUM − N)
3. CURR_NGRAM = WORDS(POS) & .. &WORDS(POS+N−1)
4. IF (CURR_NGRAM is in NGRAMS_TAB)
5. increase by 1 counter for CURR_NGRAM in NGRAMS_TAB
6. ELSE
7. add CURR_NGRAM to NGRAMS_TAB
8. set at 1 counter for CURR_NGRAM in NGRAMS_TAB

Symbol & used in the description indicates concatenation (combining several
character chains into one chain).

The algorithm that counts n-grams in a GPU environment should take full advan-
tage of the available computing potential. This can be achieved through parallel
computing. The easiest method of achieving algorithm parallelism is to make sep-
arate threads count individual n-grams. If a text consists of n words, n − N + 1
threads should be used. A single thread should count the number of occurrences of
a single n-gram in a text. If the index variable is the thread number, the n-gram will
consist of the words located from index to index + N − 1 in a text. Since a given
n-gram can exist in a text several times, a number of threads can count the number
of occurrences of the same n-gram. This is not optimal. In order to reduce this effect
(it cannot be eliminated completely), the following modifications were introduced
into the kernel function:

• if an n-gram, for which the thread was executed is positioned at index in the text,
it is compared to succeeding n-grams, starting from index + 1,

• if an n-gram, for which the thread was executed was found before in the text, the
thread will be stopped (this is achieved, using an auxiliary table).

In the described case, the correct number of occurrences of a given n-gram is deter-
mined by a thread that counted the first occurrence of it. Other thread results for
the same n-gram (if started) will be ignored. Initial experiments show that the total
time of building a n-gram model in a GPU environment is mainly affected by the
computing time for the stage of determining the number of occurences of individual
n-grams in text. The time required for other stages (e.g. allocation of data structures,
transfer data from CPU to GPU) is inconsequential.
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5 Experiment Results

The aim of the experiments was to compare the effectiveness of algorithms (imple-
mented in CPU and GPU environments) that create n gram models. The following
hardware environment was used during the experiment:

1. CPU: AMD FX(tm)-4100 (4 cores, f = 3.60 GHz),
2. graphics card: Nvidia GeForce GTX 560.

The GPU available on the graphics adapter is characterised by the following
parameters: the number of CUDA cores—336, GPU core clock—1,66GHz, mem-
ory clock—2,004GHz, maximum number of threads in a block—1024, number
of threads allowed for every block dimension—1024 × 1024 × 64, number of
blocks allowed for every grid dimension —65535 × 65535 × 65535, compute
capability—2.1.

Algorithm test were performed on texts of various length. Digital versions of
books in Polish and English were used during experiments. The basic data on the
analysed texts are presented in Table3.

The first phase of the experiments was to determine the effect the number of
concurrently running threads has on the performance of the algorithm in the GPU
environment. Earlier experiments showed that it is an important parameter that sig-
nificantly influences the total time required to run an algorithm. The experiments
were performed for all the 7 texts, and the following N values were assumed as
n-gram size: 2, 3 and 4. The results for N = 2 are shown in Table4. The results for
N = 3 and N = 4 are similar.

Figure1 shows the results for N = 2 in a graphical form. As expected, the time
required to create an n-gram does not decrease, if the number of running threads
exceeds a some value. Therefore, it was decided that 1024 blocks and 1024 threads
would be running during future experiments.

The fundamental aim of the performed experiments was to compare algorithms
(implemented in CPU and GPU environments) that determine the n-gram model

Table 3 Basic data on the texts used during experiments

text Number of
characters

Total
number of
words

Number of
various
words

Number of
various 2
grams

Number of
various 3
grams

Number of
various 4
grams

t1 92,780 16,343 3254 11,159 14,820 15,672

t2 207,702 36,177 4350 21,332 32,238 35,099

t3 605,541 120,219 8493 52,513 97,551 114,315

t4 1,058,488 159,992 28,362 112,389 150,903 158,540

t5 1,573,153 272,772 33,962 165,950 248,304 267,644

t6 1,935,559 260,251 45,940 193,412 247,555 257,536

t7 3,440,425 447,208 56,387 298,249 412,162 438,415
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Table 4 Time required to create n-grams (N = 2), depending on the number of blocks and the
number of threads in a block [in seconds]

text 1/ 1/ 4/ 8/ 16/ 64/ 512/ 1024/ 4096/

512 1024 1024 1024 1024 1024 1024 1024 1024

t1 0.26 0.23 0.07 0.04 0.04 0.04 0.04 0.04 0.04

t2 1.31 1.13 0.31 0.25 0.20 0.18 0.18 0.18 0.18

t3 13.55 11.80 3.06 2.83 2.22 1.86 1.78 1.78 1.78

t4 24.80 20.73 5.31 5.04 3.87 3.22 3.05 3.05 3.05

t5 73.00 61.37 15.51 15.14 11.56 9.69 9.07 9.06 9.07

t6 63.52 52.50 13.36 12.89 9.83 8.22 7.70 7.70 7.70

t7 182.80 151.30 38.03 37.53 28.53 23.89 22.27 22.26 22.27

Fig. 1 Time required to create an n-gram (for N = 2), depending on the number of blocks and the
number of threads in a block

based on a given text. Tests were run for three different n-gram sizes (N value of 2,
3 and 4). The obtained results are shown in Table5.

The table only presents time for the phase of building the n-gram model, i.e.
isolating individual n-grams from a text, and determining the number of occurrences
of each of those n-grams in the analysed text. The times required to read data from a
file and write the results to a file were omitted. Additionally, in the case of the GPU
algorithm, the time required to allocate memory on the GPU and copy data from the
CPU memory to the GPU memory was omitted.

The obtained results lead to the following conclusions. First, implementing the
algorithm in a GPU environment results in much faster computing. For example, the
time required to execute the algorithm in the GPU environment for the longest text
and N = 4 is over 100 times shorter than it is in the CPU environment. Additionally,
the algorithm execution time in the CPU environment for the same text depends on
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Table 5 Time required to create an n-gram, depending on the used algorithm [in seconds]

N Alg. t1 t2 t3 t4 t5 t6 t7

2 CPU 0.568 2.191 19.076 95.243 244.396 408.871 1109.20

GPU 0.037 0.175 1.779 3.051 9.065 7.704 22.263

3 CPU 0.865 4.395 67.130 171.429 609.792 651.977 2033.96

GPU 0.036 0.177 1.926 3.084 9.362 7.679 22.582

4 CPU 0.931 5.739 89.578 204.936 743.713 722.729 2325.43

GPU 0.035 0.172 1.900 2.990 9.054 7.395 21.819

Fig. 2 The relation of tCPU/tGPU times for various texts and N values

the value of N. This dependence is not present for the algorithm implemented in
the GPU environment (execution time for a given text does not depend on the value
of N).

It can be noticed that the advantage of the GPU in relation to the CPU increases
with more complex problems (longer texts or higher N values). It is well illustrated
in the graph in Fig. 2. It shows algorithm execution time quotient tCPU in the CPU
environment and algorithm execution time tGPU in the GPU environment in relation
to the size of text and N value.

6 Conclusions

This paper covers the problem of building an n-grams model based on an analysed
text. Two algorithms were developed: a serial one for a traditional CPU and a par-
allel one for a GPU. The algorithms were tested for performance on various length
texts for a number of n gram sizes (for N value of 2, 3 and 4). The performed experi-
ments confirmed suitability of the GPGPU technology for problems related to natural
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language processing. If the size of n-grams was equal to 4 and the longest text was
analysed, the GPU version of algorithm was over 100 times faster than the CPU
version. Additionally, it was found that the times required to run auxiliary opera-
tions (reading and writing data to a file, memory allocation and data copying) can be
omitted in the context of total time needed for creating an n-gram.

The experiments and results are a useful starting point for further study related to
using GPGPU technology for natural language processing.
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Profitability Analysis of PV Installation
in Combination with Different
Time-of-Use Strategies in Poland

Agnieszka Brachman and Robert Wojcicki

Abstract Increasing the participation of energy originated from renewable sources
is one of the most important issues for polish and EU economy. It is also required
by all targets of the 2020 climate and energy package for EU. The usage of micro
photovoltaic (PV) instalments for residential and commercial buildings in Poland
has been increasing for several years. Introduction of the Renewable Energy Sources
Act, will raise profitability of this type of installations even more. The paper presents
an energetic and economical analysis of exemplary PV system for domestic pro-
duction, under polish climatic and economic conditions. Moreover an overview of
DSR strategies is presented, some of them are already available for customers, others
require additional regulations or technology development.

Keywords Photovoltaic · Smart grid · Solar electricity · Demand response · Elec-
tricity market

1 Introduction

Over 70% of all residential buildings in Poland, use coal as the main source of heat.
Since several years, the public organizations emphasize the negative influence of
such instalments for environment and the overall comfort of living. The problem
of low emission induced by coal furnaces is the main cause for toxic substances
contained in the air, which results in higher cardiac and pulmonary diseases among
society. Heating and cooling respond for 58% of final energy consumed in Poland,
therefore they represent the largest potential to energy savings, carbon reduction and
development of renewable energy sources [5].

Increasing the participation of energy originated from renewable sources is one
of the most important issues for polish and EU economy. It is also required by all
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targets of the 2020 climate and energy package for EU. These targets known as the
20–20–20 targets set the three key objectives for 2020, connected with:

• the reduction of greenhouse gas emission (20%),
• raising the share of energy consumption produced from renewable sources (20%),
• improvement in the energy efficiency (20%).

Undeniable advantage of renewable sources are the minor influence on natural
environment resulting in the reduction of the low emission. The commonly accessi-
ble renewable sources of energy, applicable for residential and smaller commercial
purposes, include: biogas (originating from sewage treatment plants, landfills, etc.),
water, solar radiation and wind power. Current regulations allow both: production of
the electricity for self needs and selling back the surplus to the grid to the owners’
benefit.

The most simply accessible instalments are systems that use the solar radiation.
The usage of micro photovoltaic (PV) instalments for residential and commercial
buildings in Poland has been increasing for several years. Introduction of the Renew-
able Energy Sources Act [6], which is already scheduled, will raise profitability of
this type of installations even more. The key objective of the aforementioned act is
guaranteeing the price of the bought back kilowatt-hour [kWh] for next 15years. The
purchase price depends on the energy source and the overall power of the installed
system, nevertheless it is higher then the current retail price, regardless on the cus-
tomer’s tariff.

The main flaw of the PV systems is the incongruity that exists between the timing
of electricity generated from the PV installation and the peak demand hours [2].
At households, the peak electricity demand occurs usually in the evening and the
highest production from PV installation is at midday hours when solar irradiation is
the highest [1]. Moreover, the energy produced during winter, from PV installation
laying on the latitude specific to polish region, is insufficient for the heating purposes.

Providing high system reliability in power grid is serious and complicated con-
cern [8]. Power disturbances and quality issues cause huge material losses to other
industries. Due to the growing demand and limited supply, the energy price rates are
growing. Alongside, residential consumers seek for opportunities to minimize their
own energy consumption as well as benefit to the most from their own renewable
energy sources. It seems that the best approach to maintain and improve the energy
usage curve, is to allow the consumers to actively participate (directly or indirectly)
in the electricity market. It can be achieved by variable electricity tariffs or other
incentives [3, 4, 8].

Demand SideResponse (DSR) programs are intended to allow consumers actively
participate in the electricity market. The DSR strategies are supposed to influence
the consumption patterns in response to fluctuations in the electricity prices over
time or incentive payments, which affects the overall energy consumption and may
shift and/or flatten peak loads. The main potential of DSR comes for daily and
seasonal fluctuations in requirements for power. User reaction is induced by different
strategies, through applying financial benefits or penalties for energy consumption
during and off peak periods. Determination of peak and off-peak hours may be
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dynamic and should induce lower electricity use at times of high wholesale market
prices or when system reliability is jeopardized. These problems are addressed by
may EU projects, e.g. [7].

The paper presents an overview of several DSR strategies, some of them are
already available for customers, others require additional regulations or technol-
ogy development. Section2 provides detailed summary of different types of DSR
programs. In Sect. 3 exemplary, residential PV system is presented alongside its per-
formance evaluationwith reference to the household energy usage. Section4 presents
discussion of economical benefits of PV installation when applying different DSR
strategies. Finally Sect. 5 concludes the paper.

2 Classification of DSR Strategies

Every DSR strategy concerns both managing and influencing the demand side i.e.
end-user in power grid. DSR concerns also the energy providers since provider and
consumermust cooperate at the energy consumption level and theway it is consumed.
The main benefits from facilitating the DSR strategies would be:

• Reduction of maximum peak load, which usually last a few hours, when the price
of energy is extremely high due to unexpected events such as blackouts, destruction
of the power lines, unexpected and excessive requirements;

• Increasing the loadwhen the energy price is low (among others—in order to correct
the power coefficient);

• Shifting the power consumption from peak hours and seasons;
• Fitting the power consumption to current efficiency of the energy production sys-
tem;

• Reducing the overall energy consumption.

There are two main categories of DSR schemes: Incentive-Based Programs (IBP)
and Price-Based Programs [8]. The detailed programs are as follows:

• Incentive-Based Programs

– Direct Load Control (DLC),
– Interruptible/Curtailable Rates (ICR),
– Demand Bidding Programs (DBP),
– Emergency Demand Response Programs (EDRP),
– Capacity Market Programs (CMP),
– Ancillary services market programs (ASMP).

• Price-Based Programs

– Time-of-Use (TOU),
– Critical-Peak Pricing (CPP),
– Real-Time Pricing (RTP).
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Application of Incentive Based Programs requires interaction between end user
and energy provider. The consumer voluntarily agrees to participate in certain
schemes by allowing the operator to control some of the electric appliances. Since
Incentive Based Programs are not available for residential customers in Poland,
details of the particular programs are not provided and they can be found in [4, 8]

In general all Price-Based programs are based on dynamic pricing rates. For
energy providers, the main purpose is to flatten the demand curve by offering higher
prices during peak load periods and lower prices during off-peak periods. The Price-
Based programs doesn’t require the interaction between the operator and consumer.
The participant voluntarily adjusts the energy consumption basing on the fixed or
variable rates. The operator believes that variable price rates will sway users to power
conservation in peak periods and potential energy deficits.

Time-of-Use (TOU)TheTOUprogram is based on several fixed rates for different
periods of day, weak and/or season of the year. The tariffs are set a priori and are
not efficient for temporary fluctuations in energy supplies, however they force users
to decreasing their energy consumption in periods with the highest price rates. The
higher differences among price rates during peak and off-peak periods, the higher
reduction of energy consumption during peak periods. Those tariffs are willingly
and commonly applied by private end users, especially if they use heat pumps or
accumulation heating or other aggregators. Because of their simplicity, they don’t
require sophisticated systems or any other smart, additional appliances.

Critical-Peak Pricing (CPP)TheCPP program introduces one ormore very high
price rates for peak load periods, when the price of energy at the wholesale market
is the highest. The participants are informed with short advance that there will be
rate revaluation. The scheme may be an addition to the Time-of-Use program which
allows reaction to the dynamic changes in the energy market. This program requires
short reaction time between the information concerning the incoming price increase
and expected user reaction, therefore introducing this program requires suitable IT
system and smart controlling of home appliances.

Real-Time Pricing (RTP) assumes dynamic variations in price rates basing on
the relationship between supply and demand. The energy price rate would change
similarly to the wholesale market prices. The participants are informed about the
energy price rates on hour-ahead to day-ahead basis. Applying this scheme requires
similar IT system as in the previous case. The time duration between sending price
rate information and actual price may change. The RTP program is highly suitable if
renewable energy sources are present since they cause high variations in the energy
production process. The program is also believed to be the most direct and efficient
in terms of proper energy curve management, for competitive electricity markets.

DSRprograms are supposed to reduce the disadvantages of uneven and sometimes
high energy consumption [3]. Lowering energy peaks, reduces the mean costs of
energy provisioning which results from higher efficiency of power production and
distribution. DSR schemes are an answer to the energy supply problems, especially
when considering the potential capabilities of the smart grids. In Poland, there are
many different strategies available for different types of customers. Residential user
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may choose between two TOU tariffs, namely G11 and G12 and their variations.
Details are provided in Sect. 4.

3 PV System Analysis

3.1 PV System Configuration

For the purpose of the further analysis of benefitswhen applying the demand response
scheme, the followingPVmicrogrid installationwas considered:Eighteenmonocrys-
tal, silicon panels gathered in two sets, distributed in two different south-oriented
surfaces of residential building: the first set containing eleven panels, is placed on
south-east surface, tilt degrees 30◦ and output power 2695Wp, the second set con-
taining seven panels, placed on south-west surface of the roof, tilt degrees of 45◦ with
power 1715Wp. The overall installation size is 4.4kWp, which is around the most
popular installation size in many single family households. For the heating purposes
of the analysed building, the heat pump is used. The installation is presented in Fig. 1.

Solar system is designed to produce energy for a single family household and to
supply the generated electricity to the grid. Each PV collector has an aperture area of
1.2m2. The PV collector used for the means of this study is a commercially available
product. The design parameters are shown in Table1.

There are two energy meters for registering the produced and utilized energy.
Moreover there is system for PV monitoring consisting of two bi-directional energy
meters provided by the grid operator. Some additional equipment was installed to
monitor the PV production, household energy usage and some environmental mon-
itoring (outside and inside temperature).

LAN 

RS485 bus 

kWh 

kWh kWh 

Monitoring, 
metering and 

control devices

Home 
appliances 

Fig. 1 The PV system configuration
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Table 1 PV system design parameters

Parameter 1st set 2nd set

Collector aperture area (m2)

Nominal electric power of the
system (Wp)

2695 1715

Array tilt angle (◦) 30 45

Table 2 Photovoltaic system production summary

Month Demand
(kWh)

PV supply
(kWh)

PV usage
(kWh)

Peak (kWh) Off-peak
(kWh)

May 14′ 436 379 177 71 188

June 384 521 211 53 120

July 451 548 229 70 151

August 411 422 182 76 153

September 409 338 157 98 154

October 461 269 141 108 213

November 668 122 77 102 489

December 1016 72 51 138 826

January 15’ 1047 78 58 130 859

February 904 201 146 112 647

March 733 359 260 93 379

April 626 449 259 80 287

All 7546 3757 1949 1131 4466

3.2 PV System Efficiency

The Table2 presents the summary of the demanded, produced and utilized electricity,
in the analysed, residential building fromMay 2014 to April 2015. During this period
the PV system produced 3757kWh of electricity, however only 51% on average was
used for self demands, i.e. 1949kWh and the remaining 1807kWh was sold back
to the grid. In the analysed period 5597kWh was taken from the power grid, which
makes the overall consumption 7546kWh. From the 5597kWh of bought energy,
1131kWh was bought during peak hours and the rest off peak hours. Increased
consumption can be observed since October, when the heating season began.

These data indicate the difficulties with the current use of electricity for self needs,
resulting in the need to buy the additional energy from the grid, despite the daily and
monthly overproduction from the PV system. This problem stems both from the
manufacturing source of instability photovoltaic and lack of coordination between
production and energy consumption as well as no smart controlling appliances, that
would increase the ratio of electricity consumed for own needs for electricity taken
from the network. The main conclusion is that PV energy cannot be fully utilized
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for self demands, which results in using grid electricity despite daily and monthly
surpluses coming from PV installation. The main reasons for this are instability of
photovoltaic source, no coordination amongPVsupply and current demands, andfirst
andmost of all—no control of home appliances, which could improve the percentage
of self-produced electricity. The efficiency evaluation of the depicted PV system and
analysis under different DSR strategies are presented in the next section.

4 DRM Strategies Analysis in Context of Home Installation

Analysing Incentive Based programs is hard due to specific parameters of these
tariffs and their influence on the consumer behaviour, therefore in further analysis
the Price-based in combination to Time-based strategies were analysed. In Poland,
there are two schemes (tariffs) for individual customers: G11 and G12. G11 sets
fixed price for kWh for the whole day during the whole week. The G12 tariff is the
example of Time-of-Use strategy, and it sets peak hours from 6 a.m. to 1 p.m. and
3 p.m. to 10 p.m on weekdays. There are different prices for kWh depending on the
region of Poland, however the differences among the available tariffs are similar,
therefore further analysis is provided for prices for the south region of Poland, where
the presented PV system is installed.

4.1 G11 Tariff—No DSR Strategy

The annual demand for energy in analysed period of time was 7546kWh. The overall
production of PV system was 3757kWh, which is almost 50% of the total demand,
however only 1949kWh was used for self needs, which is only 25% of the total
demand. If the presented system was used without any pricing program the annual
costs of the systemwould be price for 5597kWh, the current price for kWh is 0.4979,
which is overall 2787 PLN.

The data presented in Table2 show that the use of electricity from PV system is
around 50% on average, but despite greater demand for energy in individual months,
up to 51% of the electricity was sold back to the grid. Similar proportions for their
own consumption are reported in other studies.

Despite the daily electricity deficits, somepart of the produced electricity is always
sold back to the grid. The largest part of the production was returned to the grid in the
summer and reached 58%, while in the winter the input to the grid was only around
26–29% of energy produced, as shown in Fig. 2.
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Fig. 2 The total electricity usage originating from grid and PV system, in comparison to the overall
PV system production

4.2 G12 Tariff—TOU Program

For the analysed installation the overall energy taken from grid was 5597kWh,
from which 4466kWh was taken during off-peak hours and 1131kWh during peak
hours. The total electricity consumption with division to peak and off-peak usage
is presented in Fig. 2. Prices for kWh in G12 tariffs are: 0.6556 PLN during peak
period and 0.2492 PLN off peak period, which results in total costs 1855 PLN.

4.3 Selling Energy Back to the Grid

During summermonths, PV systemproduction exceeds the household demand,when
comparing the 24-h load and production. None the less 20–50% of the electricity
must be bought from the grid due to the discrepancy between demand and PV system
output. The imbalance may be decreased by shifting switching on and off some
devices, however it cannot be fully compensated. The existing regulations allow
selling back the produced energy back to the grid. This section presents analysis
in accordance to different Price-Based approaches to selling and buying back the
generated electricity to the grid.

The current reselling price is set to 80% of the price on the wholesale market
which results in price 0.12 PLN per kWh. The newly introduced Renewable Energy
Sources Act defines prices for the bought back energy, depending on the installation
type and its overall power. For the analysed PV system, the price would be 0.65 PLN
per kWh. Additionally, we analyse the theoretical approach when customer can take
back the introduced energy 1:1, however he pays the distributional costs, which are
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Table 3 Comparison of annual costs of energywith different Time-Based and Price-Based schemes

Selling to the grid approach G11 G12

No resale 2787 1855

Current regulations 2570 1638

RES Act 1612 679

1:1 2248 1306–1765

around 0.20 PLN per kWh. The annual costs for all of aforementioned approached,
in combination with the available TOU programs, are gathered in Table3. For 1:1
strategy depending on the possibility to reuse energy in peak or off-peak periods the
minimum and maximum price is given.

For the analysed household with PV system and heat pump, which is used only
in off-peak period, it is clear that TOU strategy allows significant reduction of the
overall costs. Current regulations concerning prices for the produced energy, which
is sold to the grid doesn’t provide much financial benefits, however new regulation
will significantly change those proportions. The RES Act provides fixed prices for
bought energy for the next 15years and the provided analysis shows, that installing
PV system may be very beneficial. It is also visible that possibility to buy later
the produced and sold energy, could also provide significant savings and should be
considered as future solution.

The purpose of the provided analysis was to give insight to the realm of polish
electricity market as well as to evaluate the best approach for using the residential
PV system. The size of the PV installation is typical, however its production highly
depends on the solar activity therefore fluctuation between consecutive years are cer-
tain. None the less, it shouldn’t exceed the 10–15%, which is also indicated in similar
works [1]. Question arises if the household demands for electricity are referential.
The house is equipped with heat pump, which is less popular and generates higher
electricity usage during cold seasons, however average demand during remaining
period is around 400kWh per month which is also quite typical for a single-family
household [9].

5 Conclusions and Future Work

The presented study determines that PV systems are an interesting and potentially
profitable option for residential applications even in polish climatic conditions. The
system can cover around 50% of the self needs, while simultaneously drain the
excess energy to the grid. Depending on the different approaches to the reselling
scheme and available DSR programs, the beard costs may be significantly reduced.
New regulations in the energy market are supposed to increase the implementation
of renewable energy sources. The main advantage of new regulations is that end user
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may sell the produced energy to the grid for the reasonable price, therefore those
installations may be economically beneficial.

Electricity prices are not the only drivers for changes in consumers behaviour
since only few users will spend time to analyse consumption decisions and micro
management of home appliances. Smart technologies will be highly beneficial for
introducing DSR program and will increase the responsiveness of residential energy
consumers. Any smart system that will shift and curtail demands according to the
current tariffs and electricity prices will improve the energy demand and supply
balance without user involvement. The results from applying DSR strategy should
alter timing and level of instantaneous demands as well as the overall consumption.
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Bees Algorithm for the Quadratic
Assignment Problem on CUDA Platform

Wojciech Chmiel and Piotr Szwed

Abstract With the proliferation of graphics processing units (GPU) supporting
general-purpose computing (GPGPU), many computationally demanding applica-
tions are being redesigned to exploit the capabilities offered by massively parallel
computing platforms. This paper presents a Bees Algorithm (BA) for the Quadratic
Assignment Problem (QAP) implemented on the CUDA platform. The motivations
for our work were twofold: firstly, we wanted to develop a dedicated algorithm
to solve the QAP showing both time and optimization performance, secondly, we
planned to check if the capabilities offered by popular GPUs can be exploited to
accelerate hard optimization tasks requiring high computational power. The paper
describes both sequential and parallel algorithm implementations, as well as reports
results of tests.

Keywords QAP · Bees algorithm · CUDA · GPU calculation · GPGPU · Discrete
optimization

1 Introduction

With the proliferation of graphics processing units (GPU) supporting general-
purpose computing (GPGPU), many computationally demanding applications are
being redesigned to exploit the capabilities offered by massively parallel computing
platforms. They include such tasks as: physically based simulations, signal process-
ing, ray tracing, geometric computing and data mining [20]. More recently several
attempts have been made to develop various population based optimization algo-
rithms on GPUs including: the particle swarm optimization [25, 26, 29], the ant
colony optimization [27], the genetic [15] andmemetic algorithm [13]. The described
implementations benefit from the capabilities offered by GPUs by processing whole
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populations by fast GPU cores running in parallel. In this paper we research an
implementation of the Bees Algorithm (BA) for the Quadratic Assignment Problem
(QAP) on the NVIDIA CUDA platform.

The basic QAP formulation is the following: given a set of n facilities and n
locations, the goal is to find an assignment of facilities to locations that minimizes the
objective function, which is calculated as a sum of flows between facilities multiplied
by distances between locations. As there are n! possible assignments, QAP is one of
themost difficult combinatorial problems belonging to theNP-hard class. Therefore,
only approximation algorithms can be used for the case, where the n is bigger than
30 [3, 5, 6].

The Bees Algorithm (BA) is an approximation algorithm, inspired by the behavior
of swarms of honey bees [21, 22]. The BA is a metaheuristics, that can be mapped
on various domains and can vary in implementation details. Some modifications of
BA are the Artificial Bee Colony (ABC) [1] and the Bee Colony Optimization [9].

Luo et al. [14] proposed the CUBA algorithm (CUDA based Bees Algorithm)
dedicated for the CUDA platform. Threads are divided into blocks corresponding to
different colonies. Each thread is assigned to a honey bee and performs search on
behalf of its colony, so a number of colonies run the Bees Algorithm in parallel. The
authors evaluated the performance of CUBA by conducting numerous experiments
for continuous optimization problems.

Our work had two goals. The first was to develop an efficient bees algorithm for
the QAP problem. In contrast to the previously reported sequential implementations,
e.g. [14, 17], we intended to build a parallel application. Secondly, we intended to
check, if the capabilities offered by popular GPUs can be exploited to accelerate
hard optimization tasks requiring high computational power. In order to enable a
comparison, two versions of algorithm were developed: a sequential executed on
Java platform and a hybrid, whose parts were executed in parallel on CUDA.

The paper is organized as follows: next Sect. 2 gives the definition of the QAP. It
is followed by Sect. 3, which presents the bees algorithm for solving the QAP. The
parallel algorithm version is discussed in Sect. 4. Experiments performed and their
results are presented in Sect. 5. Section6 provides concluding remarks.

2 Quadratic Assignment Problem

The Quadratic Assignment Problem was introduced by Koopmans and Beckman in
1957, as a mathematical model of assigning indivisible economic activities to a set
of locations.

For the given set N = {1, . . . , n} we define two n × n non-negative matrices
F = [

fi,k
]

, D = [

d j,l
]

. In the terminology of facilities-location the set N is a set
of facilities indexes and π : N → N defines locations, to which the facilities are
assigned. Matrix D defines distances between locations, whereas matrix F defines
flows between pairs of facilities. Matrix B describes a linear part of the assignment
cost and in most cases is omitted. A solution of QAP (also denoted as Q AP(F, D))
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can be defined in permutation form π = (π(1), . . . ,π(n)) of the set of n elements
(facilities). In theKoopman-Beckman’s [12]model the goal is to find the permutation
π∗ which minimizes the objective function:

ϕ(π∗) = minπ∈�

n
∑

i=1

n
∑

j=1

fi j dπ(i),π( j) +
n

∑

i=1

bi,π(i) (1)

The objective function ϕ(π),π ∈ � describes a global cost of system realization
and exploitation. � is a set of permutations of the set of natural numbers 1, . . . , n.
In most cases matrix D and F are symmetric: distances di, j and d j,i between two
locations i and j are equal, the same applies to flows: fi, j and f j,i .

The QAP problem found application various areas including transportation [2],
scheduling, electronics (wiring problem), distributed computing, statistical data
analysis (reconstruction of destroyed soundtracks), balancing of turbine running
[16], chemistry, genetics [23], creating the control panels and manufacturing [8].

In 1976 Sahni and Gonzalez [24] proved that the QAP is strongly NP-hard,
by showing that an existence of a polynomial time algorithm for solving the QAP
implies the existence of a polynomial time algorithm for an NP-complete decision
problem—the Hamiltonian cycle (HC).

Chakrapani and Skorin-Kapov [4] proposed a parallel taboo search algorithm for
the QAP problem, which included dynamically changing tabu list sizes, aspiration
criteria and long term memory. An intensification strategy based on intermediate
term memory was proposed and occurred promising, especially, while solving large
QAPs. Taillard [28] proposed a taboo search algorithm where a length of taboo list
is randomly changed in the limited scope. He tested two parallelization methods: the
first consisted in dividing the neighborhood of the current solution into p parts of the
same size and evaluating them on p processors; another way was to perform many
independent searches starting from different solutions.

3 Bees Algorithm

The Bees Algorithm (BA) imitates the food foraging behaviour of swarms of honey
bees [21]. In its basic version, the algorithm performs a kind of neighborhood search
combined with the random search. A colony of bees searches space surrounding the
hive in several directions in the distance of ten kilometers. Near places plentiful of
nectar or pollen are visited more frequently than the other. At the beginning of the
search process, the scouts are sent from the hive into promising paths. The scouts
search randomly the space surrounding the hive and on return provide the information
about the food sources found. The colony makes a decision about the number of bees
sent to particular sites, assigning more bees to sources richer in food. The wealth of
the food source is continuously monitored by the returning bees. It allows to react,
if the amount of food decreases. In this case new scouts are sent to explore the space
surrounding the hive and to find new promising food sources.
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The bees algorithm [7] can be implemented in many ways, depending on various
mappings of bees behavior on the elements used to model the optimization problem:

• creation of an initial bees’ population,
• methods for selecting search directions (choice of solution to examine),
• choosing the numbers of scouts and locations,
• definition of the stop condition.

The proposed implementation of the bees algorithm adapted to the QAP (called
the BA-QAP) is presented in Algorithm 1. At the beginning the bees population is
created randomly (in the presented experiments the compared algorithms used iden-
tical initial population). Key elements, which determine the algorithm effectiveness
are: the method of sites selection for the neighborhood search and the neighborhood
size. The number of examined solutions in the selected sites should proportional to
their quality. A population of le best solutions (called elite sites) and lb good solutions
are chosen from the whole population. The sizes of the search neighborhood for elite
sites and other good solutions are defined by ne and nb coefficients, respectively. The
remaining low quality solutions (having high values of criteria function) are ignored
in the next search phase. Both le, lb and ne, nb are the algorithm parameters.

To create the neighborhood solutions (coded as permutations) genetic unary oper-
ators dedicated to the QAP problem were used: shift the randomly chosen facility to
a random position (other facilities are moved in the reverse direction) and swap the
two randomly chosen facilities. The number of times those operators were executed
is one of the algorithm parameters.

The next population of the solutions is created by choosing the best solution from
the elite and good localizations. To keep the size of the population fixed, missing
solutions are randomly created.

In the BA-QAP algorithm special mechanisms to prevent stagnancy by getting
stuck at local minima were implemented. A solution can exist in the population only
for a predefined number of iterations called the life expectancy. If the value of this
parameter is exceeded, a new solution is randomly generated and replaces the old
one. The best solution, which has been found so far is kept in the memory. The
algorithm terminates after examining a predefined number of solutions.

Algorithm 1 uses the following variables: λ—swarm size, le—number of solution
in elite (elite localization), lb—number of good solutions (good localization), ne—
neighborhood size for the elite localization, nb—neighborhood size for the good
localization, πbest—the best found solution, ϕ(·)—objective function value, μ—
number of solutions which exist in swarm longer than maximum lifetime of solution,
LT—solution life expectancy.

4 Implementation of Bees Algorithm on CUDA Platform

CUDA (Compute Unified Device Architecture) is hardware and software
co-processing architecture created by NVIDIA corporation enabling decomposi-
tion of developed programs into two parts: sequential executed on CPU and parallel



Bees Algorithm for the Quadratic Assignment Problem on CUDA Platform 619

Algorithm 1 BA-QAP algorithm.
Require λ, le, lb, ne, nb,ϕ(·), LT
Step 1. Initialize population with λ random solutions:

1. Create random population comprising λ individuals.
2. Evaluate fitness of the population members.
3. Sort the population (from best to worse).
4. Save the best solution.

Step 2. From the whole population select Le : |Le| = le elite and Lb : |Lb| = lb best solutions
(locations):

1. Define neighborhoods: ∀π ∈ Le : N (π) where |N (π)| = ne and ∀π ∈ Lb : N (π) where
|N (π)| = nb.
Calculate the objective function values for the solutions from neighborhoods.

2. Choose the best solution from the explored neighborhoods
∀π ∈ Le : π∗ = arg maxπ∈N (π) ϕ(π) and ∀π ∈ Lb : π∗ = arg maxπ∈N (π) ϕ(π).

Step 3. Create new population:

1. Replace the best locations Le ∪ Lb by the new solutions obtained in Step 2.2.
2. Remove μ solutions, which exist in population (swarm) longer than the predefined number of

iterations LT (maximal lifetime of solution).
3. Randomly create μ new solutions (missing solutions to fit the population size).
4. Sort population (from best to worse).

Step 4. If the newly formed population comprises a solution with better value of criteria function
than solution πbest , update πbest .

Step 5. Check the stop condition

1. If the stop condition is reached, then return πbest and ϕ(πbest ).
2. Otherwise, return to Step 2.

running on NVIDIA graphics processing units (GPUs). Programs for GPU (called
kernels) can be executed by thousands of concurrent threads and assigned to hundreds
of processor cores [11, 18]. Kernels are developed in such sequential languages as C,
C++ or Fortran. The CUDA programming library [19] provide some basic mech-
anisms supporting parallelism (assignment of threads to data, local barriers), task
management and functions supporting communication between the host (CPU) and
the device (GPU).

The architecture of GPU differs from CPU because it is designed following a
few general ideas: simple decomposition, simple execution, simple synchronization
and simple communication. In contrast to CPU, GPU threads are very lightweight,
what assures small creation overhead and very fast switching. A powerful feature of
CUDA is cooperation of threads based on shared memory (Fig. 1). In order to make
threads cooperation more scalable, they are split into blocs (batches), where they
can synchronize and communicate using shared memory. However, the threads in
different blocks cannot cooperate.



620 W. Chmiel and P. Szwed

Fig. 1 CUDA architecture model

Three types of kernel memory access can be distinguished:

• per-thread: a thread can have access to registers (on-chip) and local memory (off-
chip, uncached) to store its own variables used during calculation.

• per-block: threads from the block can communicate with one another using shared
memory located on-chip. Usually this memory is small but fast.

• per-device: global memory located off-chip, large, uncached and persistent across
kernel launches. It is usually used as a communication mechanism between the
host and the device

CUDA implementation of the BA algorithm presented in this paper is based on
JCuda [10], a Java library with bindings to CUDA runtime and NVIDIA driver API.
JCuda include several libraries: JCublas—CUDA implementation of linear algebra,
JCufft—provides the Fast Fourier Transformation, JCudpp—a bridge to CUDAData
Parallel Primitives Library and JCurand—offers GPU accelerated random number
generator. In particular, the parallel algorithm implementation relies on JCurand (gen-
eration of random solutions), JCudpp (fast sorting algorithms) and JCublas (matrix
multiplication to calculate goal function values).

Two BA algorithms were developed to compare the performance of the CPU and
GPU implementations. The CPU version is presented in Algorithm 1. The GPU
version is given in Fig. 2. The activities marked with gray are executed as kernels on
the device (GPU). They include init—random solution initialization performed at
the beginning and during global search, goal—calculation of the objective function
value and sort—sorting solutions according to goal function values.
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Fig. 2 Parallel BA-QAP
algorithm. Activities marked
in gray are executed on GPU

5 Experiments and Results

We have conducted two types of experiments. The first aimed at evaluating the time
performance of GPU based implementation for various problems and population
sizes. The goal of the second group of tests was to evaluate the algorithmperformance
for QAP instances published in QAPLIB problem library [3].
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Table 1 Execution times (100 iterations, λ = 100) for selected problems from QAPLIB

Name n tCU D A (ms) tC PU (ms) tCU D A
tC PU

Chr12a 12 1044.79 371 2.81

Chr15b 15 830.89 424 1.96

Had16 16 938.12 474 1.98

Bur26a 26 1613.8 869 1.86

Esc32a 32 1929.36 1151 1.68

Ste36c 36 2204.92 1474 1.50

Lipa70b 70 4413.96 4448 0.99

5.1 Time Performance

The goal of the time performance tests was to compare two algorithm implemen-
tations: the parallel executed partially on the CUDA platform and the sequential
running on CPU. During the tests the following platform was used: Intel Core i3-
2350MCPU@2.30GHz, NVIDIAGeForce 630M, 4GBRAM,Windows 7, NVIDIA
CUDA 6.5.

Table1 summarizes execution times for selected problems from the QAPLIB
library. In all cases algorithms performed 100 iterations for population size λ = 100.
It can be observed that for small problems the communication overhead (copying
data between the host and GPU memory) hinders gains from parallel execution.
Execution times become comparable for larger problems.

The second group of tests were performed on the same problem Lipa50a (prob-
lem size 50). In all cases 100 iterations were performed for various population sizes:
20, 50, 100, 200, 500, 1000, 2000, 5000, 10000. To perform comparison, we have
collected data on total execution times of three operations: init, goal and sort dis-
cussed in Sect. 4. Surprisingly, for the parallel implementation the execution times
were nearly constant, regardless of the population size. They were about 50ms for
init, 243ms for goal and 147ms for sort. However, for the sequential implementation
those times grew exponentially with the problem size. Figure3 shows the ratio of the
measured execution times for CUDA and CPU platforms (observe that the logarith-
mic scale is used). The results show clearly, that to exploit the leverage of the parallel
platform, population based algorithms should rather process larger populations, in
order of thousands of solutions.

5.2 Optimization Performance

The tests aiming at verifying the algorithmoptimization performancewere performed
for selected problems from QAPLIB library. In all cases the same set of control
parameters were used: number of scouts or swarm size (λ = 100), number of the best
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Fig. 3 Relative execution
time of init, goal and sort
operations on CUDA and
CPU for various population
sizes
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locations (b = 7), number of elite locations (le = 3), number of workers assigned to
elite locations (ne = 40), number ofworkers assigned to the best locations (nb = 30),
the maximal lifetime solution (LT = 0.2 ∗ λ), maximum number of iterations
(Imax = 1000). Table2 summarizes results of the tests, giving the reference value of

Table 2 Results of performance tests for various problems from QAPLIB

Name n ϕre f ϕbest Ibest t (ms) E (%)

Chr12a 12 9552 9552 289 375 0.00

Chr15b 15 7990 7990 222 452 0.00

Esc16a 16 68 68 2 514 0.00

Had16 16 3720 3720 24 468 0.00

Chr18a 18 11,098 11,118 170 530 0.18

Chr20c 20 14,142 14,142 543 609 0.00

Rou20 20 725,522 727,322 700 590 0.25

Tai20a 20 703,482 724,472 446 671 2.98

Nug21 21 2438 2442 603 747 0.16

Chr25a 25 3796 3796 974 1156 0.00

Bur26a 26 5,426,670 5,431,640 832 826 0.09

Bur26b 26 3,817,852 3,817,948 335 796 0.00

Kra30b 30 91,420 93,350 903 1201 2.11

Esc32a 32 130 144 902 1092 10.77

Ste36c 36 8,239,110 8,752,218 981 1650 6.23

Lipa40a 40 31,538 32,091 917 1715 1.75

Wil50 50 48,816 50,216 991 2371 2.87

Esc64a 64 116 116 340 3027 0.00

Lipa70b 70 4,603,200 5,204,730 826 3769 13.07

Tai80a 80 13,499,184 14,784,380 737 4087 9.52
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the objective function value for the selected problem from QAPLIB library (column
ϕre f ), the best objective function value determined (ϕbest ), iteration, in which the
best solution was reached (Ibest ), algorithm execution time (t [ms]) and the relative
percentage gap (E = 100% · (ϕbest −ϕre f )/ϕre f ) between the reached solution and
the reference value. It can be observed that in most cases the gap is relatively small,
however it is higher for greater problem sizes.

6 Conclusions

In this paper we describe the BA-QAP bees algorithm designed for solving the QAP
problem, as well as its parallel implementation on the CUDA platform.

We report results of tests aiming at evaluating the implementation in terms of
execution times and optimization capability. The tests targeting time performance
revealed that benefits of GPU calculations can be observed, if large swarms are
processed in parallel. According to analyses reported in [18], for an application
with a moderate number of parallel tasks (25%) reduction of execution time by
25% may be expected, whereas for parallel intensive program such reduction may
reach 99.3%. In this light, the BA-QAP implementation is still a “mostly sequential
program”, however with growing swarm size it may move towards massive parallel.
The results of tests revealed that within the range of swarm sizes 10–10000, the
execution time of parallel tasks is practically constant.

Tests of optimization performance performed on several QAP instances showed
that the algorithm behaves correctly. It can be expected that better results for larger
problems can be obtained with growing swarm sizes.
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Grammatical Inference in the Discovery
of Generating Functions

Wojciech Wieczorek and Arkadiusz Nowakowski

Abstract In this paper an algorithm for the induction of a context-free grammar is
proposed, and its application in obtaining a generating function for the number of
certain combinatorial objects is demonstrated. In particular, two problems classified
in The On-Line Encyclopedia of Integer Sequences (http://oeis.org/) under entries
A000073 and A000108, as well as a problem from the domain of chemoinformatics,
are solved as an illustration of our method.

Keywords Grammatical inference · CFG induction · Constraint satisfaction ·
Generating functions

1 Introduction

The induction of automata or string-rewriting systems has been the subject of
scientific experiments and theoretical research for over 30years [6, 9, 14]. From
the practical viewpoint, i.e., getting a model from a finite set of labeled strings, it is
known that the task is intractable. Specifically, Gold proved that given a finite alpha-
bet �, two finite sets of strings S+ and S− built from symbols taken from �, and
an integer k, then determining whether there is a k-state DFA (deterministic finite
automaton) that recognizes L such that every string from S+ is also in L and no string
from S− is in L , is an NP-complete problem [11]. Furthermore, Angluin showed in
her PhD thesis that there is no polynomial time algorithm for finding a shortest com-
patible regular expression for arbitrary given data [2]. As regards moving up from
the regular world to the context-free world, we are faced with a whole set of new
difficulties (see Chap.15 of [14] for a discussion of this topic). However, the devel-
opment of heuristic methods has helped to apply inductive inference to such fields
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as computational linguistics, pattern recognition, machine learning, bio-informatics,
and others [13, 20].

This study will be especially concerned with explaining how the induction of a
context-free grammar can support discovering ordinary generating functions (also
called OGFs). In combinatorics, the closed form of an OGF is often the basic way
of representing infinite sequences. Suppose that we are given a description of the
construction of some structures we wish to count. The idea is as follows. First, define
a one-to-one correspondence (a bijection) between the structures and the language
over a fixed alphabet. Next, determine some examples (also called positive strings)
and counterexamples (also called negative strings). Infer an unambiguous context-
free grammar consistent with the sample. Via classical Schützenberger methodology,
give a set of function equations. Finally, solve it and establish a hypothesis for the
OGF. Our main contribution is to provide a procedure for inferring the smallest
context-free grammar which accepts all examples and none of the counterexamples.
The grammar is likely to be unambiguous, which is crucial in the Schützenberger
methodology. The most closely related work to our study is by Imada and Nakamura
[16]. Their work differs fromours in four respects. Firstly, they translated the learning
problem for a CFG into an SAT, which is then solved by an SAT solver. We did the
translation into 0–1 NP (zero-one nonlinear programming1), which is then solved
by a CSP (constraint satisfaction programming) solver. Secondly, they minimize the
number of rules, while we minimize the sum of the lengths of the rules. Thirdly,
their goal is to obtain a grammar in Chomsky normal form. In contrast, we get a
grammar in quadratic Greibach normal form. And fourthly, every grammarwe obtain
is unambiguous with respect to the examples, which is not the case in the comparable
approach. The last two points are essential in our application, because they favor
unambiguity. If we obtained an ambiguous grammar, the sequence determined by an
OGF would be only upper bounds on the number of objects.

This paper is organized into six sections. Section2 introduces the notion of ordi-
nary generating functions and discusses the basic techniques for manipulating them.
Section3 translates the task of induction into a 0–1 NP, and describes the procedure
of using it. In Sect. 4 the relation between grammars and generating functions is
explained. Section5 discusses the experimental results. Conclusions and research
perspectives are contained in Sect. 6.

2 Generating Functions

In this section, the concept of ordinary generating functions and ways to manipulate
them is introduced. For a more detailed presentation and advanced applications of
generating functions, the reader is referred to [5, 12].

1Our translation can be further re-formulated as an integer linear program, but the number of
variables increases so much that this is not profitable.
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Let a0, a1, . . . be a sequence (especially of non-negative integers). Then the power
series

A(z) =
∞
∑

i=0

ai z
i (1)

is called the ordinary generating function (OGF) associated with this sequence. For
simple sequences, the closed forms of their OGFs can be obtained fairly easily. Take
the sequence 1, 1, 1, . . ., for instance:

A(z) = 1 + z + z2 + z3 + · · · = 1 + z(1 + z + z2 + · · · ) . (2)

After a few transformations we see that A(z) = 1/(1−z). There are many tools from
algebra and calculus to obtain information fromgenerating functions or tomanipulate
them. Partial fractions are a good case in point, since they have been shown to be
valuable in solving many recursions. Herein only the basic techniques—those that
will be helpful in the later investigation—are recalled.

To shift A(z) to the right by m places, that is, to produce the OGF for the sequence
〈0, . . . , 0, a0, a1, . . .〉 = 〈an−m〉 with m leading 0’s, we simply multiply by zm :

zm A(z) =
∑

n≥0

anzn+m =
∑

n≥0

an−m zn , integer m ≥ 0 . (3)

And to shift A(z) to the left by m places, that is, to form the OGF for the sequence
〈am, am+1, am+2, . . .〉 = 〈an+m〉with the first m elements discarded, we subtract the
first m terms and then divide by zm :

A(z) − a0 − · · · − am−1zm−1

zm
=

∑

n≥m

anzn−m =
∑

n≥0

an+m zn . (4)

Let A(z) be the OGF for the sequence 〈a0, 0, a2, 0, a4, 0, . . .〉. In order to
get rid of these odd-positioned zeros, i.e., to obtain the OGF for the sequence
〈a0, a2, a4, a6, . . .〉, we may substitute z for z2 in A(z). For example2:

1

1 − 3z2
= 1 + 3z2 + 9z4 + 27z6 + 81z8 + · · · (5)

whereas
1

1 − 3z
= 1 + 3z + 9z2 + 27z3 + 81z4 + · · · . (6)

2To expand this fraction in a power series, one can use Maclaurin’s formula:

f (z) = f (0) + z

1! f ′(0) + z2

2! f ′′(0) + · · · + zn

n! f (n)(0) + · · · .
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3 Grammar Induction

This section will be devoted to our main result: the translation of CFG identifica-
tion into a 0–1 non-linear programming problem. In a classical, Gold’s model of
identification in the limit, the input of a learning algorithm is an infinite sequence of
examples (including counterexamples) of the unknown grammar [10]. The setting
of this model is that of on-line, incremental learning. After each new example the
learner (the algorithm) must return some hypothesis (a grammar). Identification is
achieved when the learner returns a correct answer and does not change its decision
afterwards. In the present paper, however, the problem is treated as a problem of
combinatorial optimization, which is constituted by the following task: given two
disjoint finite sets S+, S− ⊂ �+ of words and an integer k > 0, build the small-
est context-free grammar with k variables that accepts the language S+ and does
not accept any word from the set S−. We also try to find as small a k as possible, in
accordance with Occam’s razor, demanding that we should take the simplest possible
theoretical explanation for the existing data.

We assume the reader is familiarwith elementary formal language theory. The best
general reference here is Hopcroft et al. [15] or Lothaire [18] (words and languages),
and Du and Ko [7] or Hopcroft et al. [15] (context-free grammars). For a deeper
discussion of normal forms, we refer the reader to [21].

3.1 The Formulation of the Grammar Induction Problem

A zero-one non-linear programming problem (0–1 NP) deals with the question of
whether there exists an assignment to binary variables x = (x1, x2, . . . , xn) that
satisfies the constraints fi (x) = 0, i ∈ I , and (optionally) simultaneously minimizes
(or maximizes) some expression involving x, where fi (x) (i ∈ I ) are given non-
linear functions. Binary variables (xi ∈ {0, 1}) are usually used for such purposes as
modeling yes/no decisions, enforcing disjunctions, enforcing logical conditions, etc.

Let� be an alphabet, let S+ (examples) and S− (counterexamples) be two disjoint
finite sets of words over �, and let k > 0 be an integer. The goal of CFG induction
is to determine a grammar G = (V, �, P, v1) such that L(G) contains S+ and
is disjoint from S−. Moreover, the following criteria have to be fulfilled: G is in
quadratic form, |V | ≤ k, every word w ∈ S+ has a unique leftmost derivation, and
the sum of the lengths of the right hand sides of the rules is minimal.

3.2 Encoding

Let S = S+ ∪ S− (S+ ∩ S− = ∅, ε /∈ S), and let F be the set of all proper
factors of all words of S. An alphabet � ⊆ F is determined by S, and variables V
are determined by k: V = {v1, v2, . . . , vk}. The binary variables will be w[n, f ],
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x[n, a, i, j], y[n, a, i], and z[n, a], where i, j, n ∈ V , a ∈ �, and f ∈ F . The
value of w[n, f ] is 1 if n ⇒∗ f holds in a grammar G, and n[w, f ] = 0 otherwise.
The value of x[n, a, i, j] is 1 if n → a i j ∈ P , and x[n, a, i, j] = 0 otherwise.
The value of y[n, a, i] is 1 if n → a i ∈ P , and y[n, a, i] = 0 otherwise. Finally,
we let z[n, a] = 1 if n → a ∈ P and zero if not. Let us now see how to describe the
constraints of the relation between a grammar G and a set F in terms of non-linear
equations.

Naturally, every example has to be accepted by the grammar, but no counterex-
ample should be. This can be written as

w[v1, s] = 1 s ∈ S+ , (7)

w[v1, s] = 0 s ∈ S− . (8)

We want to express the fact that whenever w[n, f ] = 1 for f = abc or f = ab or
f = a, a ∈ �, b, c ∈ F , we have exactly one3 product x[n, a, i, j] ·w[i, b] ·w[ j, c]
or y[n, a, i] · w[i, b] or z[n, a] equal to 1. And vice versa, if, for instance, a factor
f = ab and there is a rule n → a i and b can be derived from a variable i , then
w[n, f ] = 1 has to be fulfilled. We can guarantee this by requiring

w[n, f ] =
∑

i, j∈V
abc= f

x[n, a, i, j] · w[i, b] · w[ j, c]

+
∑

i∈V
ab= f

y[n, a, i] · w[i, b]

+ (z[n, f ] if f ∈ �) (9)

for each (n, f ) ∈ V × F . Obviously, we are to find the minimum value of the linear
expression

3
∑

a∈�
i, j,n∈V

x[n, a, i, j] + 2
∑

a∈�
i,n∈V

y[n, a, i] +
∑

a∈�
n∈V

z[n, a] . (10)

3.3 Usage

Suppose that the learning process is based on the existence of an Oracle, which can
be seen as a device that:

1. Knows the language and has to answer correctly.
2. Can answer equivalence queries. They are made by proposing some hypothesis

to the Oracle. The hypothesis is a grammar representing the unknown language.
The Oracle just answers Yes in the positive case. In the negative case, the Oracle

3Recall that we hope to obtain grammars that are likely to be unambiguous.
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has to return the shortest string in the symmetric difference between the target
language and the submitted hypothesis.

Then the following procedure can be applied. Start from a small4 sample S and
k = 1. Run a non-linear program. Every time it turns out that there exists no solution
that satisfies all of the constraints, increase k by 1. As long as the Oracle returns a
word w in response to an equivalence query, add w to S and run a new non-linear
program. Stop after the answer is Yes. Unfortunately, there is no guarantee that this
will terminate in a polynomial number of steps even when the target language is
regular [3].

This procedure imperfectly, but practically, matches the man–machine interaction
scheme. Provided that there is an algorithm for generating objects and associated
words, the man can play the role of the Oracle. The equivalence checking may be
done by random sampling. The positive answer could be incorrect, but this proba-
bility decreases if the sampling is repeated. The shortest witness w can be generated
manually or by a simple computer program as well. Note also that the ambiguity
of a context-free grammar might be checked by means of the LR(k) test or other
methods [4].

4 The Schützenberger Methodology

The idea of constructing a bijection between a class of combinatorial objects and
the words of a language in order to deduce the generating function of the sequence
of some parameter p on these objects is known as the Schützenberger methodology
and has been developed since the 1960s. As a good bibliographical starting point,
see [8, 17].

Let us briefly describe this theory.Wewill denote by G = (V, �, P, S) a context-
free unambiguous grammar, and by ai the number of words of length i in L(G). Let
Θ be a map that satisfies the following conditions:

1. for every a ∈ �, Θ(a) = z ,

2. Θ(ε) = 1 ,

3. for every N ∈ V , Θ(N ) = N (z) .

If for every set of rules N → α1 | α2 | . . . | αm wewrite N (z) = Θ(α1)+Θ(α2)+
· · · + Θ(αm), then

S(z) =
∞
∑

i=0

ai z
i . (11)

4We are aware of this imprecision. The number of words and their lengths should allow of executing
a program in a reasonable amount of time. This, in turn, depends on many circumstances.
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Thus, to take one example, let us try to find the number of ways in which one can
go from point (0, 0) to point (n, 0) in the Cartesian plane using only the two types
of moves, u = (1, 1) and d = (1,−1), crossing neither the y = 1 line nor the
y = −1 line. It is easy to see that every valid sequence of moves is accepted by the
grammar S → ε | u d S | d u S. This clearly forces S(z) = 1 + z2S(z) + z2S(z),
and consequently S(z) = 1/(1 − 2z2). The Maclaurin series coefficients of S(z)
determine the number of words of a fixed length, so we can look up the number
of unique paths from the starting to the ending point: 〈1, 0, 2, 0, 4, 0, 8, . . .〉 for
consecutive lengths n = 0, 1, 2, . . ..

5 Applications

In this section, three examples of problems from enumerative combinatorics will be
solved by means of our grammar induction method. In every problem, we are given
an infinite class of finite sets Si where i ranges over some index set I (such as the
nonnegative integers IN), and we wish to count the number f (i) of elements of each
Si “simultaneoously,” i.e., give a generating function. In the first and third examples
we will define the necessary bijections on our own, while in the second example, we
will rely on the well-known correspondence between trees and words.

5.1 Compositions of a Natural Number

Compositions are merely partitions in which the order of summands is considered.
For example, there are four compositions of 3: 3, 1+2, 2+1, 1+1+1. The problemwe
are dealingwith in this subsection is to count the number of compositions of n with no
part greater than 3. Fortunately, there is a straightforward one-to-one correspondence
between the compositions and a language over the alphabet � = {a, b, c}. The sign
a is associated with 1, bb with 2, and ccc with 3. So we have, for example, acccbb
corresponding with 1 + 3 + 2, while abc does not belong to the language.

Using5 the method described in Sect. 3, the following grammar is obtained:

v1 → a | a v1 | b v3 | c v4

v2 → c | c v1

v3 → b | b v1

v4 → c v2

5To model and solve our non-linear program we make use of the Optimization Modeling Language
(OML) and Microsoft Solver Foundation 3.1 development tools.
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Employing the methodology specified in Sect. 4 gives the following set of equations:

v1(z) = z + zv1(z) + zv3(z) + zv4(z) , v2(z) = z + zv1(z) ,

v3(z) = z + zv1(z) , v4(z) = zv2(z)

which yields

v1(z) = z + z2 + z3

1 − z − z2 − z3
. (12)

This is an OGF for the sequence 〈0, 1, 2, 4, 7, 13, 24, 44, 81, 149, . . .〉, and as we
can see in the OEIS under entry A000073, our conjecture is indeed correct.

5.2 Rooted Plane Trees

If T is a connected undirected graph without any cycles, then T is called a tree. A
pair (T, r) consisting of a tree T and a specified vertex r is called a rooted tree with
root r . If, additionally, for each vertex, the children of the vertex are ordered, the
result is a rooted plane tree.

Let w be a word formed with the letters x and y. We will say that w is a Dyck
word if w is either an empty word or a word xuyv where u and v are Dyck words.
A word w is a 1-dominated sequence if and only if there exists a prefix of a Dyck
word u such that w = xu.

Let sn be the number of unlabeled rooted plane trees with n vertexes. To find an
OGF for sn , we can take advantage of a mapping g that maps a 1-dominated word
that has n letters x and n − 1 letters y to a tree T with n nodes [1]. The algorithm
for generating g(w) is given below as a pseudo-code:

create an empty stack

read the letters of w to be transformed

create a new vertex v

while the next letter of the sequence is y

read this letter

pop the top tree from the stack

add it as the left child of v

push the tree with root v onto the stack

in the end the stack contains the tree g(w)

By means of our procedure and the Schützenberger methodology, we obtain

v1 → x | x v1 v2

v2 → y | y v1 v2

}

=⇒ v1(z) = 1 − √
1 − 4z2

2z
. (13)
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This is an OGF for the sequence 〈0, 1, 0, 1, 0, 2, 0, 5, 0, 14, 0, 42, . . .〉. However,
when |w| = 2n −1 the number of nodes is n, so we need every second element from
the right shifted sequence. Employing (3), (5) and (6), finally we have

sn = [zn]1 − √
1 − 4z

2
, n ∈ IN . (14)

5.3 Secondary Structure of Single-Stranded tRNAs

A transfer RNA (abbreviated tRNA) is an adaptor molecule composed of RNA,
typically 76 to 90 nucleotides in length, that serves as the physical link between the
nucleotide sequence of nucleic acids and the amino acid sequence of proteins. The
structure of tRNA can be decomposed into its primary structure (the exact sequence
of nucleotides that make up the whole molecule), its secondary structure (usually
visualized as a cloverleaf structure), and its tertiary structure (the three-dimensional
structure defined by the atomic coordinates).

One of the problems considered in chemoinformatics and combinatorics is to
count the number of secondary structures of single-stranded tRNAs having a certain
size. To this end, the special graph theory of secondary structures has been devel-
oped. For the convenience of the reader, we repeat the relevant material from [19],
thus making our exposition self-contained. We call a graph on the set of n labeled
points {1, 2, . . . , n} a secondary structure if its adjacency matrix A = (ai j ) has the
following three properties:

1. ai,i+1 = 1 for 1 ≤ i ≤ n − 1.
2. For each fixed i , 1 ≤ i ≤ n, there is at most one ai j = 1 where j �= i ± 1.
3. ai j = akl = 1, where i < k < j , implies i ≤ l ≤ j .

Let S(n) be the number of secondary structures for n points. It has been proved
that S(1) = S(2) = 1, and for n > 2, S(n) satisfies

S(n + 1) = S(n) +
n−2
∑

k=0

S(k)S(n − k − 1) , (15)

where S(0) ≡ 1. If the OGF φ(z) is defined by φ(z) = ∑

n≥0 S(n)zn , the recursion
formula (15) can be multiplied by zn+1 and summed to obtain

φ(z) = 1 − z − z2 − [

1 + z(z3 − 2z2 − z − 2)
]1/2

2z2
. (16)
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Fig. 1 The secondary
structure for the word
(((aaa)((aaa))
(aaa)))
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Wecanobtain the same result, (16), bymeans of ourmethod byusing the following
bijection (see Fig. 1 as an illustration of this):

• A secondary structure on n points is represented by a wordw ∈ {a, (, )}n in which
the parentheses are well-balanced.

• If ai j = 1 for 1 ≤ i < j − 1 < n, then wi = ( and w j =), for the remaining
positions k let wk = a.

The productions of the resulting unambiguous grammar are v1 → a | a v1 | (v1 v2
and v2 →) | ) v1 .

6 Conclusions

In the present paper, the way in which grammar induction may support finding
generating functions has been revealed. This subject is especially important for such
problems where obtaining an OGF by standardmethods is hard. The proposed idea is
not free from objections. Among the most serious complications are: (a) uncertainty
about the possibility of describing combinatorial objects by a context-free grammar,
(b) uncertainty about the total covering of the objects by a finding grammar, (c) it is
undecidable whether a CFG is ambiguous in the general case [15].
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Optimization of Decision Rules Relative
to Coverage—Comparison of Greedy
and Modified Dynamic Programming
Approaches

Beata Zielosko

Abstract In the paper, a modification of a dynamic programming algorithm for
optimization of decision rules relative to coverage is proposed. Experimental results
with decision tables from UCI Machine Learning Repository are presented.

Keywords Decision rules · Coverage ·Dynamic programming ·Greedy algorithm

1 Introduction

Decision rules are popular form of knowledge representation. They are used in many
areas connected with knowledge discovery and data mining [6, 14]. Exact decision
rules can be overfitted, i.e., dependent essentially on the noise or adjusted toomuch to
the existing examples. Approximate rules have smaller number of attributes usually,
so they are better from the point of view of understanding. Classifiers based on
approximate decision rules have often better accuracy than classifiers based on exact
decision rules. Therefore, approximate decision rules are studied intensively last
years [2, 4, 9, 10, 12].

There are different approaches for construction of decision rules, for example,
separate and conquer approach [4, 5], Boolean reasoning [9, 11], greedy algorithms
[8], dynamic programming approach [2, 17].

There are different rule quality measures that are used for induction or classifica-
tion tasks [12, 13]. In the paper, the coverage of decision rules is studied. It is a rule’s
evaluation measure that allows to discover major patterns in the data. Construction
and optimization of rules relative to coverage can be considered as important task
for knowledge representation.

In the paper, amodification of a dynamic programming algorithm for optimization
of decision rules relative to coverage is presented. Dynamic programming approach
allows one to obtain optimal decision rules, i.e., rules with the maximum coverage
or minimum length. Proposed method of rule induction is based on the analysis of
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the directed acyclic graph constructed for a given decision table. Such graph can be
huge for larger data sets. The aim of the paper, is to find a heuristic, modification
of a dynamic programming algorithm that allows us to obtain values of coverage of
decision rules close to optimal ones [17], and the size of the graph (the number of
nodes and edges) should be smaller than in case of dynamic programming algorithm.

In [7], it was shown that under some natural assumptions on the class N P , the
greedy algorithm is close to the best polynomial approximate algorithms for the
minimization of length of decision rules. There is an intuition, that in case of coverage
we can have similar situation, so greedy algorithm is considered also in this work.
It is obvious, that greedy approach is simpler than dynamic programming approach,
the aim is to compare how close is proposed and greedy solution to optimal solution.

To work with approximate decision rules, an uncertainty measure G(T ) is used.
It is a difference between number of rows in a given decision table and the number of
rows labeled with the most common decision for this table divided by the number of
rows in decision table. A threshold γ, 0 ≤ γ < 1, is fixed and so-called γ-decision
rules, that localize rows in subtables which uncertainty is at most γ, are studied.

Presented algorithm is based on a dynamic programming algorithm for decision
rules optimization relative to coverage [17]. For a given decision table T , a directed
acyclic graph Δγ(T ) is constructed. Nodes of this graph are subtables of a decision
table T described by descriptors (pairs attribute = value). The partitioning of a sub-
table is finished when its uncertainty is at most γ. In [17], subtables of the directed
acyclic graph were constructed for each value of each attribute from T . In the pre-
sented approach, subtables of the graphΔγ(T ) are constructed for one attribute from
T with the minimum number of values, and for the rest of attributes from T—the
most frequent value of each attribute (value of an attribute attached to the maximum
number of rows), is chosen. So, the size of the graphΔγ(T ) (the number of nodes and
edges) is smaller than the size of the graph constructed by the dynamic programming
algorithm. This fact is important from the point of view of scalability. Based on the
graphΔγ(T ), sets of γ-decision rules for rows of table T , are described. Then, using
procedure of optimization of the graph Δγ(T ) relative to coverage, it is possible to
find, for each row r of T , a γ-decision rule with themaximum coverage. These values
of coverage are compared with the optimal ones obtained using dynamic program-
ming algorithm. In [15], modified dynamic programming algorithm was studied but
another uncertainty measure R(T ), which is the number of unordered pairs of rows
with different decisions in the decision table T , was used. This paper contains also
comparison of the coverage of exact decision rules based on another modification
of the dynamic programming algorithm. In [16], modified dynamic programming
algorithm was studied but uncertainty measure J (T ), which is a difference between
number of rows in a given decision table and the number of rows labeledwith themost
common decision for this table, was used. In the present work, modified dynamic
programming algorithm is studied and uncertainty measure G(T ) is used. The paper
contains comparison of values of coverage of decision rules constructed by modified
algorithm and greedy algorithm, and comparison of the size of the directed acyclic
constructed by dynamic programming algorithm and proposed algorithm.
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The paper consists of six sections. Section2 containsmain notions connected with
a decision table and decision rules. In Sect. 3, proposed algorithm for construction of
a directed acyclic graph is presented. Section4 contains a description of a procedure
of optimization relative to coverage. In Sect. 5, a greedy algorithm for γ-decision
rules construction is presented. Section6 contains experimental results with decision
tables from UCI Machine Learning Repository, and Sect. 7—conclusions.

2 Main Notions

In this section, notions corresponding to decision tables and decision rules are pre-
sented.

A decision table T is a rectangular table with n columns labeled with conditional
attributes f1, . . . , fn . Rows of this table are filled with nonnegative integers that are
interpreted as values of conditional attributes. Rows of T are pairwise different and
each row is labeled with a nonnegative integer (decision) that is interpreted as a value
of a decision attribute.

A minimum decision value which is attached to the maximum number of rows in
T will be called the most common decision for T .

By N (T ) the number of rows in table T is denoted and by Nmcd(T ) the number
of rows in the table T labeled with the most common decision for T is denoted. The
value G(T ) = N (T ) − Nmcd(T )/N (T ) will be interpreted as uncertainty of the
table T .

The table T is called degenerate if T is empty or all rows of T are labeled with
the same decision, in this case, G(T ) = 0.

A table obtained from T by the removal of some rows is called a subtable of
the table T . Let T be nonempty, fi1 , . . . , fis ∈ { f1, . . . , fn} and a1, . . . , as be
nonnegative integers. By T ( fi1 , a1) . . . ( fis , as) the subtable of the table T is denoted.
It contains only rows that have numbers a1, . . . , as at the intersection with columns
fi1 , . . . , fis . Such nonempty subtables (including the table T ) are called separable
subtables of T .

An attribute fi ∈ { f1, . . . , fn} is not constant on T if it has at least two different
values. For the attribute that is not constant on T it is possible to find the most frequent
value. It is an attribute’s value attached to the maximum number of rows in T .

The set of attributes from { f1, . . . , fn} which are not constant on T is denoted
by E(T ). For any fi ∈ E(T ), the set of values of the attribute fi in T is denoted by
E(T, fi ). If fi ∈ E(T ) is the attribute with the most frequent value then E(T, fi )

contains only one element.
The expression

fi1 = a1 ∧ . . . ∧ fis = as → d (1)
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is called a decision rule over T if fi1 , . . . , fis ∈ { f1, . . . , fn}, and a1, . . . as, d are
nonnegative integers. It is possible that s = 0. In this case (1) is equal to the rule

→ d. (2)

Let r = (b1, . . . , bn) be a row of T . The rule (1) will be called realizable for r , if
a1 = bi1 , . . . , as = bis . If s = 0 then the rule (2) is realizable for any row from T .

Let γ be a nonnegative real number, 0 ≤ γ < 1. The rule (1) is called γ-true for
T if d is the most common decision for T ′ = T ( fi1 , a1) . . . ( fis , as) and G(T ′) ≤ γ.
If s = 0 then the rule (2) is γ-true for T if d is the most common decision for T and
G(T ) ≤ γ.

If the rule (1) is γ-true for T and realizable for r , it will be called a γ-decision
rule for T and r . Note that if γ = 0 it is an exact decision rule for T and r .

Let τ be a decision rule over T and τ be equal to (1). The coverage of τ is the
number of rows in T for which τ is realizable and which are labeled with the decision
d. It is denoted by c(τ ). If s = 0 then c(τ ) is equal to the number of rows in T which
are labeled with decision d.

3 Algorithm for Directed Acyclic Graph Construction

In this section, a modification of the dynamic programming algorithm that construct,
for a given decision table T , a directed acycylic graph Δγ(T ) is presented. Based
on this graph it is possible to describe the set of decision rules for T and each row
r of T . Nodes of the graph are separable subtables of the table T . At each step, the
algorithm processes one node and marks it with the symbol *. At the first step, the
algorithm constructs a graph containing a single node T that is not marked with *.

Let the algorithm have already performed p steps. Now, the step (p + 1) will
be described. If all nodes are marked with the symbol * as processed, the algorithm
finishes its work and presents the resulting graph asΔγ(T ). Otherwise, choose a node
(table)Θ , that has not been processed yet. Let d be the most common decision forΘ .
If G(Θ) ≤ γ label the considered node with the decision d, mark it with symbol *
and proceed to the step (p+2). If G(Θ) > γ then for each attribute fi ∈ E(Θ), draw
a bundle of edges from the node Θ if fi is the attribute with the minimum number
of values. If fi is the attribute with the most frequent value draw one edge from the
node Θ . Let fi be the attribute with the minimum number of values and E(Θ, fi ) =
{b1, . . . , bt }. Then draw t edges fromΘ and label themwith pairs ( fi , b1) . . . ( fi , bt )

respectively. These edges enter to nodes Θ( fi , b1), . . . , Θ( fi , bt ). For the rest of
attributes from E(Θ) draw one edge, for each attribute, from the node Θ and label it
with pair ( fi , b1), where b1 is the most frequent value of the attribute fi . This edge
enters to a node Θ( fi , b1). If some of nodes Θ( fi , b1), . . . , Θ( fi , bt ) are absent in
the graph then add these nodes to the graph. Each row r of Θ is labeled with the set
of attributes EΔγ(T )(Θ, r) ⊆ E(Θ), some attributes from this set can be removed
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later during a procedure of optimization. The node Θ is marked with the symbol *
and proceed to the step (p + 2).

The graph Δγ(T ) is a directed acyclic graph. A node of such graph will be called
terminal if it does not have outgoing edges. Note that a node Θ of Δγ(T ) is terminal
if and only if G(Θ) ≤ γ.

In the next section, a procedure of optimization of the graph Δγ(T ) relative to
the coverage will be described. As a result, a graph G is obtained with the same
sets of nodes and edges as in Δγ(T ). The only difference is that any row r of each
nonterminal node Θ of G is labeled with a nonempty set of attributes EG(Θ, r) ⊆
E(Θ). It is possible also that G = Δγ(T ).

Now, for each node Θ of G and for each row r of Θ , a set of γ-decision rules
RulG(Θ, r) will be described. The algorithm starts from terminal nodes of G and
moves to the node T .

Let Θ be a terminal node of G labeled with the most common decision d for Θ .
Then RulG(Θ, r) = {→ d}.

Let nowΘ be a nonterminal node ofG such that for each childΘ ′ ofΘ and for each
row r ′ of Θ ′, the set of rules RulG(Θ ′, r ′) is already defined. Let r = (b1, . . . , bn)

be a row of Θ . For any fi ∈ EG(Θ, r), the set of rules RulG(Θ, r, fi ) is defined as
follows:

RulG(Θ, r, fi ) = { fi = bi ∧ σ → k : σ → k ∈ RulG(Θ( fi , bi ), r)}.

Then RulG(Θ, r) = ⋃

fi ∈EG (Θ,r) RulG(Θ, r, fi ).

To illustrate the presented algorithm a decision table T0 depicted on the top of
Fig. 1 is considered. The value γ = 0.5, so during the construction of the graph
Δ0.5(T0) the partitioning of a subtable Θ of T0 ends if G(Θ) ≤ 0.5. The graph
is denoted by G = Δ0.5(T0). Now, for each node Θ of the graph G and for each
row r of Θ the set RulG(Θ, r) will be described, starting from terminal nodes.
Terminal nodes of the graph G areΘ1,Θ2,Θ3,Θ4. For these nodes: RulG(Θ1, r1) =
RulG(Θ1, r2) = RulG(Θ1, r3) = {→ 2}; RulG(Θ2, r4) = RulG(Θ2, r5) = {→
1}; RulG(Θ3, r1) = RulG(Θ3, r3) = RulG(Θ3, r4) = {→ 3}; RulG(Θ4, r2) =
RulG(Θ4, r3) = RulG(Θ4, r4) = RulG(Θ4, r5) = {→ 3}.

Fig. 1 Directed acyclic
graph G = Δ0.5(T0)
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Now, the sets of rules attached to rows of T0 are described: RulG(T0, r1) = { f1 =
0 → 2, f2 = 0 → 3}; RulG(T0, r2) = { f1 = 0 → 2, f3 = 1 → 3};
RulG(T0, r3) = { f1 = 0 → 2, f2 = 0 → 3, f3 = 1 → 3}; RulG(T0, r4) = { f1 =
1 → 1, f2 = 0 → 3, f3 = 1 → 3}; RulG(T0, r5) = { f1 = 1 → 1, f3 = 1 → 3}.

4 Procedure of Optimization Relative to Coverage

In this section, a procedure of optimization of the graph G relative to the coverage
c is presented. The algorithm moves from the terminal nodes of the graph G to the
node T . It will assign to each row r of each tableΘ the set Rulc

G(Θ, r) of γ-decision
rules with the maximum coverage from RulG(Θ, r), the number Optc

G(Θ, r) – the
maximum coverage of a γ-decision rule from RulG(Θ, r), and it will change the set
EG(Θ, r) attached to the row r in the nonterminal table Θ . The obtained graph is
denoted by Gc.

Let Θ be a terminal node of G and d be the most common decision for Θ . Then
the number Optc

G(Θ, r) is assigned to each row r of Θ . It is equal to the number of
rows in Θ which are labeled with the decision d.

LetΘ be a nonterminal node of G and all children ofΘ have already been treated.
Let r = (b1, . . . , bn) be a row of Θ . The number Optc

G(Θ, r) =
max{Optc

G(Θ( fi , bi ), r) : fi ∈ EG(Θ, r)} is assigned to the row r in the table
Θ and set EGc (Θ, r) = { fi : fi ∈ EG(Θ, r), Optc

G(Θ( fi , bi ), r) = Optc
G(Θ, r)}.

Below you can find sets Rulc
G(T0, ri ), i = 1, . . . , 5, of γ-decision rules for T0

(depicted on the top of Fig. 1) and ri , with the maximum coverage, and the value
Optc

G(T, ri ). It is equal to the maximum coverage of γ-decision rule for T0 and ri ,
and it was obtained during the procedure of optimization of the graph G relative to
the coverage.
RulG(T0, r1) = { f1 = 0 → 2, f2 = 0 → 3}, Optc

G(T0, r1) = 2;
RulG(T0, r2) = { f1 = 0 → 2, f3 = 1 → 3}, Optc

G(T0, r2) = 2;
RulG(T0, r3) = { f1 = 0 → 2, f2 = 0 → 3, f3 = 1 → 3}, Optc

G(T, r3) = 2;
RulG(T0, r4) = { f2 = 0 → 3, f3 = 1 → 3}, Optc

G(T, r4) = 2;
RulG(T0, r5) = { f3 = 1 → 3}, Optc

G(T, r5) = 2.

5 Greedy Algorithm

In this section, a greedy algorithm for γ-decision rule construction is presented (see
Algorithm 1). At each iteration, an attribute fi ∈ { f1, . . . , fn} with minimum index
is selected, such that uncertainty G(T ) of corresponding subtable is minimum. The
algorithm is applied sequentially to each row r of the table T . As a result, for each
row r of T , a γ-decision rule is obtained.
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Algorithm 1 Greedy algorithm for γ-decision rule construction
Require: Decision table T with conditional attributes f1, . . . , fn, row r = (b1, . . . , bn) of T , and
real number γ, 0 ≤ γ < 1.

Ensure: γ-decision rule for T and r .
Q ← ∅;
T ′ ← T ;
while G(T ′) > γ do
select fi ∈ { f1, . . . , fn} with the minimum index such that G(T ′( fi , bi )) is minimum;
T ′ ← T ′( fi , bi );
Q ← Q ∪ { fi };

end while
∧

fi ∈Q( fi = bi ) → d, where d is the most common decision for T ′.

6 Experimental Results

Experiments were done on decision tables from UCI Machine Learning Repository
[3]. Some decision tables contain conditional attributes that take unique value for
each row. Such attributes were removed. In some tables there were equal rows with,
possibly, different decisions. In this case, each group of identical rows was replaced
with a single row from the group with the most common decision for this group. In
some tables there were missing values. Each such value was replaced with the most
common value of the corresponding attribute. Let T be one of these decision tables.
For this table values of γ from the set�(T ) = {G(T )×0.001, G(T )×0.01, G(T )×
0.1, G(T ) × 0.2}, were considered.

For each such decision table T , using modified dynamic programming algorithm,
the directed acyclic graph Δγ(T ) was constructed. Then, optimization relative to
coverage was applied. For each row r of T , the maximum coverage of a γ-decision
rule for T and r was obtained. After that, for rows of T , the average coverage of
rules with the maximum coverage—one for each row, was calculated.

Tables1 and 2 present the average coverage of γ-decision rules. Column attr
contains the number of attributes in T , column rows—the number of rows in T .
Values of the average coverage of γ-decision rules constructed by the proposed
algorithm are contained in a column mod, values of γ-decision rules constructed
by the dynamic programming algorithm are contained in the column dp, and val-
ues of γ-decision rules constructed by the greedy algorithm are contained in the
column greedy. Comparisons with optimal values (obtained by the dynamic pro-
gramming algorithm), for modified and greedy algorithms, are presented in columns
diff mod and diff greedy respectively. It is a relative difference which is equal to
(Opt_Coverage - Coverage)/Opt_Coverage, where Opt_Coverage denotes the aver-
age coverage ofγ-decision rules constructed by the dynamic programming algorithm,
Coverage denotes the average coverage of γ-decision rules constructed by the pro-
posed algorithm (in a case of columnmod) and greedy algorithm (in a case of column
greedy). Based on the average relative difference it is possible to see how close on
average coverage is proposed and greedy solution to optimal solution. Values in bold
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Table 3 Size of the directed acyclic graph for γ ∈ {G(T ) × 0.001, G(T ) × 0.01}
Decision table G(T ) × 0.001 G(T ) × 0.01

nd edg nd-dp edg-dp nd edg nd-dp edg-dp

Adult-stretch 36 37 72 108 36 37 72 108

Balance-scale 654 808 1212 3420 654 808 1212 3420

Breast-cancer 2483 9218 6001 60387 2483 9218 6001 60387

Cars 799 1133 7007 19886 799 1133 7007 19886

Lymphography 26844 209196 40928 814815 26844 209196 40928 814815

Monks-1-test 568 694 2772 7878 568 694 2772 7878

Monks-2-train 632 1277 1515 6800 632 1277 1515 6800

Nursery 18620 27826 115200 434338 18620 27826 115200 434338

Shuttle-landing 78 257 85 513 78 257 85 513

Soybean-small 3023 38489 3592 103520 3023 38489 3592 103520

Teeth 118 446 135 1075 118 446 135 1075

denote that the relative difference regarding to average coverage of rules, for pro-
posed algorithm and dynamic programming algorithm, is equal to zero or close to
zero, and there exists a difference regarding to the size of the directed acycylic graph
(see Table5). The last row in Tables1 and 2, presents the average value of the rel-
ative difference for considered decision tables. These values show, that on average,
proposed approach allows to obtain values of coverage of constructed rules closer to
optimal ones than greedy approach.

Tables3 and 4 present a size of the directed acyclic graph, i.e., number of nodes
(column nd) and number of edges (column edg) in the graph constructed by the

Table 4 Size of the directed acyclic graph for γ ∈ {G(T ) × 0.1, G(T ) × 0.2}
Decision table G(T ) × 0.1 G(T ) × 0.2

nd edg nd-dp edg-dp nd edg nd-dp edg-dp

Adult-stretch 36 37 72 108 36 37 72 108

Balance-scale 625 727 1204 3300 622 710 1200 3220

Breast-cancer 2483 9218 6001 60387 2480 9201 6001 60186

Cars 799 1133 7007 19886 794 1123 7002 19866

Lymphography 26832 208936 40925 813980 26362 202043 40779 791308

Monks-1-test 568 694 2772 7878 568 694 2772 7878

Monks-2-train 632 1277 1515 6800 631 1272 1515 6769

Nursery 18572 27558 115200 428129 18386 27226 115200 416387

Shuttle-landing 78 257 85 513 78 257 85 513

Soybean-small 3023 38413 3592 103351 3020 38039 3592 102523

Teeth 118 446 135 1075 118 446 135 1075
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Table 5 Comparison of the size of the directed acyclic graph

Decision table G(T ) × 0.001 G(T ) × 0.01 G(T ) × 0.1 G(T ) × 0.2

nd diff edg diff nd diff edg diff nd diff edg diff nd diff edg diff

Adult-stretch 2.00 2.92 2.00 2.92 2.00 2.92 2.00 2.92

Balance-scale 1.85 4.23 1.85 4.23 1.93 4.54 1.93 4.54

Breast-cancer 2.42 6.55 2.42 6.55 2.42 6.55 2.42 6.54

Cars 8.77 17.55 8.77 17.55 8.77 17.55 8.82 17.69

Lymphography 1.52 3.89 1.52 3.89 1.53 3.90 1.55 3.92

Monks-1-test 4.88 11.35 4.88 11.35 4.88 11.35 4.88 11.35

Monks-2-train 2.40 5.32 2.40 5.32 2.40 5.32 2.40 5.32

Nursery 6.19 15.61 6.19 15.61 6.20 15.54 6.27 15.29

Shuttle-landing 1.09 2.00 1.09 2.00 1.09 2.00 1.09 2.00

Soybean-small 1.19 2.69 1.19 2.69 1.19 2.69 1.19 2.70

Teeth 1.14 2.41 1.14 2.41 1.14 2.41 1.14 2.41

Average 3.04 6.78 3.04 6.78 3.05 6.80 3.06 6.79

proposed algorithm and dynamic programming algorithm (columns nd-dp and edg-
dp respectively).

Table5 presents comparison of the number of nodes (column nd diff ) and number
of edges (column edg diff ) of the directed acyclic graph. Values of these columns
are equal to the number of nodes/edges in the directed acyclic graph constructed by
the dynamic programming algorithm divided by the number of nodes/edges in the
directed acyclic graph constructed by the proposed algorithm. Presented results show
that the size of the directed acyclic graph constructed by the proposed algorithm
is smaller than the size of the directed acyclic graph constructed by the dynamic
programming algorithm. In particular, for the data sets “soybean-small”, “teeth” and
“cars”, the results of the average coverage are almost the same (see Tables1 and 2)
but there exists a difference relative to the number of nodes (more than one time)
and relative to the number of edges (more than two times).

Experiments were done using software system Dagger [1] which is implemented
in C++ and uses Pthreads and MPI libraries for managing threads and processes
respectively, on computer with i5-3230M processor and 8 GB of RAM.

7 Conclusions

Amodification of the dynamic programming algorithm for optimization of approxi-
mate decision rules relative to the coverage was presented. Using relative difference
on average coverage of γ-decision rules it was possible to see that on average, pro-
posed approach allows to obtain values of coverage of constructed rules closer to
optimal ones than greedy approach. The size of the directed acyclic graph constructed
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by the proposed algorithm, for all data sets and γ ∈ �(T ), is smaller than the size of
the directed acyclic graph constructed by the dynamic programming algorithm, and
in the case of edges, the difference is at least two times. In the future works, accuracy
of rule based classifiers using considered algorithms will be compared.
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Characteristic of User Generated Load
in Mobile Gaming Environment

Krzysztof Grochla, Wojciech Borczyk, Maciej Rostanski
and Rafal Koffer

Abstract This paper describes an analysis of the variability of the load imposed
by users of a mobile gaming platform. We measure the communication between the
sample mobile gaming application and characterize the types of requests that are
being transmitted to the cloud service. We characterize the variability of the load
in time, finding weekly and daily patterns of load and differences between working
days and weekends of approximately 20%. We analyze the correlations between
the processing of the different types of requests, and find that the processing time
correlates with the total load observed on server, but is only partially related to the
type of request being processed.

Keywords Mobile gaming · Performance evaluation · Sesion length · Load
estimation

1 Introduction

Themobile devices like smartphones and tablets have become omnipresent in the cur-
rent society. The mobile phones have been designed mainly for communication, but
currently are being used also for entertainment, as a platform to play music, display
video files or execute games. Themarket of games for mobile devices is experiencing
very fast growth: according to the Newzoo Global Games Market Report [12] the
games for smarthphones and tablets share approximately 20% of the global gaming
market, and its value is about to rise by 47% for tablets and 18% for smartphones
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between 2012 and 2016. It shows that the gaming is moving from consoles to the
mobile segment, as users interact with the mobile devices both in home and on the
move.

Themobile gaming industry is becoming a significant part of the traffic inwireless
mobile networks. Thanks to nearly constant availability of the internet connection the
mobile games are not only executed locally, but also communicatewith other players’
devices and with the server infrastructure. It allows to enrich the gaming experience,
creating multiplayer games and allows the users to share the user-generated content.
Thus the user is becoming not only the consumer of the data, but also creates the
content which s used by other users. The way the users interact with the game, how
much of the data they want to share and in what times of the day they play influences
the load imposed on both the network and the servers creating the infrastructure for
the game.

The mobile games are facing many challenges related to the limited resources
of the mobile devices in terms of e.g. battery life, storage and bandwidth [15]. The
cloud based, distributed systems are popular as a server side system [3] ormiddleware
for mobile applications [14]. Large number of mobile games assumes interactions
between users and require constant connectivity with the server to synchronize what
the users are doing in the virtual environment and load the elements of the virtual
environment as the user is progressingwithin the game. The appropriate performance
of the backend system is crucial for the perception of the game, the pauses caused
by a delay in downloading are hardly acceptable by the users, thus the servers must
not be overloaded [13]. On the other hand, the cost of virtual machines lease must
be minimized, thus the appropriate scaling of the backend infrastructure is needed.

The patterns of mobile device usage during the day and in different days of the
week change [8]. It is more likely that people will use mobile games in the free
time or while they commute [17]. This behavior influences the load imposed on the
server infrastructure. To correctly estimate the load in a mobile gaming cloud system
the analysis how it changes during the day and during is needed. This paper presents
the results of such measurements for a sample mobile gaming platform. The rest of
the paper is organized as follows: in Sect. 2 we describe the gaming platform for
which we have executed the measurements, next we describe the results and analyze
the observed variability of the number of users, sessions, requests and other load
metrics. We finish with a short conclusion.

2 Architecture of the Evaluated System

The evaluation of the gaming platform has been performed on the Createrria [11],
which is a quick and easy to use platform for creating, sharing and playing games
that turns making games into a game. It allows the users to create games with just
a few taps without any programming skills, share them with friends or simply play
other people creations. TheCreaterria is based on themulti-tier architecture, inwhich
presentation, application processing, and data management functions are physically
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separated. The game on the mobile device works as a client, sending HTTP requests
to the cloud server when new data is needed (e.g. a user enters onto new level) or
some data need to be stored (e.g. the user needs to save high score). This type of
communication is typical for the mobile application, according to [10] 97% of the
traffic in modern mobile networks is transmitted through TCP and HTTP. The server
side application has separated functions of data processing and storage. The cache
is used on each of the layers to minimize the amount of communication needed and
improve the game response time.

3 Characteristic of the Mobile Gaming User Behavior

The load of the mobile gaming platform depends on the number of users playing
the game simultaneously and the number of requests coming from the games to
the backend system. We concentrate on the evaluation of the number of requests,
without direct analysis of the user mobility and behavior, as it is difficult to monitor
the users’ location and this problem has been analyzed in multiple other works—
see e.g. [9]. To characterize how the load on the system changes in time, we have
implemented a custom tool that monitors the amount of requests received by the
backend cloud system in time. We have also measured the time required to process
each request and the number of sessions established between the mobile application.
The measurements have been executed over two weeks period, the representative
subset of the data, which allowed to anonimize the results.

3.1 Session Variability

The Fig. 1 shows the experimental probability density function, calculated from the
histogram of the number of concurrent session in the system. We can observe that it
follows the normal distribution. The standard deviation is equal to the 30% of the

Fig. 1 Experimental
probability distribution
(EPDF) of number of
concurrent sessions in the
system
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Fig. 2 EPDF of number of
session per day for a single
user

mean, what shows that the number of the users using the mobile gaming platform
does not change significantly over the evaluated period.

Next we evaluated how many sessions a single user starts per day. The Fig. 2
shows that for the analyzed platform around 40% of the users use the game only
once per day. However most of the users return to the game more than once during
a day, some do this 15 or even more times per day. The changes in the characteristic
of the number of sessions per day are presented on Fig. 3, where daily histograms
are shown. It can be seen that the distribution is stable and the amount of users using
the application changes mainly among those who use the game only once or twice
per day.

Fig. 3 Changes of number of session per day over a month period
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Fig. 4 Distribution of session length

The distribution of a hourly medians of session length is shown on the Fig. 4.
The average session lasted almost 10min, what is quite long for a mobile game—
according to [5] the average session length for IOS games is lower than 7min.

4 Weekly and Daily Patterns

To characterize the load variability in time we have measured the average number of
requests transmitted to the servers depending on the day of the week. The measure-
ment are presented on Fig. 5 and show an increase of load during the weekend of
10–20%. There are no significant changes in load between work days, although on
Friday the number of requests coming from the mobile application is slightly higher.
We have also measured the load changes during the 15 consecutive days, starting

Fig. 5 Characteristic of load changes during a week
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Fig. 6 Characteristic of load changes for different days during the analysed period

from Monday Dec 22th 2014 and end on Monday Jan 5th 2015. The load is consid-
erably higher during the Christmas time, the difference is around 33% comparing to
the next week (Fig. 6).

The variability in hourly load averages is higher than between days of the week,
as can be seen on Fig. 7. The evaluated gaming platform is available globally, but the
majority of the players come from North America, thus the time on the plot is shown
in PDT time zone. The load imposed during the afternoon peak of gaming activity
is approximately 75% higher than the minimum, observed in early morning hours.
The peak in the load corresponds with the patterns of smartphone and tablet usage
shown in [6], where the maximum of usage was also observed in the afternoon and
the minimum between 4 and 5 am. However the difference between maximum and
minimum is much lower (on the global data approximately 6 times more users are
using the mobile devices in the afternoon than during the night), probably because
the global availability of the analyzed platform.

Fig. 7 Characteristic of hourly load changes
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5 Load Characteristics

The communication protocol implemented in the analyzed mobile gaming platform
is based on HTTP requests transmitted by the application to download more data
needed during the game or post some information to the server (like e.g. high score).
The use of HTTP based communication is common for mobile gaming, because of
the availability of the libraries to support this protocol in both IOS and Android
OSes and because this protocol is accepted by virtually every network operator and
is rarely blocked by the firewalls. To characterize the network generated by the
gaming activity we have identified 15 types of requests which are transmitted during
the communication between the mobile application and the backend servers. We
have measured the time required to process each of those 15 types of requests. The
histograms of the time required to respond to a sample request type is shown on
Fig. 8. It can be seen that it is a heavy tailed distribution, with most of the probability
mass concentrated around 10–12s, while there is a very low number of events when
the request is processed for a longer time than 40s.

To measure the correlation between the processing time for different types of
requests we havemonitored the 10s average time required for each type of the request
to finish. The correlation between two sample types of requests is presented on the
scatterplot on Fig. 9. We can see that the processing time was heavily correlated—
the correlation coefficient was equal 0.784 between those two applications and had
very similar value when calculated between any of the 15 types of requests used
by the analyzed mobile gaming platform. This is especially the case for the longest
processing time observed, what corresponds to periods when the backend server
is overloaded. The time required to respond to a request was in a very small part
dependent on the type of the request and the processing time is dependent mainly
on the temporal server load, not on the operation character. It also proves that when
the server is overloaded every types of requests are degraded in very similar manner.
However there were some periods in time where one of the types of requests required
longer processing, while the second was quicker—this may be caused by the types of
data requested from the database, which in some cases required longer access time.

Fig. 8 Distribution of the
processing time of requests
sent from the mobile
application
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Fig. 9 Correlation between
the processing time for two
different types of requests

Fig. 10 Distribution of
number of requests

We have also analyzed the distribution of the total amount of requests transmit-
ted between application and the server. The Fig. 10 shows that it can be very well
approximated by the the normal distribution.

6 Related Work

The patterns of mobile application usage have been studied in a few research papers.
Böhmer et al. [2] present detailed application usage analysis from over 4100 users.
They show similar daily usage patterns, with smallest number of users at 4–5 am and
highest load in afternoon hours, but the difference between highest and lowest load is
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much higher than in application platform evaluated by us. Similar daily load pattern
is also observed in [1], where differences between addicted and regular users are
analyzed. In [16] a prediction model for application usage patterns is developed, but
it is dedicated to emulate switching between different applications, not estimation
of the load in a mobile game. The load patterns in mobile gaming did not show the
self-similar characteristics observed in the general internet traffic [4].

The session times for different types of applications have been evaluated in [7],
where behavior of 21 participants was analyzed. The session time was changing
heavingdependingon the type of application used,withmore than40%of application
used for less than 15s. In [18], also based on a small number of participants (25), 50%
of application session time is under 30 s and 90% under 4min. We have observed
session times much longer than the average of almost 10min, what is in line with
the larger usage time reported for mobile games in previous works [5].

7 Conclusions

The measured characteristic of load between a mobile gaming application and the
backend servers show strong correlation between the time of day and the load in
mobile gaming platform. The load in different days of the week also changes notice-
ably, with load on weekend larger by more than 20%. The distribution of changes in
observed load shows that it follows normal distribution. The processing time has a
long tail distribution and changes in similar way for all types of requests served by
the same server.
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Using Kalman Filters on GPS Tracks

Krzysztof Grochla and Konrad Połys

Abstract This paper describes the practical evaluation of the application of the
Kalman filters to GPS tracks, gathered by mobile phones or GPS trackers. We try
to answer the question whenever the filtering applied on higher layer of the mobile
device software may improve the quality of the data provided by the GPS receiver.
Two metrics are used for comparison: the average euclidean distance between the
points on theGPS tracks and the actual location of the user and the area of the polygon
created by intersection of the filtered and real track. We find that the Kalman filtering
does not improve those two metrics and the direct use of the data provided by the
GPS receiver provides track which is on average more near the real path than result
of Kalman filtering. However we observe that this is caused by the errors introduced
when the user change the direction and when we evaluate a parts of the path without
rapid changes of direction (as e.g. crossing) the filters allow to generate the points
which are more near the road taken by the user.

Keywords GPS tracking · Kalman filtering · Smartphone tracking · Mobility
monitoring

1 Introduction

The growth in availability of mobile devices equipped with GPS (Global Positioning
System) receivers facilitated the development and popularity of applications and
services based on location of users. Applications on mobile devices can help us to
navigate to any place, measure the traveled distance or show the way to nearest ATM.
A large number of dedicated devices allowing to gather the GPS tracks are available
on the market, of which some even have been patented [4]. The monitoring of the
GPS location is important in multiple research projects, starting from monitoring
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of rare species (see e.g. [9] or [16]), through mobility modeling, to performance
evaluation of wireless network [8].

The GPS tracking devices and applications periodically denote the location of the
device, creating a set of records that contain three values: timestamp, latitude and
longitude. The applications that use the location information on smartphones and
other mobile devices typically rely on the information provided by the GPS receiver.
The GPS receiver is a hardware device generating a stream of data compatible with
the NMEA standard [2]. The NMEA stream may passed directly to an application to
be parsed within it or may be processed by the device’s operating system to provide
the location information. The data provided by theGPS receiver are generated using a
sophisticated signal processing algorithms to provide as precise location as possible.
To the best authors knowledge, allGPS solutions available in smartphones andmobile
tracking devices are proprietary, so detailed information on the filters applied within
the hardware and firmware of such devices is not publicly available. But the location
information provided by the GPS often fluctuates, even for a stationary device, and is
subject to multiple sources of noise, such as e.g. the ionospheric irregularities [13].

In this paper we try to answer the questionwhenever the filtering applied on higher
layer of the mobile device software (within the tracking application) may improve
the quality of the data provided by the GPS receiver. We have selected Kalman filter
as the most popular and widely used for the GPS tracks. We aim in comparing the
quality of the data read directly from the GPS received with the tracks after filtering.

The rest of the paper is organized as follows: in the second section we present
short literature review; next we describe the methods used to gather sample GPS
tracks and the metrics used to compare them; in the following section we present the
results and we finish with a short conclusion.

1.1 Review of the Literature

Kalman filtering, also known as linear quadratic estimation (LQE), have been pro-
posed in 1960 in [10]. The filter uses a series of measurements observed over time,
containing noise and other inaccuracies, and produces estimates of unknown vari-
ables that tend to be more precise than those based on a single measurement alone.
The algorithm works in a two-step process. In the prediction step, the Kalman fil-
ter produces estimates of the current state variables, along with their uncertainties.
When the next measurement (including some errors and random noise) are avail-
able, these estimates are updated using a weighted average, with more weight being
given to estimates with higher certainty [11]. The Kalman filer may run in real time
using only the present input measurements and the previously calculated state and
its uncertainty matrix; no additional past information is required [15].

The problem of filtering the GPS data has been considered in multiple papers,
starting from the 1990s. Mohamed and Schwartz use adaptive Kalman filtering for
integrated inertial navigation system and GPS [12]. In [3] a method and system
for accurately determining the position coordinates of a mobile GPS receiver by
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resolving the double difference GPS carrier phase integer ambiguity has been pro-
posed. The Kalman filters are often applied to vector-tracking GPS [6] or estimation
of vehicle parameters [5].

2 Gathering and Filtering the GPS Tracks

We have developed a custom application for mobile phones with GPS receivers,
called BX-Tracker [7]. This application with specially created algorithms is able to
continuously, without noticeable battery drain, monitor the location of user. Raw
data gathered from this application were analyzed and filtered for this research. For
the filtering purpose were used the GPS tracks collected from different (brand and
model)Android smartphoneswithBX-Tracker application.As an examplewere used
two tracks for which gathered the most number of repetitions.

To evaluate the effect of tracks filtering we have developed application in Python.
This application has implemented following features: removing positions with very
low accuracy (we posited more than 400m), duplicated entries (with the same posi-
tion and time), removing entry when it’s time is incorrect (eg. year 1970, in this case
the position was wrong also), removing entries with impossible speed or acceleration
(we assumed the top speed is 180km/h andmax acceleration 4m/s in 2 s) andKalman
filter. We have used the implementation of the Kalman filters according to the book
[5], using the Python code published in [14]. To measure how much the tracks are
approximate to the reference track used another Python application which calculate
average distance between tracks, area between them and draw graphic representation.

2.1 Comparison of the GPS Tracks

The definition of the metric describing the quality of the GPS track is crucial to
compare two GPS tracks. The Fréchet distance is a commonly used measure of
similarity between curves that takes into account the location and ordering of the
points along the curves [1]. If we imagine a dog walking on one path and a person
with a leash walking on the second, the Fréchet distance of two curves is the minimal
length of any leash necessary for the dog and the person to move from the starting
points of the two curves to their respective endpoints. The drawback of the Fréchet
distance is that it measures only the distance in the most pessimistic location and
does not represent the average error between points gathered by the GPS.

The area of the figure defined by the two curves is another method to estimate
the average distance between them. To measure it we have linked the firsts and lasts
points of the two tracks and calculated the area of the polygon created (or sum of
area of all polygons created when the curves were crossing each other). This metric,
known as area of overlap, is used in shape matching [17]. The smaller the area is the
more near are two GPS tracks.



666 K. Grochla and K. Połys

In case of GPS track we have a set of points which define the track and we are
most interested in having those points as near to the real location as possible. For
such problem we were able to calculate the distance between each of the points on
the track and the nearest point of the ideal track, representing the real location of
the user. Thus we were able to calculate the average euclidean distance between the
tracks and we have used it as a second metric in our study.

3 Influence of Filtering on Sample GPS Tracks

3.1 Fitting of Kalman Filters

The selection of the parameters of Kalman filters can significantly influence the
resulting quality of the achieved signal [18]. We have taken an iterative approach,
trying to rerun the filtering and evaluate the quality of the generated path. We have
used the two metrics described above: the average distance between the ideal path
and the path generated by filtering and the area of overlap. To compare the results
three similar tracks were needed—raw track, filtered one and the reference track
(Fig. 1). The reference track was drawn on the map by precise representation of

Fig. 1 Tracks example—green line is the reference track, blue line is the raw track and the red is
a filtered track, map c©OpenStreetMap contributors
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Fig. 2 Tracks example—green line is the reference track, blue line is the raw track and the red is
a filtered track, map c©OpenStreetMap contributors

the traveled path on the map. Figure2 depicts recorded raw track (blue line) with
false loop near traffic lights, the red line is a filtered track and the green line is
a reference track. The OpenStreetMap data were used as a reference background.
Figure3 depicts difference between raw track and reference track (on the left) and
filtered and reference track (on the right).

The direct comparison of the measured metric showed that there were no such
parameters of theKalmanfilter forwhich the filtered pathwasmore near the reference
path than the path directly read from the GPS receiver. The results of the comparison
based on twometrics: average distance between paths and the area of polygon created
by the two paths, are presented in Table1. For the parameters showing the best fit the
average distance between the reference and the raw track was equal 5.31m; for the
filtered track it was equal 5.61m. The areas of the polygon are respectively: 9190.99
and 9710.88m2. As the result, according to both metrics defined the filtered track
was slightly less close to the reference track than the original (Fig. 4).
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Fig. 3 Difference between:
raw track and reference
track—on the left, filtered
and reference track—on the
right

Table 1 Comparison of original and filtered path accuracy

Average distance (m) Area of polygon (m2)

Original path 5.31 9190.99

Filtered path 5.61 9710.88

3.2 Comparison of the Filtered and Non-filtered Tracks

The increase of the average distance to the reference path and the area of the inter-
section figure can be explained by the tendency of the filtering to introduce errors
when the user change the direction of movement. On Fig. 1 we can see a closeup of
the location near a crossing, where a rapid change of direction took place. In such a
place the filtered track is shown as a curve not reaching the location of the crossing,
smoothed before the most far point of the track. A similar situation can be observed
on another example near different crossing on Fig. 5. Another example of a situation
in which the filtering introduces errors is a part of the path with multiple changes of
direction in a short time, as it is presented in Fig. 4—in such a case the filters tend to
straighten the path too much, partially removing some of the short turns.

The Kalman filtering, apart from increasing the average distance to the reference
track, had a number of positive results. In a part of the path where the noise in GPS
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Fig. 4 Comparison of filtered and unfiltered path with multiple changes of direction, map c©
OpenStreetMap contributors

signal generated some change on location when a device was not moving for some
time (see the small loop in Fig. 2) the deviation from the original location is much
smaller for the filtered path. The Kalman filters are also able to improve the situation
when an error or noise causes a short time deviation of the signal from the real
location, as it is presented on Fig. 6. In such a case the filtered path deviates less from
the road taken by the user.

The tuning of parameters of the Kalman filters allows to select whenever the path
stays more near the locations gathered by the GPS, or whenever it more noise prone
and more smooth. The comparison of paths for different parameters is shown on
Fig. 7 for the same location as on Fig. 1. The number of data points in time also
allows to improve the quality of the GPS track, at the cost of the increased battery
usage.



670 K. Grochla and K. Połys

Fig. 5 Filtered and unfiltered path near a sample crossing, map c©OpenStreetMap contributors

Fig. 6 Filtered and unfiltered path when error in GPS signal reception caused deviation from the
real path, map c©OpenStreetMap contributors
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Fig. 7 Filtered paths for different sets of parameters, map c©OpenStreetMap contributors

4 Conclusions

Kalman filtering is suitable for applications where input data are noisy. When it is
used with GPS coordinates on the smartphone with small sample rate, the received
track will be much smoother, less precise but more visual attractive than raw track.
They allow to realize filtering functions such as: removing positions with low accu-
racy, duplicated entries, entries with incorrect time, impossible speed or accelera-
tion. However the application of filtering increases the average distance between the
monitored path and a reference path, thus introduce a small error in the location
information.
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Stability Analysis and Simulation
of a State-Dependent Transmission
Rate System

Evsey Morozov, Lyubov Potakhina and Alexander Rumyantsev

Abstract In this paper, we consider a model of communication system with
state-dependent service rate. This mechanism allows to change service rate to
increase the efficiency of the system. Motivation of such a system is discussed as
well. Then we present the regenerative proof of the sufficient stability conditions of
the system which is based on the negative drift of the workload process above a high
threshold. Moreover, we describe a wireless communication system in which trans-
mission rate is being both Markov-modulated and also queue-dependent. Simulation
results are presented, which illustrate the behavior of the queue size depending on
the used threshold-based service rate switching mechanism.

Keywords Queue-dependent service rate · Stability conditions · Regeneration ·
Markov-modulated transmission rates · Simulation

1 Introduction

In this paper, we consider a class of state-dependent service rate models. Our analy-
sis, being mainly theoretical, focuses both on the stability of a wide class of state-
dependent systems and on the validation of the stability condition by simulation of
a particular model. In part, a motivation of this research comes from the analysis
of a wireless communication system with Markov-modulated transmission rates.
In this system, the so-called best rate (BR) users (having the highest transmission
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rate) have an absolute priority, and the queue-based control is indirect: the bigger
queue size is, the bigger the probability to have at least one BR user in the system
becomes [13]. In this work we generalize this system allowing the service rates to be
also dependent on the current queue size. This generalization opens a new promis-
ing opportunity to control state-dependent communication and computer systems
and is closely connected with the so-called green computing. Indeed, the constantly
high energy consumption of contemporary data centers dramatically contrasts with
under-utilization of the majority of them. This motivates the hardware vendors to
develop different technologies allowing the data center owner to reduce his power
budget. In particular, these technologies allow switching between the full capacity
utilization [12] and the low-power states, either on the CPU level [5, 10, 11], or
on the level of the machine and it’s components [9]. However, operating these tools
may cause a performance degradation and, in particular, a temporary instability (for
instance, unacceptable increase of the queue size). Thus, it is crucially important,
keeping the system within the stability region, to find an energy saving scenario
while operating in non-full capacity utilization regime. It is especially important for
energy-consuming high performance computing clusters (HPC). On the other hand,
a HPC is controlled by a queue manager system which, as a rule, has information on
the current queue size. Thus, depending on the current queue size, the manager may
set the CPU frequency to minimize the energy consumption. (In this regard see [1,
7, 8].)

In summary, themain contribution of this work is the new regenerative proof of the
stability condition of the queue-dependent service rate system. Another contribution
is description of a generalized wireless system with Markov-modulated and queue-
dependent transmission rates.

The rest of the paper is organized as follows. In Sect. 2, we give the regenera-
tive proof of the sufficient stability conditions of the queue-dependent system. In
Sect. 3, we describe a multi-class wireless system with Markov-modulated trans-
mission rates. Then we generalize this system to capture a dependence between
transmission rates and current queue size. In Sect. 4, simulation of the queue-size
process in a particular state-dependent system is presented.

2 Stability Analysis of Queue-Dependent System

In this section, we present the regenerative proof of the sufficient stability conditions
of the queue-dependent system. We consider an initially empty FIFO G I/G/1-type
system with the renewal input with arrival instants {tn, n ≥ 0}, the queue size ν(t)
(the number of customers in the system at instant t) and M thresholds,

0 = x0 < x1 < · · · < xM < xM+1 := ∞, (1)
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such that, if the queue size νn := ν(t−n ) ∈ [xi , xi+1), then the service time Sn of

customer n is selected from an i.i.d. sequence {S(i)
n , n ≥ 0} with generic element

S(i) and expectation 0 < ES(i) < ∞, i = 0, . . . , M . Also we denote by Wn the
waiting time of customer n in the queue. The waiting time sequence {Wn} satisfies
Lindley’s recursion

Wn+1 = (

Wn + Sn − τn
)+

, n ≥ 0, (2)

where (x)+ := max(x, 0). The regenerations of the described system are defined as

θn+1 = min{tk > θn : Wk = νk = 0}, n ≥ 0 (θ0 := 0). (3)

Denote generic regeneration period by θ. If Eθ < ∞, then the queueing system is
called positive recurrent, and it is a crucial fact to establish stability [16]. It is worth
mentioning that in general the sequence {Wn} defined by (2) is not a Markov chain.
It is because service time Sn depends on the queue size νn (while a dependence Sn

on Wn keeps Markov property). It makes stability analysis more challenging and
motivates the presence of solidarity Theorem 1 below.

Now we formulate and prove stability conditions of the above described queue-
dependent system. The analysis in [17, 18] allows to simplify the proofs below.
Define the remaining regeneration time at instant tn as

θ(n) := min
k

(θk − tn : θk − tn > 0).

The proof is based on the following result [6]:

if θ(n) � ∞ (in probability) as n → ∞, then Eθ < ∞. (4)

The following statement expresses a solidarity property.

Theorem 1 In the system, νn ⇒ ∞ (in probability) if and only if Wn ⇒ ∞.

Proof Let Sn be the service time of customer n and S(t) be the remaining service
time at instant t−. Then for any n ≥ 0, x ≥ 0 and k ≥ 1:

P(Wn > x) = P

⎛

⎝

νn−1
∑

j=0

S j + S(tn) > x

⎞

⎠

≥ P

⎛

⎝

k−1
∑

j=0

S j + S(tn) > x, νn ≥ k

⎞

⎠

≥ P

⎛

⎝

k−1
∑

j=0

S j + S(tn) > x

⎞

⎠ − P(νn < k). (5)
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Assume νn ⇒ ∞. Since mini ES(i) > 0, then E(mini S(i)) > 0, and by Strong Law
of Large Numbers,

∑k−1
j=0 S j

k
≥st

∑k−1
j=0 min0≤i≤M S(i)

j

k
→ E(min

i
S(i)) > 0, k → ∞,

where ≥st means stochastic inequality. Then
∑k−1

j=0 S j → ∞ as k → ∞, and k0

exists such that the probability P(
∑k0−1

j=0 S j > x) becomes arbitrary close to 1 (for
x fixed), while the probability P(νn < k0) can be done arbitrary small for n large
enough. Hence, it follows from (5) that Wn ⇒ ∞. Conversely, assume Wn ⇒ ∞.
Since for each x, n, k,

P(Wn > x) ≤ P

⎛

⎝

νn−1
∑

j=0

S j + S(tn) > x, νn ≥ k

⎞

⎠ + P

⎛

⎝

k−1
∑

j=0

S j + S(tn) > x

⎞

⎠ ,

then

P(νn ≥ k) ≥ P

(

νn−1
∑

i=0

S j + S(tn) > x, νn ≥ k

)

≥ P(Wn > x) − P

(

k−1
∑

i=0

S j + S(tn) > x

)

. (6)

Note that maxi ES(i) < ∞ and that the sequence of the remaining service times
{S(tn), n ≥ 0} is tight [18], that is, for each ε > 0, a constant D exists such that
supn P(S(tn) > D) ≤ ε. Then, for fixed k, the second term (subtrahend) in (6) can be
done arbitrary small for a large enough x := x0. Thus, because Wn ⇒ ∞, P(Wn >

x0) becomes arbitrary close to 1 for all n large enough, implying P(νn ≥ k) → 1 as
n → ∞, and it completes the proof.

The following statement gives sufficient stability conditions of the system.

Theorem 2 Assume that ES(M) < Eτ and that

min
0≤i≤M

P(τ > S(i)) > 0. (7)

Then E θ < ∞.

Proof Recall that the waiting times {Wn} satisfy Lindley’s recursion (2), and note
that the increments of the waiting times are upper bounded as

Δn := Wn+1 − Wn ≤ max
0≤i≤M

S(i)
n ≤

M
∑

i=0

S(i)
n .
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Since the conditional expectation is

E(Δn | Wn = x) = E
(

(x + Sn − τn)+ − x
)

, (8)

then, for an arbitrary x ≥ 0, we obtain the following upper bound,

EΔn = E(Δn, Wn ≤ x) + E(Δn, W > x)

≤ P(Wn ≤ x)
∑

i

ES(i) + max
y≥x

E
(

(y + Sn − τn)+ − y
)

P(Wn > x). (9)

Assume that Wn ⇒ ∞, then, by Theorem 1, νn ⇒ ∞, and it is easy to show that

(

(x + Sn − τn)+ − x
)

⇒ S(M) − τ (in distribution) as n → ∞. (10)

Because Sn − τn ≤st max0≤ i ≤M S(i)
n and

E max
0≤ i ≤M

S(i) ≤
M

∑

i = 0

ES(i) < ∞,

then the sequence {Sn − τn, n ≥ 0} is uniformly integrable. Then it follows from
(10) that the convergence in average holds,

E
(

(x + Sn − τn)+ − x
)

→ E(S(M) − τ ) < 0, n → ∞.

As a result, (9) implies lim supn→∞ EΔn < 0, and it contradicts the assumption
Wn ⇒ ∞. As a result,

inf
i

P(Wni ≤ D0) ≥ δ0 (11)

for some constants δ0 > 0, D0 < ∞ and a deterministic sequence ni → ∞ (i →
∞). Then, using condition (7) and inequality (11), we show (as in [18] or [17]) that
Eθ < ∞.

3 A Wireless System with Markov-Modulated
and Queue-Dependent Transmission Rates

The available transmission rates of jobs in wireless networks vary in time due to
various reasons (for instance, fading, user mobility, etc.). A base station can estimate
the achievable transmission rates with a high precision, and it is desirable to iden-
tify good channel-aware schedulers (see Max-Rate scheduler [14], the Proportional



678 E. Morozov et al.

Fair scheduler [3], [15], Relatively Best scheduler [4]). It has been proved that, to
maximize the stability region, the base station’s resources should be allocated to the
jobs with the highest (BR) transmission rate [13]. These works motivate the analysis
of the following time-slotted single-server wireless system with Markov-modulated
transmission rates as an adequate model of some wireless systems. The number of
jobs A(t) arriving at each instant t = 0, 1, . . . , form an i.i.d. input sequence with
generic element A and the mean λ = EA ∈ (0, ∞). The job size (service require-
ment) b of a job ismeasured in bits and has a general distributionwithmeanEb < ∞.
For each job, the channel condition at each slot are governed by a finite irreducible
aperiodicMarkov chain with an N × N -transitionmatrix Q. When a job is in channel
condition k, it receives data at transmission rate rk . We assume that

0 ≤ r1 < · · · < rN ,

and denote the ordered vector r = (r1, . . . , rN ). Then B := �b/rN 	 is the number
of slots in the BR channel condition needed to complete transmission of the job.
Because, in the BR state, the channel uses its full capacity, then the departed work
(during any slot (t, t + 1)) equals 1. Define the traffic intensity (in the BR state) as
ρ := λEB.

In previous work [13] (also see [19]), stability analysis of the described original
system (with many servers and K classes of jobs) has been developed under the
assumption that the jobs in the BR states have absolute priority over the non-BR
jobs, while the tie-breaking rule for the non-BR jobs was not specified. It is because
that, for the stability analysis, only behavior of the saturated system is important [17,
18]. It follows from [13] that the system with Markov-modulated transmission rates
is positive recurrent if ρ < 1. (However, in general, it is not enough for stability of
the multi-class multi-server system considered in [13].)

Now, to apply previous stability analysis and extend a feedback mechanism,
we generalize the original system allowing the transmission rates, being Markov-
modulated, also depend on the queue size. Moreover, we focus on the specific state-
dependent mechanism inside the stability region. In the generalized system, we con-
sider the regionsΔ(k) := [xk−1, xk), k = 1, . . . , M +1, see (1). Thenwe realize the
state-dependent control by means of the transmission vectors r (1), · · · , r (M), such
that if, at the service beginning instant of a job, queue size belongs to Δ(k), then the
transmission rates vector becomes (in an evident notation) r (k) = (r (k)

1 , . . . , r (k)
N ).

This feedback allows to vary transmission rates to optimize capacity utilization. On
the other hand, if we put B = S(M), then condition ES(M) < Eτ in Theorem 2 is
equivalent to condition ρ < 1 in [13], provided that the queue size in the generalized
system is above the highest threshold xM . By this reason, in the next section we use
condition ρ < 1 to stabilize the generalized system in heavy-loaded regime. Note
that regenerations of the generalized system are defined by (3). The flexibility of the
state-dependent mechanism inside the stability region is the key point for simulation
results presented below.
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4 Simulation Results

We simulate the system with channel condition states governed by the following
N = 3-state (aperiodic, irreducible) matrix

Q =
⎛

⎝

1/2 1/2 0
4/9 4/9 1/9
1/3 1/3 1/3

⎞

⎠ ,

corresponding to aMarkov chain. We assume that each newly arriving job is initially
in condition 1, and that conditions are changed (accordinglywithmatrix Q) at the end
of each slot. The number of jobs arriving in each slot follows a Poisson distribution
with parameter λ. The following job size distributions are considered: (i) Pareto
distribution F(x) = 1 − (xm/x)α, x ≥ xm > 0, α > 0, F(x) = 0, x ≤ xm;
and (ii) Weibull distribution F(x) = 1 − e−(x/s)i

with parameters s > 0, i > 0 and
x ≥ 0.Wenote that the heavy-tailedPareto distribution iswidely used tomodel traffic
of the modern communication systems, while the Weibull distribution covers a wide
class of the heavy-tailed and light-tailed distributions including exponential. It makes
both distributions very useful to model empirical distributions appearing in practice.
In all experiments simulation time is 10 000 slots. (Simulation has been carried by
means of the system R [20].) Also we consider two thresholds, x1 = 100, x2 = 200
(that is M = 2), implying

Δ(1) = [0, 100), Δ(2) = [100, 200), Δ(3) = [200, ∞).

Thus r (k) = (r (k)
1 , r (k)

2 , r (k)
3 ) is the transmission rate vector which is applied just

before beginning of a service, if the queue size belongs toΔ(k), k = 1, 2, 3. Because
the BR jobs have absolute priority, we select a BR job (if exists) randomly. If no BR
jobs exist, then we choose (randomly) a non-BR job. A chosen job is then served with
the corresponding transmission rate: if the channel condition for this job is j , and
the queue size belongs to Δ(k), then its transmission rate is r (k)

j . Figures illustrate
dynamics of the queue size in the generalized system (denoted by (1)), and also in
the original system with transmission rate vector r (3) (denoted by (2)).

Figures1, 2 show dynamics of the queue-size process for the Weibull job size
distribution with parameters s = 7 and i = 1.1, and for two sets of the transmission
rates: (i) (2, 3, 4), (6, 5, 7), (6, 8, 10) (Fig. 1), and (ii) (6, 5, 7), (2, 3, 4), (6, 8, 10)
(Fig. 2). The input rate isλ = 0.7, implying ρ = 0.84. (Recall that the traffic intensity
is calculated for the highest rate r3 when the queue size is above the largest threshold
x2 = 200.) By the selected transmission rates, in scenario (i), queue size grows
rapidly in region Δ(1) and slowly in Δ(2), while the opposite situation is observed
in case (ii). However, when the process exceeds the threshold x2, the negative drift
prevents it further increase in both scenarios.
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Fig. 1 Queue size for Weibull job size
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Fig. 2 Queue size for Weibull job size

Similar queue size dynamics is observed for the Pareto job size distribution with
parameters xm = 4, α = 5, input rate λ = 0.96 and transmission rates (2, 3, 4), (5,
4, 6), (6, 8, 10) (Fig. 3), and (5, 4, 6), (2, 3, 4), (6, 8, 10) (Fig. 4). As a result, we
obtain ρ = 0.97.

Thus in all cases, provided the basic process in the state-dependent system is
below the threshold x2 = 200, the server uses a part of capacity allowing the queue
size grows extremely fast. However, if the queue size exceeds the threshold 200, the
system uses full its capacity to stabilize the queue size. As a result, this control can
be used to optimize the system resources utilization. At the same time, the original
system uses the highest rates regardless of the queue size. It allows to stabilize the
system but not by the most effective way.
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Fig. 3 Queue size for Pareto
job size
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5 Concluding Remarks

In this work, we consider a wide class of state-dependent systems which can be
used to model the dynamics of some communication systems, including wireless
systems, to optimize capacity utilization. Using regenerative approach, we formu-
late and prove sufficient stability conditions of the system with queue-dependent
service rate (Theorem 2). The proof uses a limiting characterization of the remaining
regeneration time and is based on the negative drift of the queue-size process above a
threshold. The novelty of the analysis is that, unlike convenient workload-dependent
models, the workload process in the considered systems is not a Markov chain. It
makes stability analysis more difficult and requires a solidarity property (formulated
and proved in Theorem 1). The theoretical analysis is supported by simulation of
a particular case of a wireless network model with queue-dependent and Markov-
modulated transmission rate. In the experiments we use both Pareto and Weibull job
size distributions which are now well-recognized models for the empirical distribu-
tions arising in traffic analysis. The considered systems are also closely connected
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with the systems with asymptotically work-conserving (AWC) discipline [16, 19].
Under the AWC discipline server uses full its capacity only when a basic process
exceeds a (large) threshold x , and in many practical situations this mechanism can be
realized by means of change of service rate. (In this regard we refer to the work [2]
for various aspects of the systems with workload-dependent service rate.) Finally,
as it is mentioned in the Introduction, the proposed models may be used in green
computing to optimize energy consumption, however we leave a detailed analysis
for a future research.
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Independent Data Partitioning in Oracle
Databases for LOB Structures

Lukasz Wycislik

Abstract The paper presents an implementation of data partitioning in Oracle data-
bases dedicated for LOB (i.e. Large OBjects). These LOB structures could encap-
sulate any of binary data including multimedia or electronic documents in various
formats. The solution, unlike most of the other authors’ proposals, is narrow enough
that it allows for defining an API, a data schema and an implementation that need
not change regardless of usage scenarios. However, it is flexible enough that one
instance of proposed subsystem allows for the provision of partitioning services
for many other systems what may be useful, for example, in systems deployed in
accordance with the multi-tenant architecture.

Keywords Oracle · Databases · Partitioning · LOB · Secure files · ASM

1 Introduction

Contemporary trends in the construction of information systems move towards dis-
tributed computing, where even one service can be deployed on multiple nodes,
resulting in both an increase in the availability and scalability of the solution. But a
system, consisting of a number of services, should see the persisted data as a logical
whole. This data can grow in a ‘vertical’ way, for example due to the need to collect
and store historical data for a given entity, which is often required by law or in a
‘horizontal’ manner, in the case of the collection of data from multiple entities. The
last case is gaining importance recently due to the increasingly popular cloud com-
puting, where one system can support multiple independent entities what is often
called multitenancy.

The collection of such large volumes of information in databases brings a lot of
challenges, among others we should mention at least queries performance, system
availability and partial data archiving. One way to deal with the complexity of the
problemare varieddata partitioning techniques implementedby commercial database

L. Wycislik (B)
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vendors. Unfortunately, they are most often in addition to the basic version of the
platform and one has to pay extra for them substantial amounts of money.

However, in some applications, a variety of options offered by commercial parti-
tioning mechanisms would not be fully utilized, and thus its purchase would not be
justified economically. A good example is the partitioning of unstructured data that
in database technology is called LOB (Large OBject). The paper presents solution
of partitioning such type of data in Oracle database, that require neither partitioning
option nor enterprise edition one.

This proposal is ideal for applications such as storage of xml files, documents in
various formats and other multimedia data.

2 Related Work

The advantages offered by the partitioning for handling large data seem obvious.
No wonder that since the introduction of this concept, it has become a field of
interest in scientific circles.There are a number of monographs and articles on the
advanced techniques of data storage and processing in which much of the content
is dedicated to technique of partitioning. Most common of them are limited to the
presentation concept already implemented in commercial solutions [3]. Some other
deal with improvement possibilities of the mechanisms, which have already been
implemented by the supplier, in several fields of application e.g. data warehouses
[1], XML databases [4, 9], RDF databases [8].

There are also papers describing partitioning implementation from scratch that for
Oracle database can be found even in [2]. Unfortunately, the proposals that attempt
to cover all commercial functions are complicated to maintain and sometimes prone
to failures. This is undoubtedly related to the complexity of these solutions that
attempt to move the partitioning logic from application to database layer and must
be implemented by techniques such as stored procedures and triggers. The risk of
failure increases in the case of frequent changes in the system particularly those that
require changes to the database schema.

This article proposes a solution dedicated to the partitioning of LOB objects.
This specialization can be widely used in applications that operate on XML files,
documents in various formats or multimedia files. It is however narrow enough that
it allows defining an API, a data schema and an implementation that need not change
regardless of usage scenarios.

3 Commercial Partitioning Option

Oracle is one of the largest companies in the world today. It is also the name of a well-
known and highly regarded database platform, which is widely used in all areas of
datastore technology. First partitioning functionality appeared in version 8, published



Independent Data Partitioning in Oracle Databases for LOB Structures 689

in 1997. Developed throughout the life of the product is today a very powerful tool
to deal with the processing and storage of large volumes of data. It allows to partition
(and subpartition) tables, index-organized tables and indexes, where the partitioning
algorithms can be based on:

• range,
• list,
• hash,
• reference,
• interval.

More information about native data migration mechanisms can be found in [10].
And more information about partitioning concepts can be found in [3] or directly in
Oracle White Paper documentation [7].

But this functionality is available only in Enterprise Edition, which is $30000
more expensive (per one processor) than Standard Edition and costs $11500 extra
(per one processor).

4 Proposed Implementation

The proposed implementation is dedicated for storing and processing LOB objects
in a partitioned by interval way. There are several strategies concerning storing LOB
objects in databases. The most generic involve storage of large objects outside a
database server, directly on a file system. In some database servers, this approach
seems both to facilitate the management of a database (archiving of such large data
is then performed directly from the operating system) and to keeping performance
at an appropriate level (due to elimination of overhead resulting from storing data
in database files that often have specific format). In Oracle database this stategy
could be implemented (and often was, due to known limitations of LOB types)
using directory objects in order to direct access to file system with UTL_FILE or
DBMS_FILE_TRANSFER PL/SQL packages. This approach required data binding
between the world of database and the world of file system what could be imple-
mented, eg. by storing for each lob object the directory and file name in the file
system.

But this was an issue up to version 10g. Since 11g version Oracle introduced
SecureFiles mechanism and claims that storing LOB objects inside database is not
only comparatively efficient but even exceeds the generic strategy both in read and
write performance [6]. SecureFiles feature offers also such advanced options as
deduplication, compression and encryption.

Whats’s more, using Oracle ASM technology [5] (that comes with Standard Edi-
tion completely free) we get additional elasticity and possibility of using transparent
load balancing and failover mechanisms.
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4.1 Domain Model

The domain model was visualized in the Fig. 1 using physical data diagram.
Each system thatwants to use partitioningmechanismhas to be registered (systems

entity). The whole system may consists of several modules (modules entity) each of
whichmayneed to storeLOBobjects of several classes (blobclasses), e.g.multimedia
records of different format or size. Within each class the partitioning mechanism
may be configured independently. Every LOB record (records entity) is stored in
one tablespace that corresponds to one partition (partitions entity).

In Fig. 2 an example of folders organizing concept was shown. The partitioning
system require to define DiskGroups (diskgroups entity) that reflect volumes (e.g.
disks, disk arrays) available for the system. The effective path of the concrete partition

Fig. 1 Data model of the LOB partitioning system
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Fig. 2 An example of folders organizing concept

(located in the concrete tablespace) is defined by concatenation of diskgroup path
and relative paths of system, module and class. As may be seen in data model (Fig. 1)
a diskgroup is related to a class and not to a system what allows for scattering data of
the same class between different diskgroups. This is usefull particularly when some
partitions with older data (thus less frequently accessed) could by stored on slower
but cheaper devices.

Depending on the needs, the partitioning system for a given class can be configured
variously:

• record can be identified externally (when suitable host system provides records
identification by it’s own) or internally (when partitioning system provides records
identification),

• the partitioning system can store all versions of the given record or the latest one
only,

• partition can be created automatically (according to time intervals defined by user)
or must be manually created before suitable record can be stored,

• records, in case of partitioning key change, can or cannot be moved between
different partitions.

One of configuration aspects is the size and location of partitions to be created
automatically. There are three parameters involved – par_start defining the ‘datum
point’, part_width defining default width of partitions and part_fill_gap which is
explained later.

But even in automaticmode it is possible to create a partitionmanually by specify-
ing time boundaries explicitly (see pLower and pHighest parameters or partitioning
key pPartitionKey in PartitionCreateAndCommit procedure in listing 58.1). Exam-
ple of case when partition is being created automatically but formerly another one
was created manually is shown in Fig. 3. The ‘datum point’ is fixed at 2015-01-01,
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Fig. 3 Partition creating concept

the width is a half a year and the gap is one half of width. Dotted vertical lines
shows default partitioning grid derived from a ‘datum point’ and a width. But one
partition has been created manually (let us say that boundaries are 2015-04-01 and
2015-11-01). Then, where is the need of partition creation for the record with parti-
tioning key 2016-03-11, the system try to conform to default grid, but this could lead
to one month gap to already existing partition. Because the fill_gap parameter is set
to three months the system will not allow the formation of a gap and extend partition
to be created by fixing boundaries to 2015-11-01 and 2016-06-01 respectively.

4.2 Implementation

All required implementation was encapsulated into two PL/SQL packages. One for
administrative activities such as defining systems, modules, classes, diskgroups etc.
shown in listing 1. This functionality can also be accessed from user graphical inter-
face for end users (administrators).

Listing 1 PL/SQL package for administration

function GetPartitions( pSysname in systems.sysname%type ,
pModName in modules.modname%type ,
pClassName in blobclasses.classname%type )
return PartitionsTableType pipelined ;

function GetDiskGroups return DiskGroupsTableType pipelined ;
function GetBlobClasses return BlobClassesCurType pipelined ;
procedure PartitionCreateAndCommit( pResult out integer ,

pSystem blobclasses.sysname%type ,
pModname blobclasses.modname%type ,
pClassname blobclasses.classname%type ,
pPartitionKey records.partitionkey%type ,
pLower in out partitions.lower%type ,
pHighest in out partitions.highest%type ,
pGroupName in partitions.groupname%type ) ;
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procedure LobClassModify( pResult out integer ,
pSystem blobclasses.sysname%type ,
pModname blobclasses.modname%type ,
pClassname blobclasses.classname%type ,
pTSTemplate in blobclasses.tablespacetemplate%type ,
pPartStart in blobclasses.part_start%type ,
pPartWidth in blobclasses.part_width%type ,
pPartFillGap in blobclasses.part_fill_gap%type ,
pDefDiskGroup in blobclasses.part_defdiskgroup%type ) ;

procedure DiskGroupSet( pResult out integer ,
pName in diskgroups.groupname%type ,
pPath in diskgroups.grouppath%type ) ;

procedure DiskGroupUnset( pResult out integer ,
pName in diskgroups.groupname%type ) ;

It is important to note that themechanism of partitions creationmust execute DDL
(Data Definition Language) operations that can be only executed within PL/SQL
procedure body by means of execute immediate command. For one partition one
tablespace and table must be created. In the Fig. 1 the “0_0” table was show as an
example of concrete table that implements concrete partition. It consists of three obvi-
ous columns (identifiers and LOB content) but what is important referential integrity
is also defined what ensures the consistency of records metadata and partitioned
content of records.

The physical properties of tablespaces for tables implementing partitions may
be defined with templating mechanism (tablespacetemplate attribute of blobclasses
entity). For instance for a given class of LOB the template clause could be—size
10M autoextend on next 100M maxsize 1012M extent management local autoallocate
SEGMENT SPACE MANAGEMENT AUTO logging. This phrasewill be concatenated
with the whole expression that creates given tablespace. A part of source code of
PartitionCreateAndCommit procedure that is responsible for creating tablespaces is
shown in listing 58.2.

Listing 2 The templating mechanism for defining physical propertis of a tablespace

clause := ’create bigfile tablespace ’ || iname ||
’_S datafile ’’’ || ffname || ’’’ ’ ||
bc.tablespacetemplate ;

execute immediate clause ;

The second package covers services provided directly for host applications (listing
58.3). At the beginning the host system must introduce itself and declare to what
module and class it want to access (OpenLobClass). The system then get an handler
which must use in subsequent calls of other procedures.
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Remaining procedures, together with their parameters are self-describing and
implement CRUD (Create/Read/Update/Delete) operations on LOB objects.

Listing 3 PL/SQL package for LOB operations

procedure OpenLobClass( pLobClass out blobclasses.id%type ,
pSystemName in blobclasses.sysname%type ,
pModuleName in blobclasses.modname%type ,
pClassName in blobclasses.classname%type ) ;

procedure Get( pResult out Integer ,
pLobClass in blobclasses.id%type ,
pPartitionKey out records.partitionkey%type ,
pContent out blob ,
pId in records.id%type ,
pversion in out records.version%type ,
pExtId in records.id_foreign%type default null ) ;

procedure Put( pResult out Integer ,
pLobClass in blobclasses.id%type ,
pPartitionKey in records.partitionkey%type ,
pContent in blob ,
pId out records.id%type ,
pExtId in records.id_foreign%type default null ) ;

procedure Modify( pResult out Integer ,
pLobClass in blobclasses.id%type ,
pPartitionKey in records.partitionkey%type ,
pContent in blob, pId in records.id%type ,
pversion out records.version%type ,
pExtId in records.id_foreign%type default null ) ;

procedure Remove( pResult out Integer ,
pLobClass in blobclasses.id%type ,
pId in records.id%type ,
pversion out records.version%type ,
pExtId in records.id_foreign%type default null ) ;

Transaction management is left to the application calling functionality encapsu-
lated in the PL/SQL packages, what means that no commit commands have been
included in procedure bodies. This decision is due to the fact that host systems may
manage domain metadata by its own so it is more safe (regarding data consistency)
to commit metadata transaction and LOB transaction once. The only exception is
procedure PartitionCreateAndCommit which calls DDLs phrases that do commit
implicitly. That is why the Put procedure in case of absence of proper partition does
not create it implicitly but returns adequate error code leaving the host application
an explicit call of PartitionCreateAndCommit.
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5 Conclusions and Summary

The paper, on the example of PL/SQL implementation, presents the approach of inter-
val partitioning implementation dedicated for LOB objects processing and storing.
The specificity of interval processing is implemented in a separate PL/SQL package
so extending functionality to different type of partitioning is a minimally invasive.

The concept appears to be complete and possible to implement in other popular
database servers. Thanks to the fact that this solution of partitioning LOB data in
Oracle database does not require neither partitionig option nor enterprise edition, it
allows one to save significant amounts of money.

The proposed solution has already been successfully applied to the clinical doc-
uments system, where it stores and manages source formes of electronic documents
formatted as XML files.

The system is also multitenant-ready—one instance suports partitioning services
formany host systems, keeping their data separately (thanks to dedicated tablespaces)
enables archiving or transfer their data to other data centers.

Further research will rely on the proper selection of the physical parameters of the
tablespace taking into account the specifics of the LOB files that are stored (consid-
ering both the occupation of space and query performance). The second direction of
development would be to extend the functionality to allow management of partitions
availability (i.e. making partitions online/offline) and changing partitions location
(i.e. partitions moving).

Acknowledgments This work was supported by NCBiR of Poland (No INNOTECH-K3/IN3/46/
229379/NCBR/14).

References

1. Bellatreche, L., Boukhalfa, K.: An evolutionary approach to schema partitioning selection in a
datawarehouse. In: Tjoa, A.M., Trujillo, J. (eds.) DataWarehousing andKnowledgeDiscovery.
LectureNotes inComputer Science, vol. 3589, pp. 115–125. Springer, BerlinHeidelberg (2005)

2. Kaleta, M., Chwastowski, J., Czajkowski, K.: Niezależne partycjonowanie danych w bazach
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Hybrid Column/Row-Oriented DBMS

Małgorzata Bach and Aleksandra Werner

Abstract The rapid growth of data volumes which store the increasing amount of
informationmakes the necessity of searching for the effectivemethods of data storing
and processing. Some researches on this field recommend changing the row data
organization that is classical for DBMS to the columnar one and/or the in-memory
approach usage. The article presents chosen hybrid solutions which simultaneously
enable storing data both in a row-basedway and column-based one, aswell as process
these data in the in-memory technology.

Keywords Row store · Column store · Clustered columnstore index · OLAP ·
Hybrid column/row oriented systems

1 Introduction

The dynamic development currently observed in a business world closely depends
on the quality and the speed of decision-making, which are the result of the multi
aspect analysis of massive amount of data collected by the companies. The number
of questions that must be answered by analysts continues to grow as well as the
amount and complexity of data that must be processed to provide the answers to their
questions. The question is whether in the changing reality the traditional database
solutions are able to meet the expectations.

The significant increase in the number of solutions that use new alternative tech-
niques and methods of working with data can be noticed at present. Among them
the idea of the columnar format data storage seems to be the most promising and
prospective. This idea is not actually a new one as it originates from the early 70s of
the last century. In the last years the renaissance of this conception has been observed.
Therefore, the analysis of hybrid solutions offering a choice between the row and the
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columnar data storage methods was done. The most important findings that appeared
as a result of the performed analysis are included in this article.

Presented study is a continuation of the previous research made in the field of
searching the new andmore efficientways of implementing the analytical processing.
It was described in [3–5].

2 Problem Description and Related Works

The specificity of the OLAP (On-Line Analytical Processing) is definitely different
from the OLTP (On-Line Transaction Processing) transactional one. The purpose of
the transactional systems is to support the current activities of the company, e.g. bank
systems that support customer accounts, financial and accounting systems of super-
and hypermarkets cooperating with the cash registers. These systems are optimized
for a maximum transactional performance, concurrency and availability.

In contrast to the transactional systems, the analytical OLAP systems are designed
formanagers, analysts and administrators. Theirmain task is to enable the implemen-
tation of complex, multi aspect statements (reports), operating on large quantities of
data that facilitate analysis of the company and allow to take the proper business
decisions. The data used in the analytic systems is generally not modified. While in
the OLTP systems search operations (SELECT), addition (INSERT), modification
(UPDATE) or deleting (DELETE) occur equally often, the OLAP systems gener-
ally focus on reading data. These differences in the tasks set to the both types of a
processing make it difficult to find a universal data model that could guarantee the
desired performance in both cases.

For more than 40years the relational model has been dominating the database
market. Is this model suitable enough for both transactional and analytical process-
ing?

The world of the relational databases is two-dimensional. Data is stored in the
tabular structureswhere the rows describe the entities froma specific realitywhich the
database concerns and the columns contain the attributes characterizing them. Such
two-dimensional perception of data is used on the conceptual level. On the physical-
storage level the database tables must be mapped into one dimension—row-by-row
or column-by-column [11].

In the first approach the full information about an object is stored together. For
example, in the first place the first record—embracing full information about the first
customer, as his name, date of birth, address, etc., is stored. Then full information
regarding the second customer is written on the disk, and so on. In contrast to this
approach, the ‘column-by-column’ one keeps all attribute information together. For
example in the first place all customers’ names are stored, next—all their dates of
birth, etc.

There are a lot of studies concerning the row and column data organization. The
paper [6] presents basic differences between column-oriented and traditional row-
oriented databases. It describes why column oriented DBMS’s are better for the
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needs of analytical processing than traditional ones. Many authors claim that one
size does not fit to all, so it enforces different types of database systems for OLTP
andOLAP [18]. The article [8] argues that column stores may be efficiently emulated
as well on row stores. Because of the fact that IT systems are used more and more
intensive, there is a need to develop a large scale data processing [14, 15]. These
studies examine chosen database technologies—e.g. Vertica or IQ to confirm the
advantages of using columnar data processing.

Existing studies show that column-organized approach offers many benefits to
analytic workloads but in the case of transactional systems, where UPDATE or
INSERT operations data are relatively frequent, the column organization can be
less efficient. This discrepancy means that different systems for different, analytical
or transactional, needs must be used.

The resolution can be the usage of a novel hybrid solution combining both tech-
nologies in one product that has appeared in recent times.

In tests described in [3] the column-oriented systems: Actian Vectorwise, Sybase
IQ and Infobright were compared and the obtained results were related to the results
gained for the SQL Server 2012 system using the nonclustered columnstore index.
The time of execution and implementation plans for the queries with analytical exten-
sions1 were analysed at that time. That study showed that Vectorwise and Infobright
solutions came off verywell although theywere new systems, in contrast to theworse
Sybase IQ which is considered to be a pioneer of a commercial columnar database.

Taking into account the average result of all made tests, the SQL Server 2012
with the column index turned out to be the best2 (Fig. 1). The study paid attention to
certain limitations which entailed the usage of these types of indexes. Among them
the fact that the nonclustered columnstore index was an additional structure that in a
significant way could increase the size of the database, was emphasized. The research
in this area was presented in [2]. Besides data from a table with a column index could
only be read and it was not possible to add new values to them or update existing
ones. In order to execute INSERT, UPDATE or DELETE operations the index should
be firstly deleted and after the modification of data re-created. Obviously it entailed
the additional time consumption. Despite the high efficiency of the search tasks these
restrictions could cause described solution not to be used in certain cases. Shortly after
completion the tests presented in [3] a new version of the SQL Server system, SQL
Server 2014, was made available for the users, which introduced another restriction-
free type of the columnstore index. It gave the impulse to continue the research in
the field of systems which offer both row- and column-organized tables.

1Queries included operators: ROLLUP, CUBE, GROUPING SETS, aggregate functions: COUNT,
AVG, SUM, ranking functions: RANK, DENSE_RANK and PARTITION BY clause.
2For a better visualization the differences in speed of query execution in Actian Vectorwise, Info-
bright, Sybase IQ and MS SQL Server 2012 database systems, the percentage scale on Y axis was
used.
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Fig. 1 The cumulative execution time of sample queries for Actian Vectorwise, Infobright, Sybase
IQ and MS SQL Server 2012

3 Hybrid System Architecture

D. Abadi in [1] presents 3 different approaches to building hybrid systems, namely:
PAX, Fractured Mirrors and Fine-grained hybrids.

The PAX idea is to store as many rows of data as can be fitted into a block, but
within the block the data is stored in the columns. The benefits of compression and
cache-efficiency in column stores are preserved and additionally the whole rows
are brought back in a single step. PAX is different from a ‘pure’ columnar storage
where each column is stored in the entirely separate disk blocks. Assuming that
there is a table with 10 attributes, in a ‘pure’ column store data from each original
tuple is spread across 10 different disk blocks, whereas in PAX all data for each
tuple can be found in a single disk block. That is the key difference between both
methods. It appears that Vectorwise which was tested and described in [3] use the
first approach—PAX.

In the Fractured Mirrors approach all data is replicated. Each replica has the
different storage layouts, row-store and column-store. If the query is scan-oriented,
e.g. an aggregation or summarization query, it is sent to the column-store replica. In
other situations it is sent to the row-store layout.

In the third approach, the Fine-grained hybrids, the individual tables can be
divided into both: the row and the column-oriented stores. If some columns are
often accessed together they can also be stored together (in rows). In this case the
remaining columns are stored separately. This can be done within a disk block, a
table or even at a slightly larger grain across the tables. Nowadays more and more
vendors create hybrid systems using one or more of these approaches.
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3.1 Description of Chosen Implementation of Hybrid DBMS

MS SQL Server In contrast to the SQL Server 2012 which has only nonclustered
columnstore index, a newkindof columnstore index—the clusteredone, is introduced
in SQLServer 2014.Both indexes use the same in-memory technology, but they differ
in the features they support. Data is stored in a columnar format with each column
of data separated into its own segment. The segments are organized into a row group
which can contain over onemillion rows. If the number of rows in a table exceeds this
value, the new row groups are created and the column segments are broken across the
row groups. SQL Server uses new query execution mechanism, called batch-mode,
which is closely integrated with, and optimized around, the columnstore storage
format [10, 16, 17].

One of the main benefits of a columnstore index is the high compression of data.
SQL Server compresses the data at the segment level in which data is the most
homogenous. It causes the achievement of higher compression rates in comparison
with the traditional ones.

The nonclustered columnstore indexes cannot be updated. It contains a copy of a
subset of all the columns in the table. To update the data with this kind of index, it
must be dropped and rebuilt. It can result in worsening in a query performance.

A clustered columnstore index is the physical storage for the entire table and
is the only index for the table. The clustered columnstore index is updateable. It
permits data modifications and bulk load operations. To reduce the fragmentation of
the column segments and to improve the performance for loading and other DML
operations, the columnstore index can save some data temporarily into a rowstore
table, called a deltastore. To return the correct query results, the clustered columnstore
index combines query results from both the columnstore and the deltastore tables [2].

Clustered columnstore indexes use the deltastore in order to prevent fragmentation
of column segments in the columnstore. Rows are accumulated in the deltastore until
the number of rows reaches the maximum allowed for the row group. If the deltastore
contains the maximum number of rows per row group, SQL Server marks the row
group as CLOSED and moves them into the columnstore.

OracleOracle 12.1.0.2 database has a new interesting option that enables tables to be
simultaneously represented in the memory using a traditional row format and a new
in-memory hybrid column format. The columnar format is an additional transaction-
consistent copy of the object, so it does not replace any of the already existed Oracle
database structures—e.g. buffer cache [9]. Thanks to the existence of this special
dual-format database architecture, the analytic queries are automatically routed to
the column format and the transactional queries to the row format. Due to the fact,
specific columns usually have many repeated values, Oracle Database In-Memory
compresses these repeated values to save the memory. Besides it optimizes process-
ing by executing query predicates only once for each unique column value [12].
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Fig. 2 The in-memory
structures in the Oracle
instance

After enabling the In Memory (IM) Cache,3 the in-memory column option can be
defined at one of the following levels: NONE, LOW,MEDIUM,HIGH,CRITICAL.4

Additionally the various compression can be specified—i.e.MEMCOMPRESS FOR
DML, MEMCOMPRESS FOR QUERY or MEMCOMPRESS FOR CAPACITY.5

The particular levels allow to impose an order of the objects to be loaded into the
in-memory pool [9]. By default, Oracle Database spreads the database object’s data
in the IM column store while the first accessing of the table (option NONE) [13].
After the In Memory Option activation, two extra memory areas are allocated in the
System Global Area (SGA): In Memory Column Store (IMCS) where the data of
interest are stored in the columnar structure format and TX Journal that serves to
keep IMCS consistent—i.e. aligned to changes in the data [1]. Besides, new back-
ground processes, IMCO, SMCO andWnnn, manage to load and maintain the IMCS
(Fig. 2).

The In-Memory area contains two subpools: IMCU pool that stores In Memory
Compression Units (IMCUs) and SMU one that stores Snapshot Metadata Units
(SMUs). IMCUs contain column formatted data while SMUs contain metadata and
transactional information [9].

DB2 BLU Acceleration is a dynamic in-memory columnar technology available
with the DB2 10.5 release. Each column is physically stored in a separate set of
data pages. Each column is compressed with its own compression dictionaries. DB2
uses a form of Huffman encoding with the traditional adaptive mechanisms. Data is
compressed on the basis of the frequency of values in a column. It means that the
value that appears many times should be compressed more than other values that
do not appear so often. In addition to column-level compression, BLU Acceleration

3The INMEMORY_SIZE initialization parameter specifies the amount of memory reserved for use
by the IM column store. The larger the in-memory area, the greater the number of database objects
that can utilize it.
4CRITICAL > HIGH >MEDIUM > LOW.
5The data stored in the in-memory column format is automatically compressed with a set of com-
pression techniques that improve the memory capacity, the query performance or both elements.
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also uses page-level compression when appropriate. This helps further compression
of data based on the local clustering of values on individual data pages.

As data is loaded into column-organized tables, BLU Acceleration tracks the
minimum and maximum values on ranges of rows in metadata objects that are called
the synopsis tables. When the query is run, BLU Acceleration looks up the synopsis
tables for ranges of data that contain the value that matches the query. It effectively
avoids the blocks of data values that do not satisfy the query. Additionally BLU
Acceleration skips straight to the portions of data that matches the query [7].

4 Tests

The test environment was configured with the usage of the 2.5GHz computer with
Intel(R) Core(TM) i5-2520M CPU, 8GB of RAM and 2.67GHz computer with
Intel(R) Xeon CPU, 16GB of RAM. All tests were performed against the employ-
ment agency database consisting of the following tables: Person (75 columns and
more than 400 000 rows), employment Periods (15 columns and 150 000 rows) and
Events (8 columns, 2 800 000 rows). In order to verify the usefulness of hybrid
solutions in data processing, the set of variety of queries was executed. Queries
with/without tables joining, with/without aggregate functions, with GROUP BY and
HAVING clauses and with analytic functions were analysed during the tests. Ana-
lytic functions sometimes called OLAP offer the ability to perform the complex data
analysis within a single SQL statement. These functions, coupled with the GROUP
BY extensions, CUBE or ROLLUP, provide an efficient mechanism to compute
analyses—for example ranking, which returns the rank of a row relative to the other
rows in a partition.

For the research purposes not only different types of queries were performed but
also the number of table’s rows was varied up to 20 000 000 in the biggest table
concerned. In the first test scenario data access efficiency was estimated, so the
several SQL queries of a different categories were executed.

The execution time of three sample queries, performedon anSQLServer database,
is presented in the Fig. 3. The first query included ROLLUP operator, the second—
aggregate functions: COUNT, AVG and SUM, and the third—SUM and RANK
functions. In these queries up to the three tables were used. The biggest one contained
nearly 17 500 000 records.

It can be easily noticed that the execution time of the queries performed for the
tables using the traditional index significantly exceeds the time measured for the
tables with the clustered columnstore index. The second query shows that the time
was even 64 times longer for tables with a traditional index than for the tables with
a clustered columnstore one.

It can also be noticed that a columnstore index copes much better with the scala-
bility. It can be seen that the time needed to execute the query which uses tables with
regular/traditional index sharply increased with the increase of tables’ rows. In the
case of columnstore index—the increase was relatively small (Fig. 4).
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Fig. 3 The execution time of three sample queries—MS SQL Server

Fig. 4 The dependency of
query execution time on the
number of processed
data—MS SQL Server

As it was previously mentioned a columnstore index is a part of the Microsoft’s
in-memory technology. The operation of a columnstore index creation takes place in
the memory, but after the operation finishes, the compressed table is stored on a disk.
Thus, the influence research of amemory usage seemed to be reasonable. The storage
parameters such as index space and data space for tables containing from 1 up to 20
million rows were analysed in this step. It was noticed that the size of data in the table
with clustered columnstore index was several but sometimes even over a dozen times
smaller in comparison with the size of the table without index or with a traditional
one. For example, for a table with 1 000 000 rows the clustered columnstore index
required the 7,68MB6 data space and till 89,461MB without index. For the table
with the 16 000 000 rows it was 90,391 and 1344,125MB respectively.

In subsequent tests the attempts were made to examine the effect of the applying
data compression option on the query processing performance. These analyses were
performed in Oracle 12.1.0.2 database. For this purpose the database tables were

6All row groups were compressed.
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Fig. 5 Time ratio for queries performed on data organized by rows and columns—Oracle system

duplicated and in every table’s copy another, different, compression option7 was
enabled. Next, after executing the set of queries, the query execution time measured
for a tables with the enabled compression was divided by the query execution time
measured for the tables with the NO INMEMORY option.

The result obtained illustrated how many times slower/faster the query was per-
formed on compressed data in comparison with the query response time resulting
after execution on the uncompressed data (Fig. 5). Special time ratio was calcu-
lated by dividing the execution time that was got for compressed, column-oriented,
data (tCOMP) by the execution time that was got for uncompressed, row-oriented, data
(tUNCOMP).

In the case of all queries Q1–Q13 the graph lines show the same trends: the
questions were always done faster for tables with INMEMORYMFC, MFDML and
MFQH options than for tables with the row organization of data—i.e. with the NO
INMEMORY option.

In the case of queryQ11 that belonged to the group of analytical queries (ROLLUP
option), the time measured for the column organization of data compressed espe-
cially for query performance (MFQ) was over twice longer than the execution time
for the row organization of data. For other levels of compression, outcomes were
satisfactory—i.e. the time was significantly shorter.

It is worth noting that according to the documentation the MEMCOMPRESS
FOR QUERY HIGH option provides the greatest savings in both: memory and the
fastest possible execution of the SELECT statements. And it was proved to be the
most efficient type of the compression. The average value of the ratio presented in
the described figure equals 0,14 for MFQH, while for MFDML/MFC: 0,20 and 0,75
for MFQ compression.

7INMEMORY MEMCOMPRESS FOR QUERY (MFQ), MEMCOMPRESS FOR CAPACITY
(MFC), MEMCOMPRESS FOR DML (MFDML) and MEMCOMPRESS FOR QUERY HIGH
(MFQH).
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Fig. 6 The quotient of query
execution time for data with
the row/column storage
organization—DB2 system

The outcomes achieved during the tests carried out on DB2 database are illus-
trated in Fig. 6. To better visualize the differences in speed of query execution in case
of using row- and column-organization, the quotient of execution time for row table
(tROW) and execution time for column table (tCOL) is presented. It can be seen that query
No. 6 was executed 26 times longer for row-organized tables in comparison with the
column-organized tables. In the case of other queries the differences were not so big.
For queries 7–10 with aggregates functions in SELECT clause the column organi-
zation proved to be better. The similar improvement was observed in the analytical
query 13 using the RANK function. For queries 1–5 that had transactional nature
and returned all columns of processed tables the row storage data organization was
more beneficial than columnar storage.

5 Summary

In the world of a permanent data growth, the adequate mechanisms are necessary
to guarantee the required performance of data storage and processing. There are
many ways to achieve this goal. One of them is the columnar data organization and
in-memory technology.

The main purpose of the research presented in the paper was to analyse and
to assess the possibility of usage of a new type of index offered in the MS SQL
Server 2014 for storage and processing the big data volumes. Besides, other solu-
tions enabling both row and column data organization, for improving OLAP as well
OLTP, were examined. Tests carried out as described in Sect. 4, proved the useful-
ness of examined hybrid approaches. The columnstore index visibly improved data
access time as well as the scalability of the database system. In the Figs. 3 and 4
the detailed results for chosen queries executed for tables of a given size were pre-
sented. Similarly, Figs. 5 and 6 visualize comparisons of Oracle and DB2 systems
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performance. The findings indicate that columnar data storage significantly speeds up
the warehouse processing. Performed study confirmed hybrid architecture is really
novel and interesting approach so it should be developed and implemented by others
vendors too.
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Gąciarz, Tomasz, 341
Gdawiec, Krzysztof, 499
Grabska, Ewa, 551
Grochla, Krzysztof, 653, 663
Gruca, Aleksandra, 291
Grzechca, Damian, 487

H
Harezlak, Katarzyna, 291

I
Idzik, Michał, 461

J
Jaksik, Roman, 205
Jaskot, Krzysztof, 281
Jezewski, Michal, 563
Jonak, Katarzyna, 225
Jurgaś, Piotr, 401

K
Kaminski, Marek, 103
Karmeshu, 45
Kasprowski, Pawel, 291
Klaudel, Hanna, 3
Koffer, Rafal, 653
Komosinski, Maciej, 216, 269
Kopniak, Piotr, 103
Kordecki, Andrzej, 329

© Springer International Publishing Switzerland 2016
A. Gruca et al. (eds.), Man–Machine Interactions 4, Advances in Intelligent
Systems and Computing 391, DOI 10.1007/978-3-319-23437-3

709



710 Author Index

Kotas, Marian, 305, 315, 507
Kumar, Sanjeev, 45
Kurpas, Monika, 225
Kuusik, Rein, 421
Kyriazis, Nikolaos, 19

L
Lancucki, Rafal, 251
Landowska, Agnieszka, 115
Leski, Jacek M., 305, 315, 507, 563
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