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Abstract Deriving a successful neural control of behavior of autonomous and
embodied systems poses a great challenge. The difficulty lies in finding suitable
learning mechanisms, and in specifying under what conditions learning becomes
necessary. Here, we provide a solution to the second issue in the form of an additional
feedback loop that augments the sensorimotor loop in which autonomous systems
live. The second feedback loop provides proprioceptive signals, allowing the assess-
ment of behavior through self-monitoring, and accordingly, the control of learning.
We show how the behaviors can be defined with the aid of this framework, and we
show that, in combination with simple stochastic plasticity mechanisms, behaviors
are successfully learned.

Keywords Neuromodulation · Learning · Plasticity · Sensorimotor loop ·
Auton-omous systems

1 Introduction

Only autonomous systems can learn autonomously. We use animats [1–3] as par-
adigmatic examples of autonomous systems. They are represented by simulated or
physical robots. The animat approach is focusing on emergent behaviors and self-
organizing processes which generate the life-sustaining interactions of an animat
with its dynamically changing environment. It places emphasis on key features of
autonomy to which learning is one of the basic properties. In addition, it takes into
account the embodied and situated nature of relevant cognitive processes [4].
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An animat is equipped with sensors to perceive the properties of its environment,
with proprioceptors to perceive its body’s internal (metabolic, physiological) states,
with actuators to act in its environment, as well as with a behavioral control that
relates its sensory signals and internal states to its actions such that it is able to
satisfy its needs for survival.

Survival of a system depends upon some essential internal variables that are
monitored andmaintainedwithin a givenviability zone, i.e. on homeostatic properties
[5]. The assumptionhere is that the primary role of autonomous learning is to establish
and to enhance the homeostatic properties of the body. In other words, there will be
a close interplay between learning mechanisms and proprioception. In the context of
embodied cognition and neuronal plasticity, homeostasis has been examined by e.g.,
[6–8]. Regulating homeostatic properties is often applied for exploring the system’s
behavior space, and usually results in a behavior that is not goal-directed [9]. Here,
however, goal-directed behavior is considered to be the essential starting point for
any kind of learning.

With respect to autonomous learning one is then left with three basic questions:
What to learn? When to learn? How to learn? The last question refers to internal
mechanisms, such as synaptic plasticity rules [10, 11] and regulatory mechanisms
of neuronal excitability [12], which will change dynamical properties of the neural
control. But by now, there is no definite general answer or optimalmethod to generate
such a faculty in the neural control of animats. Known learning rules like backprop-
agation [13] and variants of Hebbian rules [10] refer to specific network structures
like feedforward networks or Hopfield networks [14], and to specific problems like
pattern recognition or reconstruction. Thus, and since these methods are inadequate
for learning a life-sustaining behavior in animats, in this paper, two simple stochastic
plasticity mechanisms are deployed for testing the proposed framework.

On the other hand, the first of our questions seems easy to answer:A life-sustaining
behavior has to be learned. But again, since environmental conditions and situations
are changing frequently, the second of our questions can be rephrased as follows:
What signals drive internal mechanisms and corresponding interactions towards a
life-sustaining behavior?

A possible answer is to suggest a second environmental feedback loop. This idea
can be traced back as far as the work of H. S. Jennings and his studies of lower-order
animals [15], and was reformulated by W. R. Ashby in the early days of cybernetics
[5]. The second environmental feedback loop is associated with our second question,
namely, when an autonomous system has to learn a new behavior. This is assumed
to be the case, for instance, when, during the interaction with the environment, there
is a situation where “it hurts”, or a situation which produces pleasant or unpleasant
“feelings”. These metabolic or physiological states stimulate the signals from the
proprioceptors. For instance, those signalsmaybe generated if joint angles of a legged
animat exceed their limits, a motor gets hot, the system bumps into an obstacle, or the
“low” state of an energy neuron signals “hunger”. In all such cases, proprioceptors
mediate corresponding internal, non-neural processes.

To systematically examine these problems, we implemented similar scenar-
ios where proprioceptors are combined with artificial neuromodulators to form
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modulator subnetworks. These networks monitor the behavior of the animat, and
stimulate the artificial neuromodulator cells in response to undesired or beneficial
behavior. Stimulated neuromodulator cells then produce neuromodulators to trigger
or inhibit plastic changes in the control subnetworks of the animat.

The paper is organized as follows. Section2 describes the modulator network
model with a simple random plasticity method, and an alternative Gaussian walk
plasticity method. Section3 introduces the two simulated robots that are used to
test the method, followed by a description of the experiments by which we test the
neuromodulation framework in Sect. 4. Finally, the results are presented, and the
finding are discussed in Sect. 5, followed by final conclusions on the advantages and
limitations of this learning approach.

2 Methods

2.1 Modulated Neural Networks (MNN)

AMNN can be any kind of standard artificial neural networks extended by a neuro-
modulator layer. Some related approaches, though more specialized, are e.g., Gas-
Nets [16], Artificial Endocrine Systems [17], and Artificial Hormone Systems [18].

Our variant of a neuromodulator layer provides neuromodulator cells (NMCs)
that maintain spatial distributions of neuromodulator (NM) concentrations as part of
the network. NM produced by a NMC usually diffuses into the surrounding tissue
and influences nearby network structures. Due to this spatial nature of NMs, a MNN
must provide a spatial representation, i.e. neurons and other network elements (e.g.
NMCs) must have a location in space. Each NMC represents a single source for a
specific NM type and maintains its own concentration level and distribution within
the network. The NM concentration c(t, x, y) at each point in the network at time t
is the sum of all locally maintained concentration levels ci (t, x, y) at that position.

c(t, x, y) =
n∑

i=1

ci (t, x, y), x, y ∈ R (1)

NMCs are always in one of two modes: In production mode the cell may increase
its modulator concentration, in reduction mode it may decrease it. To enter the pro-
duction mode, a NMC must be stimulated for some time, whereas it falls back into
reduction mode when it is not stimulated for a while. The actual model that deter-
mines when and how the stimulation happens can be chosen freely for each NMC.
The same holds for the production, distribution, diffusion and decay ofNMs.Usually,
the concentration of the NM and its area of influence increase and decrease depend-
ing on the current stimulation and mode. But the characteristics of the diffusion area
and gradient are specifics of the chosen models and depend on the MNN variant that
is used for an experiment.
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The effect of NM exposure on network elements can be various, such as affecting
the synaptic plasticity or the function of neurons. Therefore, the actual choice of these
effects strongly depends on the experiments and the planned interactionbetweenNMs
and network components.

2.2 Linearly-Modulated Neural Networks (LMNN)

The specific variant of the MNN used for the first presented experiments is based on
the standard discrete-time neuron model given by

oi (t + 1) = τi (θi +
n∑

j=1

wi j o j (t)) with i, j = 1, . . . , n, (2)

where oi (t) is the output of the neuron i at a discrete time step t , wi j is the weight of
the synapse from neuron j to neuron i , θi is a bias term of neuron i and τi a transfer
function, for instance tanh.

In LMNNs, the stimulation of NMCs follows a simple linear model. The mecha-
nism by which the presented framework guides plasticity is demonstrated schemati-
cally in Fig. 1. Each neuromodulator cell (NMC) is attached to a carrier neuronwithin
a modulatory subnetwork (MSN), and is stimulated when the output of this neuron
is within a specified range [Smin, Smax ]. At each time step t in which the NMC is

Fig. 1 Schematic representation of Linearly-Modulated Neural Networks. Each neuromodulator
cell (NMC) is attached to a carrier neuron within a modulatory subnetwork, and is stimulated
when the output of this neuron is within a specified range. At each time step in which the NMC is
stimulated, its stimulation level increases, and it decreases If not stimulated. If the stimulation level
exceeds a given threshold, theNMCenters theproduction mode. If the level decreases belowa second
threshold, the NMC re-enters the reduction mode. When in production mode, the neuromodulator
defuses in time to the surrounding area of a control subnetwork, and initiates plasticity in rates that
depend on its concentration at the locale of the synapse



Autonomous Learning Needs a Second Environmental Feedback Loop 459

stimulated, its stimulation level si increases by a small amount given by parameter
Sgain . If not stimulated, it decreases by Sdrop:

si (t + 1) =
{

min(1, si (t) + Sgain
i ) if Smin

i ≤ oi (t) ≤ Smax
i

max(0, si (t) − Sdrop
i ) otherwise.

(3)

If the stimulation level exceeds a given threshold T prod , the NMC enters the
production mode. If the level decreases below a second threshold T red , the NMC
re-enters the reduction mode.

In production mode, the modulator concentration c and the radius r of a circular
diffusion area are increased from 0 to Cmax and Rmax respectively. During reduc-
tion mode both decrease again. The rate of change of the concentration is given by
parameters Cgain and Cdrop, that of the radius similarly by Rgain and Rdrop. The fol-
lowing formula shows this for the concentration level ci ; the area radius ri is defined
analogously.

ci (t + 1) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min(Cmax
i , ci (t) + Cgain

i )
if in production mode

and still stimulated

max(0, ci (t) − Cdrop
i )

if in reduction mode

and not stimulated

ci (t) otherwise.

(4)

Due to NM diffusion, learning is triggered in control subnetworks (CSN), accord-
ing to a particular learning rule whose dynamics depends on the NM concentration.
The diffusion mode of each NMC can be chosen, so that the NM concentration is
either constant across the diffusion area, or decays according to a linear or nonlinear
function of the distance to the NMC. The inhomogeneous distributions are inter-
esting for scenarios with local learning. However, in the shown examples, we will
restrict the experiments to a homogeneous, global modulation to demonstrate that
successful controllers can develop even in this simple case.

2.3 Plasticity via Modulated Random Search

The synapses of the network react to NM exposure with plastic changes. To demon-
strate the viability of using neuromodulation to control the learning process, we
choose one of the most simple plasticity methods available:Random weight changes.
We chose this stochastic plasticity method because it is vastly unbiased and is capa-
ble of finding all kinds of network topologies and weight distributions within a given
network substrate. Furthermore, the method does not require any heuristics for the
choice of the network topology, except that solutions are possible with the given
structure.
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Table 1 Parameters of a
modulated random search
synapse

Parameter Description

T ype The NM type the synapse is sensitive to

W Weight change probability

D Disable/enable probability

W min, W max Min. and max. weight of the synapse

M Max. NM sensitivity limit of the synapse

The parameters governing the modulated random search are summarized in
Table1. For a synapse i , the probability of a weight change pw

i at time t is the
product of an intrinsic weight change probability Wi and the current NM concen-
tration c(t, x, y) at the position (xi , yi ) of the synapse. Hereby, each synapse may
limit its sensitivity to NM to a maximal concentration level Mi to prevent too rapid
changes when large amounts of overlapping NMs are present.

pw
i (t) = min(Mi , c(t, xi , yi )) Wi , 0 < Wi ≪ 1 (5)

Stochastic weight changes may occur at any time step, therefore Wi must be very
small. If a weight change is triggered, a new weight wi is randomly chosen from the
interval [W min

i , W max
i ], given as parameters of the synapse.

In addition toweight changes, synapses can also disable and re-enable themselves
following a similar stochastic process. The probability pd

i for a transition between
the two states during each time step is the product of the modulator concentration
c(t, x, y) and the disable probability Di .

pd
i (t) = min(Mi , c(t, xi , yi )) Di , 0 ≤ Di < Wi (6)

If a transition is triggered, an enabled synapse becomes disabled and vice versa.
A disabled synapse is treated as a synapse with weight wi = 0, but its actual weight
is preserved until it is enabled again. This mechanism allows for a simple topology
search within a given neural substrate.

2.4 Plasticity via Modulated Gaussian Walk

Analternative to using randomsearch as a learningmechanism,wepropose a learning
mechanism that depends on small changes of synaptic efficacies when neuromodu-
lation is released. We term this learning mechanism the Modulated Gaussian Walk
(MGW), where, similarly to MRS, the probability of a weight change is the prod-
uct of an intrinsic weight change probability and the neuromodulator concentration.
However, unlike the MRS, no maximal concentration sensitivity is present.
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Instead of randomly assigning a value to the synaptic weight in the interval
[W min

i , W max
i ], the amount of weight change is drawn from a normal distribution

with zero-mean and σ 2-variance. As such, the weight changes according to

w(t + 1) = w(t) + �w where �w ∼ N (0, σ 2). (7)

To assure that the weight remains within its bound (since the term�w can be infi-
nitely large), sampling the normal distribution is repeated until the resulting weight
is within the range.

Amechanism for disabling synapses in also implemented within theMGW learn-
ing rule. However, we do not elaborate on this feature here, since later experiments
do not make use of it.

3 Robots

Later experiments on linearly-modulated neural networks use robot systems typical
for classical neurorobotics problems: a simple pendulum (Fig. 2c) and a differential
drive robot (Fig. 2f). In all cases, motor neurons with an activation range (−1,+1)

Fig. 2 a, b, d, e Environments for learning behavior of a differential drive robot. a, b, d The white
spheres denote possible light source positions. Each light source is bright enough to cover the whole
environment. a Light-tropism to one of four fixed light sources (E1). b Obstacle-avoidance with
exploration (E2). c A simple pendulum simulator for learning oscillation to a target angle (E5).
d Light-tropism to one of four fixed light sources, and avoiding nearby obstacles (E3). e Light-
tropism to one of five randomly shifted light sources, and avoiding nearby obstacles, large obstacles,
and a narrow corner (E4). f The differential drive robot with wheels and sensors shown
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control the desired velocity of the motors. Negative activations are interpreted as
backwards rotation.

The pendulum is equipped with an angular sensor for the current angle of the
pendulum. The differential drive robot is equipped with distance sensors (DS) at
the front, eight touch sensors (TS), three ambient light sensors (ALS) to measure
brightness at three equally distributed positions on the robot, and three directed light
sensors (DLS) in the front of the robot to sense the direction towards light sources
(with a maximal viewing angle of ±90 degrees). For simplicity, light can penetrate
obstacles freely. All experiments have been simulated with the NERD Toolkit [19]
and can be replicated with material from our supplementary page.

4 Experiments

4.1 Experiments with MRS

To demonstrate the method, five experiments with different complexities have been
performed under modulated random search. The experiments are typical for early
evolutionary robotics experiments and are still used in many learning scenarios. In
all experiments, a robot has to learn a simple task from scratch, starting with a plain,
specifically designed LMNN. The predefined MSN of the network produces global
neuromodulators for undesired behaviors, while the given CSN defines the topology
in which solutions can develop. Neuromodulation is global since all synapses of
the CSN are sensitive to NM concentration, and they start out disabled, so that the
network connectivity develops together with the synaptic weights, while all synapses
of the MSN are insensitive to neuromodulation and are therefore static. As such,
each experiment can be defined by a robot, a task, an environment and a control and
modulatory subnetworks (MSN and CSN, respectively).

Tasks and Environments. The first experiment (E1) is a positive light-tropism task
(Fig. 2a). Four light sources are distributed in some distance from the corners of a
quadratic arena. At any time, only one light source is switched on. Each light source
is bright enough to cover the entire arena. When the robot arrives at that light source,
it is switched off and a randomly chosen source is switched on.

The second experiment (E2) focuses on an obstacle-avoidance task (Fig. 2b),
where the robot has to navigate in a quadratic environment riddled with round objects
and narrow corners. The robot also needs to explore its whole environment. Thus, the
arena also comprises a number of light sources each emitting a different, homoge-
neous light that allow the robot to recognize different locations and hence to monitor
its own exploration behavior.

As a combination of the previous experiments, E3 extends the first experiment
with four small obstacles placed with a small asymmetric shift near the four light
sources (Fig. 2d). Here, the robot has to approach the lights and simultaneously avoid
the obstacles next to the light sources.
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Table 2 Experimental setups for global neuromodulation

Exp. τexp τtemp Sensors NMC modules

E1 120 0.5 2 DLS Light

E2 240 5 3 DS Obst, Drive, Explore

E3 720 0.75 2 DS, 2 DLS Light, Obst

E4 720 0.75 2 DS, 2 DLS Light, Obst

E5 240 5 1 AS 2 × TurningAngle

τexp is the experiment time in simulated minutes, τtemp is the duration in minutes without neuro-
modulation production to consider a behavior a successful temporary solution

A more difficult variant is experiment E4. While the task remains the same, there
are now larger obstacles in the middle of the arena and one of the corners is more
narrow (Fig. 2e). Furthermore, a fifth light sourcewas added in the center of the arena.
All lights are now also randomly moved away from their initial positions every time
they get switched on. In contrast to E3 the robot now gets confronted with many
more different light-obstacle combinations, which makes the task quite difficult.

The pendulum experiment (E5, Fig. 2c) requires the controller to learn to swing
with a specific amplitude between the two target angles ±65◦ with a tolerance of
±5◦. The difficulty is that the motors are too weak to get to the target angles without
swinging the pendulum up first.

Control Sub-Networks (CSN). Each CSN includes the necessary sensory and
motor neurons, a number of intermediate processing neurons and a bias neuron.
The latter allows the bias of neurons to be changed using the same technique as used
for other synapses. The network substrates vary over the different experiments, rang-
ing from trivial feedforward networks over a layered network with 4 hidden neurons,
to fully connected, recurrent networks with 2, 4 and 6 intermediate neurons. The
network configurations for the experiments are summarized in Table2.

Modulatory Sub-Networks (MSN). Each MSN uses experiment-specific network
structures to detect undesired behavior based on (sensor) activations to produce neu-
romodulators when needed. As a reaction to the neuromodulators, synapses of the
CSN randomly change and explore different topologies and weight distributions.
This has an effect on the behavior and, accordingly, on the NM production in the
MSN. Similar to the work by Ashby [5], the system is destabilized when an unde-
sired behavior is detected, leading to continuous changes until the system stabilizes
again in a new, valid configuration. In this spirit, six different NMCs are used in the
experiments (see Table2).

The Obst cell reacts on the activation of any of the eight force sensors to detect
undesired contact with objects. The stimulation is quite rapid so that obstacle contact
immediately leads to neuromodulation production to alter the behavior.

The Drive cell gets stimulated when the two motor signals are too low, the robot
is moving backwards, or the difference of the motors becomes too large, i.e. the
robot is moving in narrow circles. Because the desired behavior also may include
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moving backwards and especially moving in circles, the stimulation is less rapid and
tolerates such movements as long as they do not dominate the behavior.

The Explore cell is stimulated when the robot is not entering the detectable
locations frequently (the task E2). Its associated modulating network classifies the
signal of one of the ambient light sensors into the nine detectable locations and
integrates these signals to determine the duration of each location not being visited.
Explore is stimulated if some locations have not been visited for a long time. If a
location is entered that has not been visited for a long time, then all integrator neurons
for all locations are inhibited, so this potential behavior improvement already leads
to a fast decrease in neuromodulator concentration to allow the new configuration to
be tested.

The Light cell also uses an auxiliary network that interprets the ambient light
sensors to detect whether the robot is getting closer to the light. If not, the NMC
is stimulated. This achieved by utilizing neural differentiators of the ambient light
sensors activity.

The TurningAngle cell gets persistently, but slowly stimulated over time.
However, if the pendulum changes its swinging direction within the desired angle
range, then the NMC stimulation decreases rapidly. The desired angular range can
be adjusted independently for each of the two NMCs in the pendulum networks.

Table2 shows which NMCs, with their corresponding auxiliary networks, are
used in each experiment. Figure3 shows the structure of both the CSN and the MSN
for experiments E2 and E3, giving also the neural structures for the six auxiliary
sub-networks. The experiments here are restricted to a global modulator release with
a uniform concentration levels. Table3 summarizes the parameter choices for the
NMCs used across the experiments.

Experiments Setup. Each experiment has been run with five different network sub-
strates for the CSN: a layered network with 4 intermediate neurons (L4) and four
fully, recurrently connected networks with 0, 2, 4 and 6 intermediate processing neu-
rons (N0-N6). Due to the differing number of motors and sensors, the total number
of synapses varies. An overview can be found in Table4. All additional settings of
the network, specifically the settings for the plastic synapses and the NMC settings,
have been fixed at the values given in Table3.

Each such learning scenario (experiment + network substrate) has been repeated
50 times with identical settings, each starting with a new CSN composed of disabled
synapses with zero weights. Thus, the entire network topology and the synaptic
weights had to be learned from scratch within the given network substrate.

4.2 Comparative Experiment with MRS and MGW

We compare the two plasticity mechanism on a task that combines light tropism and
obstacle-avoidancewith no exploration, i.e. theMSNcontainsNMCsObst,Drive,
and Light. The chosen CSN of this task is similar to the layered architecture L4, but
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Fig. 3 Two exemplary
control subnetworks that
result from learning, with
their associated modulator
subnetworks

Table 4 Number of plastic synapses in each of the experiments. All configurations include a bias
neuron. L4 provides a layered network with 4 neurons, all others are fully connected

Number of processing neurons

N0 N2 N4 N6 L4

E1 14 32 60 96 46

E2 10 28 54 88 42

E3 14 32 60 96 42

E4 14 32 60 96 42

E5 4 15 35 63 32

with few simplifications that decrease the number of plastic synapses considerably.
First, the hidden layer is split into two pairs of neurons. One pair is connected to the
two distance sensors only, while the other pair is connected to the two directed light
sensors. This results in a modular structure that enforces a kind of specialization to
each pair. The twomodules are also fully-connected to each other, adding eight plastic
synapses that are responsible for the fusion of behavior. Furthermore, a symmetry
constraint is added to each module. This means that a change of some synapse at
the left side of the module would be copied to corresponding synapse at the right
side. This constraint is meant to reflect the symmetry in the body morphology of the
robot, which would result in a symmetric behavior. No constraints are imposed on
the connections between the two modules. As such, the number of plastic synapses
in this CSN, including those coming from a bias neuron, are only 22.

The parameters of MRS are chosen as before but with the probability of enabling
or disabling a synapse set to zero. The range of weights is restricted to ±1.5 for both
MRS and MGW. For the latter, the variance σ 2 is set to 0.2. Each learning rule was
tested on 64 runs, with 8 hours simulation time.
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5 Results and Discussion

5.1 Results on Modulated Random Search

For all experiments and with all but one of the different network substrates, solutions
have been foundwithin the given timewindows. All behaviors discovered in this way
have been sufficiently effective and comply with the desired and expected behaviors.
However, as can be seen in Fig. 4, by far not all runs did finally end up with a proper
behavior network during the limited learning time. Consistent with intuition, the
easier the task is, the larger the percentage of successful learning trials.

Therefore, The simple light-tropism task E1 led to successful behaviors in almost
all cases, despite its comparably short learning time of up to only two hours. Also,
the final solutions have been found very fast (Fig. 5a-E1) without many intermediate
temporal solutions (Fig. 5c-E1).

In contrast, the almost similarly short duration of the obstacle-avoidance task E2
with four hours seems to be much too low to consistently find solutions, contrary
to our expectation. Therefore, only about half of the experiments were successful.
A reason for this may be the relatively slow detection of insufficient exploration
behavior with the Explore NMC. This modulator has to react with a larger delay
to give the networks a chance to actually do exploration.

So, behaviors violating the exploration condition –while still doing afine obstacle-
avoidance – are detected only after a significant delay. Also, such intermediate solu-
tions get destroyed quite easily when a bad exploration behavior is detected, leading
to the destruction – not to a refinement – of the temporary solution. This, obviously, is
one of the major limitations of the stochastic search: due to the missing directedness
of the learning, temporary solutions are usually not improved, but rather destroyed
and replaced by very different networks.

The results for combining light tropism and obstacle avoidance (E3) reflect the
increasing difficulty of the task. Even though the experiment was simulated 12 hours

Fig. 4 Percentage of successful experimentswith stable solutions. The gray tips indicate the number
of temporary solutions with a continuous modulator-free behavior during at least 30min, which
would be interpreted as solutions in intermediate-term evaluations
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(a)

(b)

(c)

(d)

Fig. 5 a Time to final solution. b Time to first (temporary) solution. c Number of (temporary)
solutions. d Minutes spent in learning mode

per try, only ≈ 20% of the runs lead to a fully stable behavior. First temporary
solutions have been found quite fast (Fig. 5b-E3), but most light tropism behaviors
with only a partial obstacle-avoidance behavior are easily destroyed due to hitting
one of the small obstacles close to the light sources. Because the light sources are
approached with slightly different angles, at some point a situation is encountered
where the obstacle-avoidance behavior briefly fails and the obstacle is hit. This leads
to a strong production of NM and the behavior is usually destroyed. This alternation
betweenmany temporary solutions (Fig. 5c-E3) and the subsequent network destruc-
tion, and thus long phases with enabled plasticity (Fig. 5d-E3), describes the typical
way how network configurations are explored with the stochastic search: only if all
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requirements of the behavior are fully met with a single mutation burst, the behav-
ior remains stable in the long run. This all or nothing approach is another limiting
characteristics of the simple stochastic search.

This becomes even more severe in the aggravated variant of this experiment (E4),
in which large and more various obstacles enforce the robot to do significant detours
against the desired direction towards the light. Here, a proper behavior requires a
fine tuning of weights, which makes it much more difficult to accidentally stumble
upon a working network. The percentage of final solutions, therefore, is even lower
with only about 10%. However, the number of long-term temporary solutions with
a continuous runtime of more than 30min exceeds the number of stable solutions
by a factor of ≈ 2 (Fig. 4-E4). These behaviors would in many evaluations with a
short test (e.g. evolutionary algorithms) already be considered solutions, but it shows
that even slight weaknesses due to an unfortunate sequence of target light sources
can lead to a destruction of such almost stable networks in the long run. As in E3,
temporary solutions are found quite fast (Fig. 5b-E4), but are destroyed later, so that
most of the time is spent trying new network configurations (Fig. 5d-E4).

The pendulum behavior again is an example of a simpler single-goal task. The
number of successful runs is, with almost 50%, quite high and the networks are also
found fast within the first 2 hours (of a total of 4 hours). Due to the characteristics of
the experiment, there are almost no temporary solutions: if a solution is found, then
this solution tends to be stable in the long run, because there are no disturbances in
the simple pendulum motion (compare Fig. 5a-E5, 5b-E5, and 5c-E5).

An interesting observation can be made concerning the network complexity. It
was expected, that the performance of the experiments primarily depends on the size
of the neural substrate, because with an increasing search space the probability of
finding a stable solution should drop down significantly. However, at least for the
network sizes used in these experiments, there is only a small influence of the net-
work substrate on the performance (Fig. 4). Only in E2 the largest network showed
a significant drop in the number of solutions compared to the other substrates in the
same experiment. And in E5 it seems that the layered network has an advantage over
the fully recurrent neural networks. This may indicate, that – as long as the topology
can vary within the substrate – there are similar or equivalent network configurations
contained in all substrates and that with an increasing number of synapses, the frac-
tion between feasible and improper network configurations may remain in the same
order of magnitude. In forthcoming experiments, larger networks have to be tested
to find the actual limiting size for this simple class of robot experiments. In these
experiments, anyway, the impact of the chosen experiment complexity has a much
higher impact on the performance than the chosen network substrate, so the major
effort in designing such experiments should probably be focused on defining a well
suited experiment, not on choosing a particularly suited network substrate.

To examine the learning process in more detail, Fig. 6 shows the weight changes
and the related neuromodulator concentrations for one of the learning runs in exper-
iment E2. As expected, the weight changes in learning phases are random and undi-
rected. However, from time to time, the system stabilizes in a network configuration,
because no neuromodulator is produced as a response to the (partially) working
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Fig. 6 Example run for the light tropism-behavior, showing the alternation between stable and
plastic states during the behavior learning. The upper graph shows the individual weights over
time, the lower graph the stimulation and concentration level of the two NMCs

behavior. It can also be seen in the lower part of Fig. 6 that even during these stable
states, the stimulation of the NMCs is not just zero, but that their stimulation level
remains active, though not high enough to enter their production mode. So, slight vio-
lations of the behavior restrictions still take place, but these violations are not strong
enough to be interpreted as a failing behavior. But if the stimulation level exceeds the
limit to production mode, then often one of the first random changes destabilizes the
system so much, that other neuromodulators are triggered as side-effect. This leads
to a strong relearning, usually destroying the previous temporary solution, until the
modulation stops when a new potentially working configuration has been found.

5.2 Comparing MRS and MGW

As the previous section demonstrated, due to its uncontrolled random changes to net-
work structure, MRS leads to the destruction of solutions. In comparison, limiting
random changes to small values, as is the case in MGW, results in the preservation of
found solutions. In the modular light-tropism/obstacle-avoidance experiment, out-
lined in Sect. 4.2, MRS has shown 34 temporary solutions that lasted longer than
5min in simulation time, with an average of 5.7min per solution. On the other hand,
MGW found almost double the number of temporary solutions, with an average of
12.5min per solution. Also, underMGW, the agent spendsmore of its time exploiting
the found solutions. While temporary solutions that lasted longer than 5min occu-
pied more than 11.4% of the experiment time of robots trained by MGW, only 8.2%
of the experiment time is covered by the temporary solutions found by MRS. This
means that learning with Gaussian walk is more stable since the learning rule does
not result in the sudden destruction of behavior when neuromodulation is released
due to minor lapses in behavioral fitness. Further results suggest that MGW refine
network structures that are on the verge of becoming a solution by inducing small
changes to the networks’ synaptic weights. This is demonstrated by the fact that only
40% of controllers trained by MRS found a temporary solution at all, while MGW
lead to 70% of the runs leading to a temporary solution at some stage of learning.
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6 Conclusions

We demonstrated with five typical experiments from the field of robot learning and
early evolutionary robotics, that a simple random search on a given network topology
is sufficient to findmany suitable solutions, as long as the network changes are started
and stoppedbya reasonable feedback signal. In our case, this feedback is realizedwith
neuromodulators that are triggered as a reaction to the sensed behavior. Because of
this, and the simplicity of the implementation, the learning should also work directly
on physical robots without external supervision. The tasks show that the feasibility
of the method strongly depends on the experiment complexity, not so much on the
chosen network substrate. Also, temporary solutions appear and get relearned when
the behavior proves ineffective in some situations. These aspects – already available
in such a simple approach – are highly desired in the field of robot learning to allow
adaptive, self-contained robots with life-long learning capabilities.

Simple random search, however, is not meant to be used as a competitive learning
paradigm for real robots. Our results show that by simply replacing the fully-random
search with a more confined randomwalk of synaptic weights lead to a huge increase
in the number of solutions and of their stability. This points to the possible benefits
of incorporating more directed learning rules and synaptic dynamics to the neuro-
modulation framework. Our intention of this study is to provide the mechanism that
signals to an autonomous system the need to start learning, i.e. when to learn. The
suggested learning mechanism itself, i.e. how to learn, needs to prove superior to the
simple random search, as was demonstrated by the Gaussian walk, in order to justify
its increased complexity.
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