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Abstract Physiological Computing augments the information bandwidth between a
computer and its user by continuous, real-time monitoring of the user’s physiological
traits and responses. This is especially interesting in a context of emotional assess-
ment during human-computer interaction. The electroencephalogram (EEG) signal,
acquired on the scalp, has been extensively used to understand cognitive function,
and in particular emotion. However, this type of signal has several drawbacks, being
susceptible to noise and requiring the use of impractical head-mounted apparatuses.
For these reasons, the electrocardiogram (ECG) has been proposed as an alterna-
tive source to assess emotion, which is continuously available, and related with the
psychophysiological state of the subject. In this paper we analyze morphological fea-
tures of the ECG signal acquired from subjects performing an attention-demanding
task. The analysis is based on various unsupervised learning techniques, which are
validated against evidence found in a previous study by our team, where EEG signals
collected for the same task exhibit distinct patterns as the subjects progress in the
task.
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1 Introduction

Physiological Computing, as a research area, integrates psychophysiological infor-
mation into computer systems by continuous, real-time monitoring of the user [1].
These systems augment the information bandwidth between the user and the com-
puter, enabling a better interpretations of the user’s psychophysiological state. Indeed,
in natural human communication, the speaker’s attitude, posture, tone, and facial
expressions, among others, strongly influence the semantic interpretation done by
the receiver [2].

Straightforward approaches to physiological computing, requiring no extra hard-
ware, are, for example, keystroke dynamics [3], speech analysis [4], and automatic
facial expression recognition [5]. However, all these examples exhibit serious prob-
lems to their usefulness. Keystroke dynamics and speech analysis both require con-
tinuous voluntary activity, while the usefulness of facial expression analysis for
behavioral science has been recently questioned in [6]. One possible alternative
to these modalities, although requiring extra hardware, is the use of the subject’s
biosignals (e.g. electrodermal activity, peripheral temperature, blood volume pulse,
electrocardiogram, electroencephalogram signals), acquiring them during normal
human-computer interaction tasks [7, 8]. These signals have the twofold advantage
of being always available, and measuring the natural physiological responses of the
body to a given affective state, which cannot be voluntarily masked.

The electroencephalogram (EEG) signal, acquired on the scalp, has been exten-
sively used to understand cognitive function, and in particular emotion [9, 10], being
a noninvasive, cost-effective technique, with good temporal resolution [11]. How-
ever, it has various drawbacks, such as susceptibility to noise (in particular motion
artifacts and eye blinks) and, most importantly, requires the use of some kind of
head-mounted equipment to support the (typically wet) electrodes, which becomes
impractical for continued use. In this context, the electrocardiogram (ECG) signal
has been suggested as a possible option [12, 13]. Nevertheless, the usefulness of the
EEG as source of ground-truth information has not been discarded [14].

In this paper, we make a morphological analysis, using unsupervised learning
techniques, of the ECG acquired from subjects performing a task that demands high
levels of attention over a long period of time. This experiment simulates what may
happen, for instance, during an interactive educational game, extended work hours,
repetitive daily tasks, or sleep deprivation, where attention levels fluctuate throughout
the execution of the task. This is particularly important in various professions, such
as doctors, pilots, drivers or industrial equipment operators, for which momentary
or prolonged lapses of attention may be catastrophic [14]. In addition, we compare
the results obtained with the ECG signal to our previous work using the EEG, which
provided evidence that the subjects indeed exhibit distinct affective states throughout
the completion of the task [15].

The remainder of the paper is organized as follows: Sect. 2 describes the experi-
mental setup. Section 3 details the proposed methodology, including the description
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of the clustering methods used, as well as several clustering validation metrics.
Section4 presents the obtained results, which are discussed in Sect. 5. Finally, Sect. 6
concludes the paper.

2 Affective Elicitation and Data Acquisition

The ECG signal presents several attributes that make it especially interesting in a
physiological computing framework. Specifically, it is continuously available, pro-
viding a rich wellbeing indicator, is related with the psychophysiological state of the
subject, and is easy to acquire unobtrusively with wearable devices. This is further
enhanced by following an off-the-person approach, where the sensors are seamlessly
integrated into objects with which subjects regularly interact, such as a keyboard,
a video game controller, or a mobile device, without the need to change normal
interaction patterns [16].

It is widely known that the basic function of the heart is to pump blood through-
out the body, demanding a highly synchronized sequence of muscular contractions.
These contractions are initiated by small electrical currents that propagate through
the heart’s muscle cells, generating an electrical signal that can be recorded at the
body surface (the ECG). In healthy individuals, the electrical activity of the heart is
guided by the self-excitatory nature of the sinus node on the left atrium (see Fig. 1),
which naturally produces electrical depolarizations at a rate of about 100 beats per
minute. However, the sinus node is under systemic control by the endocrine system
and the Autonomic Nervous System (ANS). The ANS is composed by two comple-
menting, self-balancing subsystems, the Sympathetic and Parasympathetic Nervous
Systems (SNS and PSNS, respectively). While the SNS is typically responsible for
the promotion of fight-or-flight responses in the organism (e.g. by increasing the
heart rate), the PSNS is responsible for the promotion of rest-and-digest responses,
which induce relaxation and a return to normal function. As a whole, the ANS

Fig. 1 Schematic
representation of the heart
compartments and its electric
system, showing the
contribution of each
component to the
prototypical heartbeat signal
recorded at the body surface
(used with permission from

[18])
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provides an access route to the affective state of a person [17], by analyzing the
patterns of physiological activity initiated by both the SNS and PSNS. In particular
for the ECG, the amplitude and latency of the P-QRS-T complexes is influenced by
multiple psychophysiological factors, and some changes in the user’s behavior result
in slight variations in the heart rate and waveform morphology.

The ECG and EEG signals analyzed here were acquired in the context of the HiMo-
tion project [19], an experiment to acquire information related to human-computer
interaction and physiological signals on different cognitive activities. During the
experimental session, the subjects were asked to execute various interactive cogni-
tive tasks. Particularly, a concentration task was performed, adapted from a similar
test from the MENSA set [20]. In this test, the subject is presented with a matrix of
800 integers (20 lines by 40 columns), as shown in Fig. 2. The goal of the game is to
identify, line by line, all the pairs of consecutive numbers that add to 10. This task
requires high levels of attention, as the pairs may overlap (i.e. the same number may
belong to two pairs), measuring the capacity of the subject to maintain an attentive
state over a long period of time.

Biosignal data was obtained from 24 subjects (17 males and 7 females) with ages
in the range 23.3 £ 2.4 years, using a Thought Technology ProComp2 acquisition
system, with a sampling rate of 256 Hz. The ECG was acquired with Ag/AgCl elec-
trodes placed on the chest (4th intercostal space in the mid clavicular line), while the
EEG was acquired at four scalp locations according to the 10-20 system (F),, I,
Fp,, and O;), as shown in Fig. 3.
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3 Proposed Methodology

It should be noted that each person has different characteristics in terms of attention
span and, as such, aside from the temporal information regarding the start and the
end of each line of the attention game, no more information is available for this data
set. Particularly, there is no ground-truth information regarding the time instants in
which the affective state of each test subject has in fact changed. For this reason, we
propose the use of unsupervised learning techniques to analyze the ECG data.

The proposed methodology is presented in Fig.4 and it is divided in three main
stages: feature extraction, clustering, and validation of the clustering results. We start
by filtering and segmenting the raw ECG, and then we apply clustering techniques to
analyze the data. Subsequently, the results of those clustering algorithms are validated
using several metrics, exploiting our previous analysis of the same data set with the
EEG signal [15]. This somewhat follows the methodology proposed in [14], where
the EEG signal is used as a benchmark against which the performance of attention
recognition via the ECG is compared. All these stages are explained in the following
subsections.

3.1 ECG Feature Extraction

Raw ECG signals are typically affected by various noise sources such as motion arti-
facts, power line interference, and electromyographic noise. To enhance the signal-
to-noise ratio (SNR), and to reduce the influence of the cited noise sources, we used a
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Fig. 4 The proposed methodology
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band-pass Finite Impulse Response (FIR) filter with a Hamming window of 300 ms,
and cutoff frequencies of 5-20Hz. The filtered signal was then fed to a segmen-
tation algorithm, with the purpose of identifying the locations of the R peaks. For
that we used the algorithm by Engelse and Zeelenberg [21], with the modifications
proposed in [22]. Individual heartbeat segments of 600 ms were extracted from the
filtered signal, between 200 ms before and 400 ms after the R peak. Finally, in order
to further improve the SNR, heartbeat templates were formed using sequences of
5 consecutive heartbeats, computing their element-wise mean (an example of these
templates can be seen in Fig. 5). These templates form the feature space used by the
clustering algorithms, described in Sect. 3.3.

3.2 EEG Feature Extraction

Our previous work, focusing on the EEG signal, is based on two distinct feature
extraction techniques. The first follows the traditional approach of analyzing the var-
ious EEG frequency bands, the Band Power Features (BPF). Specifically, we used
the theta (from 4 to 8 Hz), lower alpha (from 8 to 10Hz), upper alpha (from 10 to
13Hz), beta (from 13 to 25Hz), and gamma (from 25 to 40Hz) bands. The sec-
ond approach uses a method of synchronization quantification, the Phase-Locking
Factor (PLF), which leverages the fact that EEG signals exhibit an oscillatory behav-
ior whose phase dynamics are modulated by the neurological tasks [23]. The PLF
between two signals is defined as [24]:

T
1 )
e z J(iln]—¢i[n])
Qik = T - e k , (1)
where ¢;[n] and ¢[n],n = 1, ..., T are the phases of the signals, T is the number of

discrete time samples, and j = +/—1 is the imaginary unit. This measure ranges from



Unsupervised Analysis of Morphological ECG Features for Attention Detection 443

0 to 1, with a value of g;; = 1 corresponding to perfect synchronization between
the two signals (constant phase lag), while the value g;z = O corresponds to no
synchronization. These two feature extraction methods form distinct feature spaces,
upon which clustering methods were applied.

3.3 Unsupervised Learning

Clustering is one of the central problems in Pattern Recognition and Machine Learn-
ing. Hundreds of clustering algorithms exist, differently handling issues such as
cluster shape, density, and noise, among other aspects. These techniques require the
definition of a similarity measure between patterns, be it geometrical or probabilis-
tic, which is not easy to specify in the absence of any prior knowledge about cluster
shapes and structure.

One of the classical approaches for clustering is the use of hierarchical agglomer-
ative algorithms [25], which produce a tree of nested objects (the dendrogram) that
establishes the hierarchy between the clusters. These methods only require a mea-
sure of (dis)similarity and a linkage criterion between instances, while partitional
methods (e.g. k-means or k-medoids) also require a priori the number of clusters,
and an initial assignment of data to clusters. The linkage criterion specifies how
intergroup similarity is defined. In particular, we apply the Average Link (AL) and
Ward’s Linkage (WL) criteria [26]. Furthermore, to obtain a partition of the data
from a dendrogram, we use the largest lifetime criterion [27].

Moreover, we use a new high order dissimilarity measure, called dissimilarity
increments, proposed in [28]. This measure is computed over triplets of nearest
neighbor patterns and is defined as:

dine(xi, x5, x) = |Das(xi, xj) — Dy (x5, Xi)1, (2)

where x; is the nearest neighbor of x;, and x; is the nearest neighbor of x;, differ-
ent from x;. In equation (2), D,(-, -) can be any dissimilarity measure, such as the
Euclidean distance. The dissimilarity increments measure can give more informa-
tion about patterns belonging to the same cluster, since it changes smoothly if the
patterns are in the same cluster. In [29], an agglomerative hierarchical algorithm,
called SLDID, was proposed. This algorithm is a variant of the Single Link (SL)
criterion using the dissimilarity increments distribution (DID), which was derived
under mild approximations in [30], to modify the way that clusters are merged. In this
paper we used a family of DID algorithms: ALDID and WLDID. They are variants
of the traditional hierarchical clustering algorithms AL and WL, respectively. The
main difference between AL and ALDID is that in AL, in each iteration the pair of
clusters with the highest cohesion is always merged; in ALDID some tests are made
using the minimum description length (MDL) criterion between two possibilities.
These two possibilities consist in the DID of the two clusters combined, and the DID
of the two clusters separated. One advantage in using an algorithm from this family is
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that it stops merging clusters before all the data is merged into one cluster, revealing
intrinsic cluster structure in the data when the true number of clusters is unknown.

Consensus Clustering Consensus clustering, also known as Clustering combina-
tion, is a powerful technique that combines the information of multiple clustering
partitions, forming a clustering ensemble (IP), and creating a consensus partition
that leverages the results of individual clustering algorithms. Recent surveys present
an overview on this research topic [31, 32]. One of the significant approaches is
the Evidence Accumulation Clustering (EAC) [33]. This framework is based on
the aggregation of object co-occurences, and the consensus partition is obtained
through a voting process among the objects. Specifically, the consensus clustering
problem is addressed by summarizing the information of the ensemble into a pair-
wise co-association matrix, where each entry holds the fraction of clusterings in the
ensemble in which a given pair of objects is placed in the same cluster:

C(llj)z%,i,jel,...,N. (3)

For the construction of the ensemble, we use the k-means algorithm [25] with
different parameters and initializations. We created a set of N = 100 partitions' by
randomly choosing the number of clusters, following the work in [34] where the
minimum and maximum number of clusters per partition depends on the number of
objects n, and is bound to the interval [4, J/nl.

The extraction of the consensus partition can be performed using several
approaches based on the induced co-association matrix: (i) as a new (dis)similarity-
based representation of objects, where the intrinsic structure of the data is enhanced
through the evidence accumulation process, enabling the determination of the con-
sensus partition using algorithms that explicitly use similarities as input, such as
hierarchical linkage methods (as classically performed in [33]); (ii) as a new vector-
based object description, considering each line of the matrix a new feature vector
representation, and using it as input to a clustering algorithm such as the k-means
[35]; (iii) as a new probabilistic distribution characterized by the probability of pairs
of objects being in the same cluster [36].

Application to EEG and ECG The focus of this work was the unsupervised analysis
of the ECG signals, and for that we applied all the described techniques: (i) hier-
archical agglomerative algorithms; (ii) hierarchical agglomerative algorithms with
dissimilarity increments; (iii) consensus clustering based on evidence accumulation
clustering, using as extraction criterion the average linkage method with the number
of clusters automatically determined by the life-time criterion.

The clustering of the ECG heartbeats was performed over the means of 5 con-
secutive heartbeats. Since we are willing to compare these partitions with the ones
obtained on the context of EEG, where for each line of the test there is only one cluster,

I'This is the number typically proposed in the reference literature.
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it was necessary to post-process the obtained partitions, choosing as representative
cluster for each line the one with highest cardinality (largest time span).

In the context of EEG clustering, we applied the hierarchical agglomerative meth-
ods with and without dissimilarity increments.

3.4 Cluster Validation

Cluster validation techniques have been developed to guide the design of clustering
experiments and to assess the quality of the outcome. There are three types of cluster
validity measures [37—41]: (i) External: used to measure the goodness of a clus-
tering structure with respect to external information; (ii) Internal: used to measure
the goodness of a clustering structure without supplying any class labels; and (iii)
Relative: used to compare different clusterings.

We adopt an external clustering validation perspective, using as external source
of information the clusterings obtained with the EEG. There is a long list of external
validation indices proposed in the literature [39, 40, 42, 43], which can be categorized
as follows: (i) Counting Pairs Methods: a class of criteria based on counting the
pairs of points on which two clusterings agree/disagree, Wallace [44], Fowlkes and
Mallows [42], and Rand’s [45] are the most representatives of this class; (ii) Set
Matching: based on set matching cardinality, H criterion [39], and consistency index
(Ci) [46, 47] are representative of this class; (iii) Information Theoretic: based on
information theoretic concepts (entropy and mutual information); representatives of
this class of criteria are the Variation of Information (VI) index [39] and Dom’s index
[43].

In this work, we compare the partitions obtained with the ECG with the ones
obtained with the EEG (taken as ground-truth), and following the idea proposed in
[14]. We use indices of the three categories, to verify the consistency of the results
in several perspectives, namely: Rand [45], a modified version of the Consistency
Index entitled Average Cluster Consistency (ACC) [47], and VI [39]. All the three
indices take values between 0 and 1. Rand’s index and the ACC take the value 1 for
a perfect match between partitions, and for the VI index, O corresponds to a perfect
match.

4 Experimental Results

Figure 6 exemplifies the clustering of the ECG templates obtained for one of the
subjects, using the clustering combination (CC) method. It shows, for each line of
the concentration task, the clusters to which the templates in that line belong to. The
first observation to note is that the lines are not characterized by a single cluster, but
rather by two or three clusters that alternate between them. However, it is possible to
perceive the existence of different groups of lines. In this particular case, lines 0-2 are
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Fig. 6 Clustering obtained 0 5 10 15 20
for subject 11, using the
clustering combination
method, where each color
represents a cluster, with a
total of 8 clusters; Bck
denotes the background
color of the matrix

Line

Template

Bck 1 2 3 4 5 6 7 8

mainly composed by clusters 1, 2, and 3, lines 4—7 are composed by clusters 7 and 8,
and the remaining lines are composed by clusters 4, 5, and 6. Another interesting note
is the fact that the number of templates per line decreases throughout the completion
of the task, implying that the first few lines of the task take longer to complete than
the last lines. These observations are valid for the majority of the subjects, although
the number of clusters and their distribution differs from subject to subject, forming
different groups of lines.

Inter-subject variability is evidenced in Fig.7, where the clustering obtained,
across all subjects, with the EEG (using PLF features and ALDID clustering—
Fig.7a) is compared to the clustering obtained with the ECG (using CC clustering—
Fig.7b). Remember that, in the case of the ECG, each line is represented by the
most frequent cluster in that line. It is possible to observe that the ECG produces a
higher number of clusters than the EEG, where each cluster tends to form groups

@ , (),

10 10

Subject
Subject

15 15

20 20

Line

Fig. 7 Comparison of the clustering obtained with the EEG to the one obtained with the ECG,
across all subjects; each color represents one cluster



447

Unsupervised Analysis of Morphological ECG Features for Attention Detection

SI'0 F S9°0 91'0 F LSO Y10+ S0 ¥1°0F 950 Y10+ 160 449
810 F LLO 910 F 69°0 y1'0 F +9°0 91°0 F 990 91'0 ¥ 29°0 d471d diaim
71°0 F 69°0 ¥1°0 F 090 1°0 F SS°0 91'0 F 09°0 €l'0F S0 Ad4d
91'0 F 6L°0 SI'0F ¥LO PI'0OF €L°0 SI'0F €L0 OI'0F IL0 A71d aaiv
SI°0 F 8L°0 SI'0OF 0L0 €1'0 F 890 ¥1'0 F2L°0 11°0 F 890 4d9
LT'0F9L°0 €'0F L90 110 F 290 91'0 F S9°0 CI'oF 190 d471d M
SI'0F 640 LI'OFCLO 8I'0 F0L0 SI'0F vL0 SI'0OF 0L0 4d9
91'0 F 8L°0 SI'OF €L0 YI'OF IL°0 LI'OFCLO 91'0 F 0L°0 A71d TV | Suisnpo DgH
20 diaim diaiv ™ v
Suudisnp HHY

JuowdaIde Jo3uons B 1s933ns sonfea 10y31y ornout (DIV) AouoIsisuo)) 121sn[) a5e1dAy ay) Suisn (0 F 77) SINSAI uonepIfeA 1Isn[) | dqeL



C. Carreiras et al.

448

600 F 950 110 F S¥°0 600 F 0v°0 0 F 2o 010 F €€°0 Add
110 F SS°0 2I'0F9¢€°0 0T'0F 1€°0 ZI'0F9¢0 80°0 F ST°0 A1d diam
01’0 F SS°0 CI'0F €v'0 600 F 8€°0 €r'0 F 0¥'0 01'0 F v€°0 Ad4d
110 F SS°0 110 F +€0 11°0 F 9C°0 el'0F €0 LO0 F 0T°0 A1d aiatv
110 F SS°0 CI'0F S€°0 900 F LTO 110 F 2€°0 900 F 1T°0 Add
el'0 F vS0 I1°0F LEO 80°0 F €0 110 F9¢°0 900 F 9T°0 A1d ™
110 F SS°0 Y10 F S€0 600 F 8C°0 110 F €0 600 F TT0 Add
110 F 660 CI'oF €0 110 F LTO €0 F €0 LO0OF IT0 A1d v Suuesnp DIY
20 diam aiatv M v
Suudisnp HHY

JuowdaIFe 1o3U0MS B Js933NS SAN[BA JOMO] $OIAW (A ) UOHBWLIOJU] JO UONELIBA ) Suisn (0 F 77) s}nsal uonepIfeA 1Isn[) g qeL



449

Unsupervised Analysis of Morphological ECG Features for Attention Detection

010 F €90 CI'0F IS0 110 F ¢v'0 el'0F €S0 €10 F 6£0 Add
CI'0F +5°0 €0 F ¥S0 cI'0F 250 11°0 F SS°0 Y1I'0F 1670 A1d diam
01’0 F 19°0 I1°0 F €50 01’0 F ++°0 €r'0 F S0 elr'0F o Ad4d
21’0 F 8%°0 110 F €50 €1'0F 090 ¥1°0 F 650 91'0 F 19°0 A1d aiatv
110 F 16°0 80°0 F SS°0 90°0 F 250 €10 F LSO 110 F 950 Add
80°0 F LSO 600 F ¥S°0 80°0 F 050 110 F +5°0 010 F 6v'0 A1d ™
71°0 F 0S°0 110 F LSO €1'0F ¥S°0 21’0 F 950 91'0 + 85°0 Add
110 F 6¥°0 0I'0 F +5°0 clI'oF 6570 71'0 F 6570 SI'0 F 650 A1d v Suuesnp DIY
20 diam aiatv M v
Suusnp DO

JuowoaIde 1a3uons € sa33ns sonfea 1Yy orow s puey uisn (0 F /) S)NSaI uonepieA I3sn[) ¢ IqeL



450 C. Carreiras et al.

of contiguous lines. Contrastingly, in the ECG it is frequent to have transitions to
clusters seen in previous lines.

The results of the cluster validation are shown in Tables 1, 2, and 3 for the Aver-
age Cluster Consistency (ACC), Variation of Information (VI), and Rand’s index,
respectively. For the ACC criterion, the highest agreement is obtained between the
ECG clustering with CC and both the EEG clustering using AL (BPF) and ALDID
(PLF), with a value of 0.79. Regarding the VI measure, the strongest agreements are
seen for the ECG clustering using the AL algorithm, in particular with the ALDID
method applied to the PLF features from the EEG, with a value of 0.20. Concern-
ing Rand’s index, the highest value, 0.63, is obtained between the ECG clustering
through CC with the EEG clustering using WLDID (BPF).

5 Discussion

Our work addresses the following questions: (i) “Is ECG morphological analy-
sis capable of identifying affective states throughout the realization of a task that
demands a high attention span?”; (ii) “Are the obtained states related to the ones
found while analyzing EEG data?”; and (iii) “What techniques can be considered to
be more suitable for the analysis of the ECG?”

The validation of the partitions found using ECG, when considering the EEG
partitions as ground-truth, shows that there is evidence of correlation between them,
revealing that ECG can be used to infer affective states. The ECG partitions have a
much higher number of partitions than the EEG ones, leading to distinct results over
the various validation criteria (considering the different perspectives), associated with
moderate to high matching. This was mainly due to small variations over time of the
ECG heartbeats, that lead to slow time transitions between the different clusters.

The clustering technique that presents the best results varies depending on the vali-
dation index. When considering the average cluster consistency (ACC), the consensus
clustering (CC) obtains partitions that lead to a best match; when using variation of
information (VI) criterion, the Average Link (AL) method is the one that leads to
best match; and when using the Rand’s index there is not a method which can be
considered a clear winner. The situations with best results are partitions with high
number of clusters, which correspond to Average linkage and Consensus Clustering.

6 Conclusions

In this work we present a methodology for attention detection based on the mor-
phological analysis of ECG signals, using data collected during the course of a task
requiring a high level of attention span. We compare the ECG morphology results
with the analysis performed using the EEG. This comparison was accomplished
using clustering validation indices.
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The ECG analysis was divided into several steps. For the feature extraction step,
the signal was first digitally filtered, segmented based on the peaks found by a mod-
ification of the Engelse and Zeelenberg algorithm, and templates were formed using
means of 5 consecutive heart beats. For the clustering step, several state of the art
techniques were used, since the ECG heartbeats have very small variations over time,
leading to touching clusters.

Several clustering validation indices were used, trying to compare the partitions
using different perspectives. Each of the validation indices showed that there is a high
evidence of correlation between the partitions obtained by the ECG and the EEG.
There is not a clear winner method, but Average Linkage and Consensus Clustering
can be considered suitable methods for this kind of analysis.
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