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Preface

The Information Security Conference (ISC) is an annual international conference
dedicated to research on the theory and applications of information security. It started
as a workshop in 1997, changed to a conference in 2001, and has been held on five
different continents. ISC 2015, the 18th in the series, was held in the delightful and
historic city of Trondheim in Norway, September 9-11, 2015. The conference was
organized by Colin Boyd and Danilo Grigoroski of the Norwegian University of
Science and Technology (NTNU) in Trondheim.

This year we received 103 submissions with authors from 35 different countries.
Each submission was reviewed by at least two and in almost all cases by three or even
four Program Committee members, and the review process was conducted in a
‘double-blind’ fashion. After detailed and careful discussions, the committee decided to
accept 30 papers, yielding an acceptance rate of 29%. The conference program also
included two fascinating invited keynote talks, given by Professors Tor Helleseth
(“Sequences, Codes and Cryptography”) and Kenny Paterson (“Authenticated
Encryption and Secure Channels: There and Back Again”).

The success of ISC 2015 depended critically on the help and hard work of many
people, whose assistance we gratefully acknowledge.

First, we would like to thank all the authors for submitting their papers to us. We
further thank the authors of accepted papers for revising papers according to the various
reviewer suggestions and for returning the source files in good time. The revised
versions were not checked by the Program Committee, and so authors bear final
responsibility for their contents.

We heartily thank the 54 members of the Program Committee (from 19 different
countries) and the 84 external reviewers, listed on the following pages, for their careful
and thorough reviews. Thanks must also go to the hard-working shepherds for their
guidance in improving a number of papers.

Huge thanks are due to Colin Boyd and Danilo Grigoroski for acting as general
chairs, and taking care of every detail, large and small. We are grateful to the ISC
Steering Committee for their advice and support. The local administrator was Mona
Nordaune; this conference would not have been successful without her vital assistance
with a multitude of details. We are also very grateful to Prof. Yuming Jiang for his
generous advice regarding many administrative and organizational matters. We must
also warmly thank Carmen Fernandez-Gago for getting the word out, and enabling us
to have such a healthy number of submissions. In our expressions of gratitude we must
not forget Slartibartfast, the planetary coastline designer who was responsible for the
fjords of Norway including, of course, Trondheimsfjord.

ISC 2015 benefited from generous financial support from our three sponsors. We are
very grateful to the Forum for Research and Innovation in Security and Communica-
tions (frisc.no) who particularly supported our invited speakers; to Springer for
sponsorship of two best paper prizes; and to the Faculty of Information Technology,
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Mathematics and Electrical Engineering of NTNU for financial underwriting of the
conference.

Last, but not least, we would like to thank EasyChair for providing the user-friendly
management system we used for managing the submission and review phases, and
Springer for, as always, providing a meticulous service for the timely production of the
proceedings.

September 2015 Javier Lopez
Chris J. Mitchell
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Black-Box Separations on Fiat-Shamir-Type
Signatures in the Non-Programmable Random
Oracle Model

(=) 2

Masayuki Fukumitsu® and Shingo Hasegawa

! Faculty of Information Media, Hokkaido Information University, Nishi-Nopporo
59-2, Ebetsu, Hokkaido 069-8585, Japan
fukumitsu@do-johodai.ac. jp
2 Graduate School of Information Sciences, Tohoku University, 41 Kawauchi,
Aoba-ku, Sendai, Miyagi 980-8576, Japan
hasegawa@cite.tohoku.ac. jp

Abstract. In recent years, Fischlin and Fleischhacker showed the
impossibility of proving the security of specific types of FS-type sig-
natures, the signatures constructed by the Fiat-Shamir transformation,
via a single-instance reduction in the non-programmable random oracle
model (NPROM, for short).

In this paper, we pose a question whether or not the impossibility
of proving the security of any FS-type signature can be shown in the
NPROM. For this question, we show that each FS-type signature cannot
be proven to be secure via a key-preserving reduction in the NPROM
from the security against the impersonation of the underlying identifica-
tion scheme under the passive attack, as long as the identification scheme
is secure against the impersonation under the active attack.

We also show the security incompatibility between the discrete loga-
rithm assumption and the security of the Schnorr signature via a single-
instance key-preserving reduction, whereas Fischlin and Fleischhacker
showed that such an incompatibility cannot be proven via a non-key-
preserving reduction.

Keywords: Fiat-Shamir transformation - The Schnorr signature -
Non-programmable random oracle model - Meta-reduction

1 Introduction

The Fiat-Shamir (FS, for short) transformation [18] is a general method to con-
struct secure and efficient signature schemes from identification (ID, for short)
schemes. It is known that there are many FS-type signatures which are signa-
tures derived by using this method. For example, the Schnorr signature [37] and
the Guillou-Quisquater (GQ, for short) signature [27] are constructed by using
the FS transformation.

© Springer International Publishing Switzerland 2015
J. Lopez and C.J. Mitchell (Eds.): ISC 2015, LNCS 9290, pp. 320, 2015.
DOI: 10.1007/978-3-319-23318-5_1
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The security of FS-type signatures is discussed in several literature.
Pointcheval and Stern [36] first showed that an FS-type signature is existen-
tial unforgeable against the chosen-message attack (EUF-CMA, for short) in
the random oracle model (ROM, for short) if the underlying ID scheme is an
honest-verifier zero-knowledge proof of knowledge. By employing their result,
in the ROM, one can show that the Schnorr signature is proven to be EUF-
CMA from the discrete logarithm (DL, for short) assumption, and the GQ
signature is proven to be EUF-CMA from the RSA assumption, respectively.
Subsequently, Abdalla, An, Bellare and Namprempre [1] relaxed the condition
of the honest-verifier zero-knowledge proof of knowledge. More precisely, they
proved the equivalence between the EUF-CMA security of an FS-type signature
and the security of the underlying ID scheme against the impersonation under
the passive attack (imp-pa security, for short) in the ROM. This result indicates
that the imp-pa security of the underlying ID schemes is essential for proving
the security of FS-type signatures in the ROM.

On the other hand, Paillier and Vergnaud [34] gave a negative circumstantial
evidence on proving the security of FS-type signatures in the standard model.
More specifically, they showed that the Schnorr signature cannot be proven to
be EUF-CMA via an algebraic reduction from the DL assumption, as long as the
One-More DL (OM-DL, for short) assumption [4] holds. In a similar manner to
the Schnorr signature, they also showed the impossibility of proving the security
of the GQ signature in the standard model.

The security of FS-type signatures can be proven in the ROM, whereas it
may not be proven in the standard model. The main reason is the program-
mable property of the random oracle. Informally, this property allows a reduc-
tion, which aims to prove the security of the designated cryptographic scheme,
to program outputs of the random oracle. Although the programmable property
is valuable, it is known that this property is strong. This is because concrete
hash functions in the standard model seem not to satisfy such a property com-
pletely. As an intermediate model between the ROM and the standard model,
the non-programmable random oracle model (NPROM, for short) was proposed.
The concept of the NPROM was formalized by Nielsen [31]. Subsequently, the
NPROM was first applied to a security proof in [20]. In the NPROM, the random
oracle outputs a random value as in the ROM, but it is dealt with an indepen-
dent party in the security proof. Namely, the reduction is prohibited to program
outputs of the random oracle in the NPROM.

Recently, Fischlin and Fleischhacker [19] showed that the Schnorr signature
cannot be proven to be EUF-CMA via a single-instance reduction in the NPROM
from the DL assumption as long as the OM-DL assumption holds. Such a single-
instance reduction would invoke a forger against the Schnorr signature only
once, but it is allowed to rewind the forger many times. They mentioned that
this impossibility result can be extended to cover any FS-type signature satisfy-
ing the following two conditions: Its secret key consists of one component, and
the one-more assumption related to the cryptographic assumption from which
the security of the signature is proven in the ROM holds. Therefore, their impos-
sibility result seems not to be applied to the other FS-type signatures such as
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the signatures derived from the Okamoto ID [32] and the standard protocol for
proving equality of DLs [11,12,25] by using the FS transformation.

1.1 Our Results

In this paper, we pose a question whether or not the impossibility of proving
the security of any FS-type signature can be shown in the NPROM. In order to
apply their result to other FS-type signatures, one strategy is to find concrete
conditions corresponding to the target signatures. Indeed, Fischlin and Fleis-
chhacker [19] showed their impossibility of proving the security of the Schnorr
signature by employing such a strategy. Another one is to consider abstract con-
ditions which can apply to any FS-type signatures. In this paper, we employ the
latter strategy. As a candidate of such abstract conditions, we consider the secu-
rity property of the underlying ID scheme and the type of the security reductions.
More precisely, we show that any FS-type signature cannot be proven to be exis-
tential unforgeable against even the key-only attack (EUF-KOA, for short) via a
key-preserving reduction in the NPROM from the imp-pa security of the under-
lying ID scheme, as long as the ID scheme is secure against the impersonation
under the active attack (imp-aa secure, for short).

Our result is proven by employing the meta-reduction technique. This tech-
nique was often used to give impossibility results on the security proofs includ-
ing FS-type signatures and on relationships among cryptographic assumptions
[2,3,8-10,13-17,19,21-24,28-30, 33-35,38-40].

As the first condition employed in our result, we restrict the reduction to
being key-preserving. The key-preserving reduction means that a reduction is
limited to invoke a forger with the same public key as the public key given to the
reduction [35]. This setting was introduced by Paillier and Villar [35] to give an
impossibility of proving the security of factoring-based encryptions in the stan-
dard model. Subsequently, the key-preserving property was considered to discuss
the provable security of the full domain hash [14,29] and the other cryptographic
schemes [10,16,17] and to investigate the strength of security models [30].

On the other hands, Fischlin and Fleischhacker [19] restricted the reduction
to being group-preserving implicitly. This means that the reduction R invokes
the forger with a public key which contains the same group description as that
input to R. Comparing the key-preserving setting and the group-preserving one,
the key-preserving setting is stronger in a sense that the entire components of
a public key are preserved in the key-preserving reduction, whereas the par-
tial ones are only preserved in the group-preserving reduction. Nevertheless, we
should note that the key-preserving property seems not to be unreasonable.
This is because the security of many cryptographic schemes including FS-type
signatures in the ROM [1,36] is proven via a key-preserving reduction. In par-
ticular, one can employ the forking technique [36], which was utilized to prove
the security of FS-type signatures in the ROM, under even such a setting.

As the second condition, we also require the imp-aa security of the ID scheme
in our impossibility result. This requirement is likely to be reasonable, because
ID schemes were generally proved to satisfy the security stronger than the imp-
aa security, namely the security against the impersonation under the concurrent
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attack (imp-ca security, for short) [6]. In fact, many ID schemes including the
Schnorr ID, the GQ ID and the Okamoto ID were proven to be imp-ca secure,
and hence imp-aa secure, respectively [6,32].

By the above observations, our result indicates that the security of FS-type
signatures may not be proven from the imp-pa security of the underlying ID
schemes by employing ordinary proof techniques in the NPROM. Note that we
do not rule out the possibility that the security of FS-type signatures other
than ones to which the Fischlin-Fleischhacker’s result can be applied is proven
from the imp-pa security of the underlying ID schemes via a non-key-preserving
reduction in the NPROM.

We also consider the question whether or not the security incompatibility
between the DL assumption and the security of the Schnorr signature can be
proven in the NPROM. The security incompatibility means that the security of
the Schnorr signature in the NPROM is not compatible with the DL assumption.
This question was first discussed by Fischlin and Fleischhacker [19]. They showed
that this incompatibility cannot be proven via a non-key-preserving reduction.
On the other hand, in this paper, we give such an incompatibility via a reduc-
tion that is different from the non-key-preserving one. More precisely, we show
that the Schnorr signature cannot be proven to be EUF-CMA via a single-
instance key-preserving reduction in the NPROM from the DL assumption as
long as the DL assumption holds. Our incompatibility result means that the
EUF-CMA security of the Schnorr signature is proven from the DL assumption
via a single-instance key-preserving reduction in the NPROM if and only if the
DL assumption does not hold.

Recall that the Schnorr signature cannot be proven to be EUF-CMA via a
single-instance reduction in the NPROM from the DL assumption, as long as the
OM-DL assumption holds [19]. Therefore, it is not known whether or not this
impossibility holds in the case where the OM-DL assumption does not holds.
On the other hand, our incompatibility result implies that such an impossibil-
ity via a single-instance key-preserving reduction holds even when the OM-DL
assumption does not hold, but the DL assumption remains to hold.

Our incompatibility result is proven by employing the invoking twin reduc-
tions technique proposed in [19]. It should be noted that our result does not
contradict the one in [19], because the reduction concerned in our result differs
from theirs. In [19], the non-key-preserving reduction is concerned, whereas we
consider the single-instance key-preserving one. Note also that the single-instance
property is used in the ordinary security proofs as well as the key-preserving one.

2 Preliminaries

In this section, we introduce some notions and notations used in this paper. Let
A denote the empty string. We denote by x €y D that the element x is chosen
uniformly at random from the finite set D. By x := y, we mean that x is defined
or substituted by y. For any algorithm A, y «— A (z) indicates that the algorithm
A outputs y on input . Note that when A is a probabilistic algorithm, y < A (z)
is a shorten notation of y « A (x;r) with a randomly chosen random coins r,
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The EF-ATK game between a challenger C and a forger F

Init: C generates (pk, sk) < KGen(1%), and then C submits pk to the forger F.

Signing Oracle: This phase is only provided when ATK = CMA. When F hands a
message m;, C returns a valid signature o; on the pair (pk, m;).

Challenge: When F outputs a pair (m”*,c"), C outputs 1 if and only if m* ¢ {m;}, A
Ver(pk,m*,0*) = 1.

Fig. 1. The description of the EF-ATK game

and y is distributed according to such random coins. A function v(k) is negligible
if for any polynomial p, there exists a constant ko such that v(k) < 1/u(k) for
any k > ko. Let negl denote a negligible function. We use k to denote a security
parameter.

2.1 Digital Signature Scheme

A signature scheme SIG consists of the following three polynomial-time algo-
rithms (KGen, Sign, Ver). KGen is a probabilistic polynomial-time (PPT, for
short) key generation algorithm that on input 1*, generates a public key pk
and the corresponding secret key sk. Sign is a PPT signing algorithm that on
input (pk, sk, m), issues a signature o on the message m. Ver is a deterministic
verification algorithm that on input (pk,m, o), outputs 1 if o is a signature on
the message M under the public key pk, or 0 otherwise.

We consider the EUF-KOA security and the EUF-CMA security, respectively
[26]. Let ATK € {KOA, CMA}. We depict in Fig. 1 the descriptions of both the
existentially forgeable game against the key only attack (EF-KOA game, for
short) and the existentially forgeable game against the chosen message attack
(EF-CMA game, for short). Note that when ATK = KOA, C outputs 1 in the
Challenge phase if and only if Ver (pk, m*,c*) = 1. Then the forger F is said to
win the EF-ATK game if the challenger C finally outputs 1 in the corresponding
game. A signature scheme SIG = (KGen, Sign, Ver) is EUF-ATK if for any forger
F, F wins the EF-ATK game of SIG with at most negligible probability in k.
The probability is taken over the coin flips of C and F.

2.2 Canonical Identification Scheme

A canonical identification scheme ID (ID scheme, for short) [1,36] consists of
(K,CH,P1,P,,V). K is a PPT key generator that on input 1%, issues a pair
(pk, sk) of a public key and the corresponding secret key. CH := {CHPk}pk is a
polynomial-time samplable family indexed by public keys of sets, namely given
a public key pk generated by K (1’“), one can sample an element uniformly at
random from the set CH,py, in PPT. (P;, P,) are prover algorithms. Specifically,
Py outputs a pair (st, cmt) of a state and a commitment in PPT on input (pk, sk),
and P, outputs a response res on input a key pair (pk, sk), a pair (st,cmt)
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Prover P Verifier V
(st, cmt) < Pi(pk, sk) <=
& cha €y CHpi

res < P (pk, sk, st,cmt, cha) ~— output V(pk,cmt, cha, res)

Fig. 2. ID scheme

and a challenge cha € CH,. V is a deterministic polynomial-time verification
algorithm that outputs either 0 or 1 on input (pk,cmt, cha,res). The protocol
between a prover and a verifier is described as in Fig. 2.

We now define the imp-pa security and the imp-aa security, respectively
[1,5,6]. Let atk € {pa,aa}. These are formalized by the imp-atk game depicted
in Fig. 3. These games represent the situation where an impersonator Z aims to
impersonate a honest prover, namely 7 tries to find a commitment cmt and a

response rés in the Challenge phase such that V' (pk, cmt, cha, rés) = 1 holds

for a challenge cha given by C. For this purpose, Z is given an oracle access in the
Oracle Query phase as a hint. In the case where atk = pa, Z can adaptively
obtain transcriptions (cmt, cha, res) of conversations between a honest prover and
a honest verifier. On the other hand, Z is allowed to obtain such transcripts by

imp-atk game between a challenger C and an impersonator Z

Init: C generates a key pair (pk, sk) < K (1), feeds the public key pk to Z, and then
sets PS := X\ and ST := A.

Oracle Query: On a t-th query from Z, C returns Mout < Trggc?Sk() if atk = pa, or
Mout Prov;[)D,cysk(i7 Min) if atk = aa, where A(z} Mix) is queried from Z.

Challenge: When Z outputs a commitment cmt, C sends a randomly challenge
cha S CHpr to Z. After receiving a response rés from Z, C finally outputs
V (pk, cmt, cha, rés), and then halts.

Trlp[ir,sk() Provglvl:;c?sk(LMIN)

When PS # i, proceeds as follows:
1. choose random coins r;;
2. (sti,cmt;) < Pi(pk, sk;ri);

Tr-1 t t¢) < Pi(pk, sk);
( ) (ste, cmty) 1 (pk, sk); 3.set PS := i and ST :=
(’I‘I‘—Q) cha; €u CHpk§ (Tia (Stivcmti))§ and
4. output Moyt := cmt;.
(Tr-3) res; <= Pa(pk, sk, ste, cmty, chay); When PS =i, proceeds as follows:
(Tr-4) output Mour := (cmte, chas, rest); L. resi < Pa(pk, sk,sti, cmts, Min; 7s);

2. set PS:= X\, ST := \; and
3. output Mout := res;.

Fig. 3. Description of the imp-atk game



Black-Box Separations on Fiat-Shamir-Type Signatures 9

directly interacting with honest provers when atk is aa. In this case, Z plays the
role of a verifier. Note that Z is prohibited to move to the Oracle Query phase
once 7 is in the Challenge phase. An impersonator Z wins the imp-atk game if
C outputs 1 in the imp-atk game. Then, an ID scheme ID = (K,CH, Py, P, V) is
imp-atk secure if for any PPT impersonator Z, Z wins the imp-atk game against
ID with at most negligible probability in k. The probability is taken over the
coin flips of C and 7.

Note that we define the game-based imp-pa security (imp-aa security, resp.),
whereas it was given in [6] is experiment-based. Observe that the game-based
definition is equivalent to the experiment-based one.

2.3 Fiat-Shamir Transformation

Let ID = (K,CH, Py, P5,V) be an ID scheme, and let PK; denote the set of all
public keys which could be generated by KGen (1’“) for each k. We denote by
{Hpk :{0,1}" — CH]D;{}k@%P&c a family of hash functions indexed by security
parameters k and public keys pk € PKy. Then, the signature FS-Sig is given by
the Fiat-Shamir transformation [18] as in Fig.4. We call the signatures derived
from the Fiat-Shamir transformation F'S-type signatures. For the security of each
FS-type signature, it is known that the signature FS-Sig is EUF-CMA in the
ROM if and only if ID is imp-pa secure [1].

3 Impossibility of Proving the Security of FS-Type
Signatures in the NPROM

In this section, we show that an FS-type signature cannot be proven to be EUF-
KOA via a key-preserving reduction in the NPROM from the imp-pa security
of the underlying ID scheme. We fix an ID scheme ID = (K,CH, P;, P>, V), and
the FS-type signature FS-Sig = (KGen, Sign, Ver) derived by ID. We first describe
the situation where FS-Sig is proven to be EUF-KOA from the imp-pa security
of ID. This is formalized by the contrapositive setting as in [19,34]. Namely, this
statement holds if there exists a black-box reduction R that wins the imp-pa
game against |ID with at least non-negligible probability by black-box access to
any forger F which wins the EF-KOA game against FS-Sig. Through the black-
box access, R would play the EF-KOA game with a forger F in which R is
placed at the challenger’s position.

Let pk be a public key given by the imp-pa challenger C to R. Then, the imp-
pa impersonator R aims to impersonate a honest prover without the secret key
sk corresponding to the public key pk. Namely R attempts in the Challenge
phase of the imp-pa game to find a commitment cmt and a response rés such

that V' (pk,cfnt,cﬁa, rés) = 1 holds for a challenge cha given by C. Here, the

imp-pa impersonator R is allowed to adaptively query to the transcript oracle
Tr;,%sk to obtain a valid transcript (cmty, chag, res;). Moreover, R is also able to
invoke the winning EF-KOA forger F polynomially many times. More precisely,
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The signature scheme FS-Sig given by applying the Fiat-Shamir transformation to an
ID scheme (K,CH, P, P, V)

KGen coincides with K.
Sign on input a key pair (pk, sk) and a message m, proceeds as follows:
(1) obtain (st,cmt) < Pi(pk, sk);
(2) set cha := Hyi(cmt, m);
(3) issue a response res < P»(pk, sk, st, cmt, cha); and then
(4) output o := (cmt,res) as a signature.
Ver on input (pk,m, o), sets ¢ := Hypi(cmt, m), and then outputs V(pk, cmt, ¢, res).

Fig. 4. Fiat-Shamir transformation

R can obtain a message/signature pair (m;,o;) with non-negligible probability
by handing an i-th public key pk, to F. R eventually sends a commitment cmt
to C. After receiving a challenge cha from C, R finally outputs a response rés.
For the transcript (cfrm cﬁa, rés), the probability that V' (pk, cmt, cﬁa, rés) =1
would be non-negligible in k.

We force the reduction R to be key-preserving. Namely, each public key
pk; fed by R is always pk which is given by the imp-pa challenger C. In the
NPROM, R obtains a hash value of H, from an external random oracle, whereas
R simulates the random oracle in the ROM. F invoked by R is also allowed to
make random oracle queries. On a random oracle query from F, R replies a hash
value to F by forwarding its query to own random oracle. Here R is prohibited
to simulate a random oracle for F, although it allows to observe any query given

from F. This rule captures that one cannot adopt the programming techniques
used in [1,7,36] in the NPROM.

Theorem 1. Assume that FS-Sig is proven to be EUF-KOA via a key-preserving
reduction in the NPROM from the imp-pa security of ID. Then, ID is not imp-aa
secure.

Proof (Sketch). Assume that FS-Sig is proven to be EUF-KOA via a key-
preserving reduction in the NPROM from the imp-pa security of ID. Then there
exists a PPT reduction algorithm R that is key-preserving and wins the imp-pa
game with at least non-negligible probability € by black-box access to any forger
F which wins the EF-KOA game with non-negligible probability in the NPROM.
We shall construct a meta-reduction M that wins the imp-aa game against
ID with the reduction R. Recall that R can impersonate a honest prover in
the imp-pa game if a winning EF-KOA forger F and a valid transcript oracle
Tr;)%’sk are provided for R. Below, we first describe a hypothetical and specific
unbounded EF-KOA forger F. Note that the reduction R _should win the imp-pa
game with probability at least € even when such a forger F is provided. Next, we
give the description of M. M executes R with the simulations of F and Tr;)[,)c’sk
for R. We also show that M succeeds in such simulations in polynomial time.
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F —Dk;
(F-1) find cmt; such that (st;, cmt;) < Pi(pk;, sk;);

(F-2) choose a polynomially-length message m; at random;
(F-3) cha; := Hp, (cmt;, m;); and
(F-4) find res; such that res; «+ P (pk;, ski, st;, cmt;, cha;). ——(m, (cmt;, res;))

Fig. 5. The description of an (unbounded) EF-KOA forger F

Description of Unbounded Forger F We depict in Fig.5 the unbounded EF-
KOA forger F, where sk; denotes the secret key corresponding to the public
key pk,; given to F. We should note that the processes (F-1) and (F-4) are
not necessarily done in polynomial time here. However, we will construct an
imp-aa impersonator M that can simulate 7 in polynomial time under the key-
preserving property of R. Moreover, F computes Hyy, (cmt;, m;) in the NPROM
by querying (cmt;, m;) to the random oracle. Since the tuple (cmt;,cha;,res;)
is issued through the same processes of Sign (pk;, sk;, m;) as in Fig. 4, the tuple
(m;, (cmt;, res;)) output by F always satisfies that Ver (pk;, m;, (cmt;, res;)) = 1.

Description of Meta-Reduction M In Fig. 6, we depict the meta-reduction M
which wins the imp-aa game, where I denotes the upper bound of the total
number of invoking an EF-KOA forger by R and rewinding it, and g denotes
the upper bound of the number of queries to Trﬁ,sk, respectively.

We show that M wins the imp-aa game with probability at least € in PPT.
In (M-5), M just intermediates between C and R. This implies that M can
impersonate a honest prover in the imp-aa game with probability at least €
without the secret key sk corresponding to the public key pk given to M if
R impersonates the honest prover in the imp-pa game. On the other hand, as
mentioned above, R can impersonate the honest prover in the imp-pa game with
probability at least e when M succeeds in the simulations of the forger F and
the transcript oracle Tr;g[,)c’s,C for R. For the simulations in (M-4), the following
claims hold. Here, we show that M perfectly simulates these in (M-4).

Claim 2. M perfectly simulates F in the R’s Viewpoint.

Proof. We fix an i-th invocation of the EF-KOA forger by R. R would invoke
such a forger on an i-th public key pk; in (M-4). It should be noted that pk;
always coincides with the public key pk. This is because R is supposed to be
key-preserving. On the i-th public key pk by R, M queries the pair (cmt;, m;) to
the random oracle and then returns the message/signature pair (m;, (cmt;, res;))
in (M-4). The pair (m;, (cmt;, res;)) is issued in (M-1). Therefore, it suffices that
M issues such a pair (m;, (cmt;, res;)) in (M-1) in the same way as F.

In (a), the imp-aa impersonator M obtains the i-th commitment cmt; «—
Py (pk, sk) by querying to the prover oracle provided by the imp-aa challenger
C. It follows from pk = pk, that cmt; is issued as in (F-1). The processes (b)
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.cmti choose m;; and
(7«, Cha'l) cha; ;= Hpk(Cmt‘, n,h)
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Meta-Reduction M (pk)

(M-1) For each 1 <4 < I, M proceeds as follows:
(a) obtain cmt; by querying (i, A) to C;
(b) choose a polynomially-length message m; at random,;

(c) obtain the hash value cha; of (cmt;, m;) by querying to the random oracle;

and

(d) obtain res; by querying (7, cha;) to C.
(M-2) For each 1 <t < g, M proceeds as follows:
(a) obtain cmt: by querying (I + ¢, ) to C;
(b) choose cha; €y CHpi; and
(c) obtain res; by querying (I + t,cha;) to C.
(M-3) M runs R on input pk;
(M-4) For each query from R, M responds in the following way;

For an i-th invocation of 7, M queries (cmt;,m;) to the random oracle

provided by R, and then returns (m;, (cmt;, res;)) issued in (M-1).
For a t-th query to Tr'pt;vysk, M returns (cmte, chag, res;) issued in (M-2).

(M-5) When R eventually outputs cmt, M moves to the Challenge phase by sending
cmt to C. After receiving cha €y CHypi from C, M forwards it to R. Once R

outputs rés, M also outputs it and then halts.

and (c) are identical to (F-2) and (F-3), respectively. This is because both M
and F obtain the i-th challenge cha; by choosing m; at random, and then
querying the pair (cmt;,m;) to the random oracle. In (d), M obtains the -
th response res; by querying (i,cha;) to the prover oracle. Since C answers
res; — Py (pk, sk,st;, cmt;, cha;) and pk; = pk, res; is also issued in the same

Fig. 6. Configuration of M

way as (F-4). Thus M perfectly simulates F.

In a similar manner to Claim 2, the following claim is proven.

Claim 3. M perfectly simulates Tr

ID
pk,s

& in the R’s viewpoint.
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Proof. We fix a t-th R’s query to the transcript oracle. On the ¢-th query by R,
M returns the transcript (cmty, chay,res;) in (M-4). This transcript is issued in
(M-2). Therefore, it suffices that M issues such a transcript (cmt;, cha;,res;) in
(M-2) in the same way as the transcript oracle Trﬁﬁsk under the pair (pk, sk) of
the public key pk given to R and the corresponding secret key sk.

In (a), the imp-aa impersonator M obtains the t-th commitment cmt; «—
Py (pk, sk) by querying to the prover oracle provided by the imp-aa challenger
C. Since C generates this commitment cmt; under the public key pk given to R,
cmt, is issued in the same way as in (Tr-1) in the R’s viewpoint. The process
(b) is identical to (Tr-2), because both M and Tr;%sk choose the ¢-th challenge
cha; €y CHpi in (b) and in (Tr-2), respectively. In (c), M obtains the ¢-th
response res; by querying (I +t,cha;) to the prover oracle. Since C answers
res; «— Py (pk, sk, sty, cmty, chay), res; is also issued in the same way as (Tr-3).
Thus M perfectly simulates Trﬁ_’sk. O

We need to consider the case where R rewinds the EF-KOA forger during an
i-th invocation. We now show that such a rewind can be replaced with the newly
invocation of the forger. Since M simulates the specific forger F, it returns the
final output (m;, (cmt;,res;)) soon after R gives the hash value of the random
oracle query (cmt,;, m;). Therefore, R would rewind the forger soon after M
makes a random oracle query. Recall that the key-preserving reduction R always
feeds the same public key pk; as the public key pk given to R. In this case, M
aborts the i-th simulation of 7, and then it starts the simulation of the (i + 1)-th
invocation. Then M hands the random oracle query (cmt; 1, m;4+1) to R, and
then it proceeds to the simulation as in Fig. 6. In the R’s viewpoint, an EF-KOA
forger makes a new random oracle query soon after R rewinds the forger.

We evaluate the running time of M. M only chooses polynomially many
messages and challenges in (M-1) and (M-2), respectively, and M makes queries
to the prover oracle and the random oracle, and invokes R once. Therefore,
M runs in polynomial time. By the correctness of the simulations, it follows
that with probability at least €, R can find (cmt,rés) in (M-5) such that

The Schnorr Signature [37]

KGen on input 1%, outputs (pk, sk) := (Y, z) < 1Gen(1%).

Sign on a tuple (pk, sk, m), where pk = (G, p, g,y), issues a signature o = (cmt, res) in
the following way:
(1) st eu Zp;
(2) cmt := ¢g°"
(3) cha:= H,i(cmt, m); and
(4) res:= st + sk - cha mod p.

Ver on a tuple (pk,m, (cmt,res)), sets ¢ := Hpr(cmt, m), and then outputs 1 if and
only if ¢"*® = cmt - y°.

Fig. 7. The Schnorr signature
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\%4 (cﬁmcfla, rés) = 1. Thus M can win the imp-aa game with probability at

least €, and hence ID is not imp-aa secure. a

4 Security Incompatibility Between the DL Assumption
and the EUF-CMA Security of the Schnorr Signature
in the NPROM

In this section, we show the security incompatibility between the DL assump-
tion and the EUF-CMA security of the Schnorr signature via the single-instance
key-preserving reduction, whereas Fischlin and Fleischhacker [19] showed that
one cannot prove such an incompatibility via the non-key-preserving reduction.
More specifically, we show that the DL assumption does not hold if the Schnorr
signature is proven to be EUF-CMA via a single-instance key-preserving reduc-
tion in the NPROM from the DL assumption. Our incompatibility result can be
applied to any FS-type signature whose security proof in the ROM is given from
a non-interactive cryptographic assumption, such as the GQ signature [27].

Let G be a group of prime order p with a generator g. For any natural number
N, we use Zy to stand for the residue ring Z/NZ. We denote by 1Gen the DL
instance generator. On input 1%, 1Gen generates a pair (Y, ) of an instance
Y := (G, p,g,y) and the solution z corresponding to Y, where G denotes the
description of a group, p is a polynomial-length prime in & which represents
the order of G, g is a generator of G, y = ¢* and « €y Z,. An algorithm
R is said to solve the DL problem if R outputs the solution z on input Y,
where (Y, z) < IGen (1¥) for some k. The DL assumption holds if for any PPT
algorithm R, R solves the DL problem with at most negligible probability. The
probability is taken over the coin flips of IGen and R. The Schnorr signature [37]
consists as in Fig. 7.

As in the previous section, we formalize the situation where the Schnorr sig-
nature is proven to be EUF-CMA via a single-instance key-preserving reduction
in the NPROM from the DL assumption. Namely this situation holds if there

]:'R,,Y,(m,r) —pk Forger FRr.y,(m,r) (pk) with the reduction R, the DL
v instance Y and a tuple (m,r) € F'
;T

L ! (F-1) Fr,v,(m,r) executes a clone R* of R on input Y’

pE with the random coins 7.
m— R* (F-2) Given pk™ by R*, Fr. y,(m,r Obtains a signature
0 — | o on (pk*, m) by querying m to the signing oracle

simulated by R*, and then aborts R*.

abort if (F-3) fR’y,(m:‘:«) aborts own if Ver(pk™,m,o) = 0 or

Ver(pk*,m,0) =0, pk # pk”. )
or pk # pk*. (m, o) (F-4) Fr,y,(m,r) returns the pair (m, o), and then halts.

Fig. 8. The description of a hypothetical forger Fr vy, (m,r
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exists a single-instance key-preserving reduction R that solves the DL prob-
lem with at least non-negligible probability by black-box access to a forger F
that wins the EF-CMA game against the Schnorr signature with non-negligible
probability in the NPROM. The reduction R is forced to be single-instance in
addition to the key-preserving property. The single-instance reduction means
that R is limited to invoke F only once, but it is allowed to rewind F many
times [19]. Another different point from the previous section is that R needs to
simulate the signing oracle for the EF-CMA forger F. As the condition implicitly
considered in [19], the reduction R is supposed to succeed in such a simulation
with at most negligible error probability. Most reduction given in security proofs
such as [1,19,36] satisfies this condition.

Theorem 4. Assume that the Schnorr signature can be proven to be EUF-
CMA wvia a single-instance key-preserving reduction in the NPROM from the
DL assumption. Then the DL assumption does not hold.

Proof (Sketch). We assume that there exists a single-instance key-preserving
reduction R that solves the DL problem with black-box access to any EF-CMA
forger against the Schnorr signature in the NPROM. Then we shall construct
a meta-reduction M that solves the DL problem. On any DL instance Y =
(G,p,g9,y), R would find the solution x with probability at least e if an EF-
CMA forger against the Schnorr signature is provided for R. We first describe
a hypothetical and specific forger FR y,(m,. It depends on the reduction R,
the DL instance Y given to R, a message m and random coins 7. FR y,(m,r)
exploits a clone R* of the reduction R on input Y with the random coins r. In a
similar manner to Theorem 1, the reduction R should solve the DL problem with
probability at least e even when such a forger Fr y,(m,) is provided. Next, we
construct M that solves the DL problem by utilizing R with a simulation of such
a forger Fr y,(m,r). We also show that M perfectly simulates the hypothetical
forger FR y,(m,r in the view of the single-instance key-preserving reduction R.

Description of Fr y,m,) Let F' be a set of pairs (m,r) of a message m and
random coins r. For the reduction R, the DL instance Y and each (m,r) € F,
we depict a hypothetical forger Fr y,(m ) in Fig.8.

We show a fact that for each (m,r) € F, if pk = pk™, then Fg y () Wins the
EF-CMA game of the Schnorr signature between the challenger C and Fr vy, (im,r)
with at least the probability that the clone reduction R* correctly answers a
signature o = (cmt, res) on (pk™, m). Assume that pk = pk™. In order to show this
fact, it suffices that g y, () wins the EF-CMA game of the Schnorr signature
when R* correctly answers a signature o = (cmt, res) on (pk™, m). Therefore, we
assume that R* correctly answers a signature o = (cmt, res) on (pk™,m). Since
FR.Y,(m,ry makes no query in the Signing oracle phase of the EF-CMA game
between C and it, it wins this game if it merely returns a pair (m, o) such that
Ver (pk,m,c) = 1 on the public key pk given to Fg y,(m,r). The assumption on
R* implies that o satisfies that Ver (pk™,m, o) = 1. Note that Fg y, () queries
the pair (cmt,m) to the external random oracle in order to obtain the hash
value of (cmt,m) in the verification in (F-3). In addition, Fr y,(m,r) also asks
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all random oracle queries made by R* to the external random oracle. It follows
from pk = pk™ that Ver (pk,m, o) = Ver (pk*,m,0) = 1. Thus, Fr y,(m,r) wins
the EF-CMA game of the Schnorr signature with at least the probability that
the clone reduction R* correctly answers a signature o = (cmt, res) on (pk™,m).
Note that we will show that the condition pk = pk™ is guaranteed under a
key-preserving reduction in Claim 5.

Description of M We depict in Fig. 9 the description of M that solves the DL
problem. Note that M just outputs x once R* outputs the solution z without
the invocation of an EF-CMA forger. Hereafter, we only consider the other case.
The following claim can be shown.

Claim 5. M perfectly simulates Fr y,(m,r) in the R’s viewpoint.

Proof. We show that M behaves in (M-2) in the same way as Fg y,(m,r). On
a public key pk fed by R, M executes a clone R* of R on the DL instance Y
given to M with the random coins r in (a) as in (F-1). In the same manner to
(F-2), M obtains a signature o = (cmt, res) on the message m under the public
key pk™ given by R* in (b). As the behavior of Fg y,(m ), M asks (cmt,m) and
a sequence @ of all random oracle queries made by R* to the random oracle

b4
MR M
3’ choose m and r Y;r
pk FRY,(m,r) ok
R m
(m,0) o = (cmt, res) R*
| i

z
RO |

Meta-Reduction M(Y)

(M-1) M executes R on the DL instance Y.
(M-2) When R invokes an EF-CMA forger on pk, M chooses a message m and random
coins r at random, and then proceeds as follows:
(a) execute a clone R* of R on Y with r;
(b) given pk™ by R*, obtain a signature ¢ = (cmt, res) on m by querying m to
R*, and then abort R*;
(c) query the pair (cmt, m) and a sequence @ of all random oracle queries made
by R* to the random oracle provided by R;
(d) abort M if Ver(pk™, m,o) = 0, or proceed to (e) otherwise; and
(e) return (m,o) to R.
(M-3) When R outputs z as the final output, M also outputs x and then halts.

Fig. 9. Configuration of M
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provided by R in (c). In (d), M aborts own if Ver (pk*,m, o) = 0. It should be
noted that pk = pk™ = Y. This is because the key-preserving property of R leads
that any public key fed by R always coincides with the DL instance Y input to
R. This implies that the process (d) is identical to (F-3). M eventually returns
the pair (m,o) to R in (e). Therefore, M indeed behaves in the same way as
]:R,Y,(m,r)-

We also show that the pair (m,o) returned by M satisfies that
Ver (pk,m,c) = 1 when R* correctly answers a signature o on (pk*,m) in (b).
Assume that R* correctly answers a valid signature o = (cmt, res) on (pk™,m). R
can know the same input/output pairs of hash values which are issued from R*,
because M asks the pair (cmt, m) and the sequence @) to the random oracle pro-
vided by R in (d). It follows from pk = pk™ that R can ensure that g**® = cmt-y*
for ¢ = Hpy, (cmt, m) on pk = (G, p, g,y), and hence Ver (pk, m, (cmt, res)) = 1.

Thus M perfectly simulates Fr y,(m,r in the R’s viewpoint. O

It should be noted that R may rewind the forger Fr y,(m,)- Since the single-
instance reduction R is limited to invoke the forger only once, the rewind would
be occurred during its invocation. Observe that the behavior of Fr y,(m ) is
deterministic for the reduction R, the DL instance Y given to M and the pair
(m,r) which is fixed by M. Therefore, rewinding Fg y, (s, does not affect the
simulation of FR y,(m,r)-

We evaluate that M runs in polynomial time, because M just chooses a
polynomial-length message and polynomial-length random coins in (M-2), makes
at most polynomially many queries to the random oracle, and M invokes R and
R* once. Moreover, we show that M can output the correct solution = of the
DL instance Y with probability at least € — negl(k). Recall that R invoked by
M would output the solution x with probability at least e if a winning EF-
CMA forger F is provided for R. On the other hand, as shown in Claim 5,
M indeed simulates the EF-CMA forger Fr y,(m,r for R. Note that M aborts
with negligible probability in (d) of (M-2). This is because the reduction R* is
supposed to simulate the signing oracle with negligible error probability. These
imply that M can solve the DL problem with at least ¢ — negl(k), and hence
the DL assumption does not hold. a
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Abstract. Aggregate signature system allows a collection of signatures
can be compressed into one short signature. Identity-based signature
schemes (IBS) allow a signer to sign a message, in which the signature can
be verified by his identity. The notion of identity-based aggregate signa-
tures (IBAS) were formally introduced by Gentry and Ramzan (PKC’06).
Over the past decade, several constructions of IBAS have been proposed,
which are restricted to share a common token or require sequential addi-
tions. The problem about how to achieve IBAS from standard signatures
still is not resolved.

In this work, we present a generic transformation that yields IBAS
schemes starting with standard signature schemes. Specifically, we pro-
vide a generic construction of an n-bounded IBAS scheme that can be
proven selectively secure in the standard model from any secure signa-
ture scheme by using indistinguishability obfuscation and selective one-
time universal parameters scheme. The complexity leveraging requires
sub-exponential hardness assumption of indistinguishability obfuscation,
puncturable PRF and one-way functions.

Keywords: Aggregate signature - Identity-based signature - Identity-
based aggregate signature * Indistinguishability obfuscation - Universal
parameters.

1 Introduction

Aggregate signatures, as introduced by Boneh et al. [2], are digital signa-
tures that allow n users (whose verification and secret signing key pair is
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{(vk;, sk;)}icm)) of a given group of potential signers to sign n different mes-
sages {m;}ic[n) respectively, and all the signatures of those users on those mes-
sages can be aggregated into a single short signature o. This single signature o
and the n original verification key/message pairs {(vk;,m;)}ic[n) are enough to
convince the verifier that the n signers did indeed sign the n original messages
m; respectively. Aggregate signatures are useful in many real-world applications
where one needs to simultaneously verify several signatures from different signers
on different messages in environments with communication or storage resource
constraints, such as secure route attestation.

Identity-Based Aggregate Signatures. In 1984, Shamir proposed a new
model for public key cryptography, the identity-based cryptography and con-
structed an identity-based signature scheme (IBS) [11]. The idea of identity
based cryptography is to simplify the public key of the user by using user’s
identity, which uniquely defines the user. In an identity based signature scheme,
each user is provided with a secret signing key corresponding to his identity and
he/she signs their messages using the secret signing key. The signature can be
verified by using the identity of the signer and public parameters of the system.

The features of an identity-based signature scheme make it particularly
appealing for use in conjunction with aggregate signature schemes. Gentry and
Ramzan first formally introduced the notion of identity-based aggregate signa-
tures (IBAS) and corresponding security model [7]. In an identity-based aggre-
gate signature scheme, a trusted private key generator generates a private signing
key sk;q corresponding to user’s identity id. Using private signing key sk;q user
can obtain a signature ;4 for message corresponding to identity ¢d. Furthermore
a signature o7 on identity /message pair (idy,m1) can be combined with a signa-
ture o9 on (idy, m2) to produce a new signature & on the set {id;,m1), (ida, m2)}.
Crucially, the size of aggregated signature ¢ should be independent of the num-
ber of signatures aggregated. The aggregated signature ¢ can be verified by using
the identity /message pair of the signer and public parameters of the system. The
system will be secure in the sense that it is hard to produce an aggregate sig-
nature on a identity /message list L that contains some (id;, m;) never queried
before — i.e., for all the adversary’s queries L', (id;,m;) ¢ L’.

Current State of the Art. Standard signatures imply identity-based signa-
tures following the “certification paradigm”, e.g. [6] , i.e. by simply attaching
signer’s public key and certificate to each signature. However, it is not clear
how to convert standard signatures into identity-based aggregate signatures.
Although over the past decade many identity-based aggregate signature schemes
have been proposed [3,4,7,10], all of these constructions are restricted to share
a common token [7] (e.g., where a set of signatures can only be aggregated if
they were created with the same common token) or require sequential additions
[3] (e.g., where a group of signers sequentially form an aggregate by each adding
their own signature to the aggregate-so-far).

In 2013, Hohenberger, Sahai and Waters [10] implemented the Full Domain
Hash with a Naor-Reingold-type structure that is publicly computable by using
leveled multilinear maps. And departing from this result they constructed the
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first identity-based aggregate signature scheme that admits unrestricted aggrega-
tion. However, since their solution to identity-based aggregate signature scheme
is firstly to build a BLS type-signature that admit unrestricted aggregation, the
problem about how to achieve identity-based aggregate signatures from standard
signatures still is not resolved.

Our Results in a Nutshell. In this work, we present a generic transformation
that yields identity-based aggregate signature schemes based on standard sig-
nature schemes. Specifically, we provide a generic construction of an n-bounded
identity-based aggregate signature scheme that can be proven selectively secure
in the standard model from any secure signature scheme by using indistinguisha-
bility obfuscation and selective one-time universal parameters scheme. Although
our IBAS scheme requires an a-priori bound n on the number of signatures that
can be aggregated, the size of the public parameters and aggregated signatures
are independent of it.

Before we describe our construction we briefly overview the underlying prim-
itive: universal parameters scheme. Intuitively, a universal parameters (UP)
scheme allows multiple paries to sample a consistent elements from arbitrary
distributions while insuring that an adversary cannot learn the randomness that
yields this element. In UP there is a universal parameter generation algorithm,
UniversalGen, which takes as input a security parameter and output “univer-
sal parameters” U. In addition, there is a second algorithm InduceGen which
takes as input universal parameters U and a distribution specified by a circuit
d, and outputs the induced parameters d(z) for hidden random coins z that are
pseudorandomly derived from U and d. The security definition states that it
is computationally difficult to distinguish an honest execution of U from that
generated by a simulator SimUGen that has access to the parameters oracle.

To transform standard signature scheme into identity-based aggregate sig-
nature, we proceed in two steps. In the first step, we show how to obtain
IBS from standard signature scheme (SIG). The basic idea is to use one sig-
nature instance for each identity id of IBS by universal parameter, which
is inspired by the application of universal parameter for transforming pub-
lic key encryption (PKE) into identity-based encryption (IBE) [8]. Precisely,
choose a universal parameter U and a key pair (pkpke, skpke) of PKE. Let
Prog{pkaE} be a circuit that taking a random string r = r1||ry as input, first
samples (vksig, sksig) < SIG.Setup(1*;71), then encrypts sksig under pkpke via
¢« PKE.Enc(pkpke, sksig;2), and finally outputs (vksig,c’). Here we view
pkpke as a constant hardwired into the circuit Prog{pk‘pKE} and r = rq|re as
input, where we make the random coins of the SIG.Setup and PKE.Enc explicit.
For identity id we compute (vk;q,c};) < InduceGen(U, Prog{pkpke }||id). This
way, we can use skpkg as a master trapdoor to extract the signing key sk;q from
¢, and thus obtain individual user secret signing key for identity id. Using that
secret signing key sk;q corresponding to id, user can sign their messages.

The second step is to make this IBS support aggregation. Our main solution
idea departs fundamentally from Hohenberger, Koppula and Waters’s method
of aggregating signatures using indistinguishability obfuscation [9]. Basing on
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their idea we provide an approach to make this IBS support aggregation.
Our construction relies on the puncturable PRF and additively homomorphic
encryption HE.

Our IBAS scheme is setup as follows. Randomly choose a key K of punc-
turable PRF and a key pair (pkupg, skug) of HE and obtain n encryption of 0
under pkyg, e.g. ct; « HE.Enc(pkyg,0). Create program Prog{K, cty,... 7ctn}
which taking as inputs {vkiq,, (id;, m;), 0i}ien), firstly verifies (my, 0;) is valid
under verification key vk;q,, then computes ¢ = oy - cty + ... + oy, - ct,, and
s; = F(K,vk;q,|id;||m;|]|t), and finally outputs cage = (¢, ®:s;). In addi-
tion, create program Prog{K} that taking as inputs {vk;q,, (id;, m;)}; and
Oage = (t,5), computes 8" = @; F (K, vkiq, ||id;||m;||i||t) and outputs 1 if s = s,
else outputs 0. Set obfuscated programs P; = iO(Prog{ K,cty,...,ct,}) and
P, = iO(Prog{K}) as public parameters. To aggregate the signatures o; of
identity /message pair (id;,m;) for all i € [n], firstly obtain verification key
vkiq, corresponding identity id; by universal parameter U and run program
P ({vkidi,(idi,mi),oi}i) to get oagg = (t,5). To verify an aggregate signa-
ture, oagg = (t,5), on {(ids, m;)}icpn, firstly obtain verification key vk;q, cor-
responding identity id; by universal parameter U and return the output of
Py({vkia,, (idi; mi) }i, Oagg)-

We prove the selective security where the attacker declares before see-
ing the public parameters a idenntity/message pair (id*,m*) by performing
a sequence of games. In game 1 challenger first guesses an index i* (incur-
ring a 1/n loss) where the forgery occurs. In game 2, we change ct;» to
be an encryption of 1. This causes an honestly computed value t to be an
encryption of the i*-th signature that we will eventually use for extraction.
In game 3 we use the programmed generated algorithm SimUGen to produce
U such that (vki4,.,Cid,.) < InduceGen(U7Prog{pkaE}Hidi*) where ¢;q,, =
PKE.Enc(pkpke, Skid,. ). In game 4 we replace c¢;q,. with an encryption of 1>,
At this time the simulator cannot answer the KeyGen(msk,-) and Sign(:,-)
queries, since it cannot decrypt the ciphertext c;q,. We overcome this obstacle
by employing a wCCA-secure PKE that requires that the attacker has access
to decryption oracle only after seeing the challenge ciphertext. When using
wCCA-secure PKE, simulator can use the wCCA decryption oracle to answer
KeyGen(msk, -) and Sign(-,-) queries. For forgery oy, = (t*,s*), since t* is
an encryption of o;+ under skyg, if SIG.Vefy(vkiq,.,m;«, HE.Dec(skne, t*)) =
1, then (m;-,HE.Dec(skng,t*)) is a forgery for basic signature scheme
SIG, which contradicts with the existential unforgeability of SIG. There-
fore when SIG.Vefy(vk;q,. , m;i, HE.Dec(skpg, t*)) = 0, we can use the punc-
tured key K{y} at punctured point y = vkiq,. | id;-|ms-||i*|[t* to replace
program Prog{K, cty, ... 7ctn} with Prog{K{y}7 cty,. .. ,ctn}. In addition, we
replace iO(Prog{K}) with iO(Prog{y,z = F(K,y),K{y}}), where program
Prog{y,z = F(K,y), K{y}} employs an one-way function to check the correct-
ness for F(K,vkiq,.|/id|m;-||t*||t*) and F(K{y}, vkiq,.||id;-||m«[|i*||t) that
in turn can be computed by @z« F(K{y},vkiq,|id;|m;l|i]|t) & s. By the
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pseudorandomness property of puncturable PRF we replace F(K,y) with a ran-
dom strings z. This perfectly simulates the game.

Since there will be an exponential number of intermediate hybrid games, we
will be using stronger security for the indistinguishability obfuscation, the punc-
turable PRF and the one way function, which requires sub-exponential hardness
assumption.

Organization. The rest of this paper is organized as follows. In Sect.2 we
describe the basic tools which will be used in our construction. In Sect.3 we
introduce the notions of identity-based aggregate signatures that are considered
in this work. In Sect. 4 we present our generic transformation to build IBAS from
standard signature scheme and prove the security of our IBAS scheme.

2 Preliminaries

In this section, we give the definitions of cryptographic primitives that will be
used in our constructions. Below, we recall the notions of indistinguishability
obfuscation, puncturable pseudorandom functions and universal parameters.

2.1 Indistinguishability Obfuscation

Here we recall the notion of indistinguishability obfuscation which was originally
proposed by Barak et al. [1]. The formal definition we present below is from [5].

Definition 1 (Indistinguishability Obfuscation [5]). A PPT algorithm iO
is said to be an indistinguishability obfuscator for a circuits class {C\}, if the
following conditions are satisfied:

— For all security parameters A € N, for all C € C), for all inputs x, we have
that
Pr[C'(z) = C(x) : C" — iO(\,C)] = 1.
— For any (not necessarily uniform) PPT adversaries (Samp, D), there exists

a negligible function negl(-) such that the following holds: if Pr[Vx,Cy(x) =
Cy(z) : (Co, C1,0) « Samp(1*)] > 1 — negl()\), then we have:

|PI‘[D(O’, ZO(Aa CO)) =1: (C()a Cl,U) — Samp(]‘)\)]
—Pr[D(0,iO(A\,Cy)) =1:(Coy,Ch,0) «— Samp(l)‘)H < negl(A).
In a recent work, Garg et al. [5] gave the first candidate construction of indistin-
guishability obfuscator iO for all polynomial size circuits under novel algebraic

hardness assumptions. In this paper, we will take advantage of such indistin-
guishability obfuscators for all polynomial size circuits.
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2.2 Puncturable PRFs

Puncturable PRFs, as introduced by Sahai and Waters [12], are PRFs that a
punctured key can be derived to allow evaluation of the PRF on all inputs, except
for any polynomial-size set of inputs. The definition is formulated as in [12].

Definition 2. A puncturable family of PRFs F mapping is given by a triple
of Turing Machines (Keyp, Puncturer, and Evalg), and a pair of computable
functions 71(+) and 12(+), satisfying the following conditions:

— [Functionality preserved under puncturing]. For every PPT adversary
A such that A(1*) outputs a set S C {0,1}7*N | then for all x € {0,1}7+N
where x ¢ S, we have that:

Pr[Evalp (K, z)=Evalp(Ks, ) : K «— Keyp(1*), Ks=Puncturer (K, S)]=1

- [Pseudorandom at punctured points]. For every PPT adversary (A1, As)
such that Ay (1)) outputs a set S C {0,1}7*N) and state o, consider an exper-
iment where K « Keyr (1) and Kg = Puncturep(K,S). Then we have

|Pr[Az(0, K, S, Evalp(K, S)) = 1] — Pr[Aa(0, Ks, 5, Ur,(x).s]) = 11| = negl(X),

where Evalp(K,S) denotes the concatenation of Evalp (K, x1), ..., Evalp(K, xy)
where S = {x1,...,xk} is the enumeration of the elements of S in lexicographic
order, negl(-) is a negligible function, and U,,(x).|s| denotes the uniform distri-
bution over T5(\) - |S| bits.

Theorem 1 [12]. If one-way functions exist, then for all efficiently computable
functions 11 (\) and m2(\), there exists a puncturable PRFs family that maps
T1(A) bits to T2(\) bits.

2.3 Universal Parameters

In a recent work, Hotheinz et al. [8] introduced the notion of universal parame-
ters. A universal parameters scheme UP, parameterized by polynomials Cckt, €inp
and foyt, consists of algorithms UniversalGen and InduceGen defined below.

— UniversalGen(1*) takes as input the security parameter A\ and outputs the
universal parameters U.

— InduceGen(U, d) takes as input the universal parameters U and a circuit d
which takes as input £in, bits and outputs fou: bits. The size of circuit d is at
most fet bits.

Definition 3 (Selectively-Secure One-Time Universal Parameters
Scheme). Let ek, Linp, Lour be efficiently computable polynomials. A pair of
efficient algorithms (UniversalGen, InduceGen) is a selectively-secure one-time
universal parameters scheme if there exists an efficient algorithm SimUGen such
that:



The Generic Transformation from Standard Signatures 27

— There exists a negligible function negl(-) such that for all circuits d of length
Leke, taking Linp bits of input, and outputting Lo, bits, and for all strings pg €
{0,1}%, we have that:

Pr[InduceGen(SimUGen(1*,d, pg), d) = pa] = 1 — negl(\).

— For every efficient adversary A = (A1, Ag), where Ay outputs one bit, there
exists a negligible function negl(-) such that the following holds. Consider the
following two experiments:

The experiment Real(1) is as follows: |The experiment Ideal(1?) is as follows:
1. (d*,0) — A (1?)
1. (d*,0) — A (1%) 2. Choose r uniformly from {0,1}%m .
2. Output Ay(UniversalGen(1*),0). |3 Let pa = d*(r).
4. Output A5(SimUGen(1*,d*, pg), o).

Then we have:
|Pr[Real(1*) = 1] — Pr[ldeal(1*) = 1]| = negl(\).

Hofheinz et al. [9] construct a selectively secure one-time universal parameters
scheme, assuming a secure indistinguishability obfuscator and a selectively secure
puncturable PRF.

3 Identity-Based Aggregate Signatures

Syntax. An identity-based aggregate signatures (IBAS) scheme can be described
as a tuple of polynomial time algorithms IBAS = (Setup, KeyGen, Sign, Aggregate,
Verify) as follows:

— Setup(1*) The setup algorithm takes as input the security parameter and
outputs the public parameters PP of the scheme and master secret key msk.

— KeyGen(msk, id € {0,1}%) The key generation algorithm run by the master
entity, takes as input the master secret key msk and an identity ¢d, and outputs
a secret signing key sk;q corresponding to id.

— Sign(skiq,m € {0, 1}*m¢) The signing algorithm takes as input a secret signing
key skiq as well as a message m € {0, 1}*m), and outputs a signature o € Lsig
for identity id on m.

— Aggregate(PP, {(id;, m;),0; }t_;) The aggregation algorithm takes as input ¢
tuples {(id;, m;),0;} (for some arbitrary ¢) where each tuple is (fig, {msg; lsig)-
length. It outputs an aggregate signature o,z whose length is polynomial in
A, but independent of ¢.

— Verify(PP, {(id;,m;) };_1, 0agg) The verification algorithm takes as input the
public parameters PP, ¢ tuples {(id;,m;)} that are ({ig, msg)-length, and an
aggregate signature o,ge. It outputs 0 or 1 to indicate whether verification
succeeded.
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Correctness. For all \,n € N, (PP, msk) « Setup(1*,n), t tuples {(id;, m;)}
that are (lig, fmsg)-length, for all ¢ € [t], skiq, «— KeyGen(msk,id;), o; «
Sign(skiq;, m;), and 0.gs < Aggregate(PP, {(id;, m;),0;}t_,), we require that
Verify(PP, {(id;, m;) }i_, 0agg) = 1.

Selective Security. We consider a weaker attack (selective in both the
identity and the message) where a forger is challenged on a given iden-
tity /message pair (id*,m*) chosen by the adversary before receiving the
public parameters. More formally, the selective experiment Expfé';\“si 4N
between a challenger and an adversary 4 with respect to scheme IBAS =
(Setup, KeyGen, Sign, Aggregate, Verify) is defined as follows:

Experiment EXp?E’;\usf,A()‘)

1. (id*,m*) — A(PP);
2. (PP, msk) « Setup(1*);
3. (L* = {(ids, mi)}i_y, 05gg) « ANCen(msio) Sien() (Pp);
— KeyGen(msk, -) oracle: on input an identity id, returns secret keys for arbi-
trary identities.
— Sign(+,-) oracle: on input an identity id and a message m, sets sk;q «—
KeyGen(msk, id) and returns Sign(sk;q, m).
4. The adversary A wins or the output of this experiment is 1 if the following
hold true:
(a) Verify(PP, {(id;, mi)}f:lv G;gg)zla
(b) 3i* € [t] such that
1. (Zd*, m*) = (zdl*,ml*) e L*,
ii. 4d* has not been asked to the KeyGen(msk, -) oracle,
iii. (id*,m*) has not been submitted to the Sign(-,-) oracle.

The advantage of an adversary A in the above game is defined to be
l-uf sel-u
Advigas 4 = PY[EXPBIAsf,A()\) =1],

where the probability is taken over all coin tosses of the Setup, KeyGen, and Sign
algorithm and of A.

Definition 4 (Selective Unforgeability). An identity-based aggregate signature
scheme IBAS is existentially unforgeable with respect to selectively chosen iden-
tiry/message pair attacks if for all probabilistic polynomial time adversaries A,
the advantage Ad ,E’;\‘gA in the experiment Expfgl;\‘f{A()\) is negligible in .

In our setting, we define an n-bounded identity-based aggregate signatures
scheme, which means that at most n signatures can be aggregated.

Definition 5. An n-bounded identity-based aggregate signatures scheme
IBAS=(Setup, KeyGen, Sign, Aggregate,Verify) is an IBAS in which Setup algo-
rithm takes an additional input 1™ and Aggregate algorithm takes in t tuples
{(ids,ms), 05 }icpy satisfying t < n. The public parameters output by Setup have
size bounded by some polynomial in A and n. However, the aggregated signature
has size bounded by a polynomial in A, but is independent of n.
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Comparison to Previous Definitions. Our definition of IBAS make the
requirement that there is an a-priori bound n on the number of signatures that
can be aggregated. It is different from the definition described in [10], which
allows any two aggregate signatures can be combined into a new aggregate
signature.

4 Generic Construction of Identity-Based
Aggregate Signatures

In this section, we present our generic transformation to build n-bounded IBAS
from length-bounded signature scheme, which can be proven selectively secure
in the standard model. Besides indistinguishability obfuscator iO, we will use
the following primitives.

— A selectively one-time secure ({ekt,finp, fout) universal parameter scheme
UP=(UniversalGen,InduceGen).

— A wCCA-secure public-key encryption scheme PKE,cca = (PKE.Setup,,cca;
PKE.Encycca, PKE.Decycca). Let the randomness space of PKE.Enc,,cca be
{0,1}%m/2. We give a formal definition of wCCA-secure PKE scheme in
Appendix 1.

— A (Luk, Lsg, Usig)-length signature scheme SIG = (SIG.Setup, SIG.Sign, SIG. Vefy)
that the verification keys output by SIG.Setup have length at most £k (M),
SIG.Sign takes as input messages of length at most £ms(A) and outputs signa-
tures of length bounded by £sig(A). Let the randomness space of SIG.Setup be
{0,1}4m/2. We give a formal definition of signature scheme in Appendix 2.

— An  additively  homomorphic  encryption  scheme HE=(HE.Setup,
HE.Enc,HE.Dec, HE.Add) with message space F,, for some prime p > 2% and
ciphertext space Cyg, where each ciphertext in Cyg can be represented using
lHEct bits. We give a formal definition of additively homomorphic encryption
scheme in Appendix 3.

— A puncturable PRF F with key space K, input space {0, 1} %+ +msg+log nt-fuece
and range {0, 1}¢.

— An injective one-way function f: {0,1}* — {0,1}2".

Our n-bounded identity-based aggregate signature scheme consists of algorithms
IBAS.Setup, IBAS.KeyGen, IBAS.Sign, IBAS.Aggregate and IBAS.Verify described
below.

IBAS.Setup(1*,7): On input 1*, the IBAS.Setup algorithm works as follows.
1. It runs (pkne,skne) < HE.Setup(1*) and computes ciphertext ct; «
HE.Enc(pkne, 0) for all i € [n].
2. Tt runs (pkwcca, skwcea) < PKE.Setup,,cca(1?) to generate a key pair for
PKEwcca-
3. Then it creates a program Prog{pkwcca} which is defined below as Fig. 1.
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4. Choose a puncturable PRF key K, create programs Prog{K, cty,... 7ctn}
and Prog{ K} described below as Figs.2 and 3 respectively, and set P; =
iO(Prog{K, cty,. .. ,ctn}) and Py = iOgProg{K}).

5. Finally it computes U <« UniversalGen(1*).

The public parameters PP is (pkne, U, Prog{pkwcca}, P1, P2) and the master
secret key msk is skycca-

IBAS.KeyGen(msk,id) : On input the master secret key msk and id € {0,1}%,
it computes (vk;q, c;q) < InduceGen(U, Prog{pkwcca}llid) and returns sk;q <
PKE.DecWCCA(msk, Cid)~

Remark. For any program Prog{pkwcca}, we let Prog{pkwccal}|id denote
the program Prog{pk.cca} extended with an additional string id € {0, 1}%.
Although their description is different, program Prog{pkwcca}|lid has the
same functionality as program Prog{pkwcca}. We require that this exten-
sion is performed in some standard and deterministic way, for instance by
always adding the id string at the end of the code.

IBAS.Sign(sk;q,m): On input a secret signing key sk;q and a message m €
{0, 1}*ms it runs o « SIG.Sign(sk;q,m) and returns o.

IBAS.Aggregate(PP, {(id;,m;),0;};): On input public parameters PP and
tuples {(id;, m;), 0;}4, if tuples {(id;, m;),0;} are not distinct, the algorithm
outputs L. Else, it computes (vk;q,,ciq) < InduceGen(U, Prog{pkwcca}llid;)
and outputs P; ({Uk'id” (id;, my), oi}i).

IBAS . Verify(PP, {(id;, m;) }i, 0agg = (t,5)): The verification algorithm checks
if the tuples {(id;,m;)}; are distinct. If not, it outputs 0. Else, it
computes (vkiq,,ciq) < InduceGen(U, Prog{pkwcca}llid;), and outputs
PQ ({(Uk‘id“ idi, ml)}“ Oagg = (t, 8))

Prog{pkwcca}

Hardwired into the circuit: pkycca.-

Input to the circuit: r = ro||r; € {0, 1},

Algorithm:
1. Compute (vksig, sksig) < SIG.Setup(1*;7¢) and ¢ + PKE.Encycca(phwcca, sksig; 71)-
2. Output (vksig, ¢).

Fig. 1. Program Prog{pk.cca}.

The correctness of this scheme follows immediately from the correctness of
SIG, PKEycca, HE and (UniversalGen, InduceGen).

Remark. The setup algorithm is parameterized by a polynominal n that gives
an a-priori bound on the number of signatures that can be aggregated. The size
of the parameters and aggregate signatures are independent of it.
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Hardwired into the circuit: K, cty,...,ct,.
Input to the circuit: {vkiq,, (id;, m;), 0}
Algorithm:
1. If 3i such that SIG.Vefy(vkiq4,, m;, 0;) = 0, then output L.
End if.

2. Compute t =, 0; - ct;.
3. Compute s; = F(K, vkiq, ||id;||m;|2]|t).
4. Output o, = (t, Pisi).

Fig. 2. Program Prog{K,cti,...,cty}.

Prog{ K}

Hardwired into the circuit: K.
Input to the circuit: {(vkiq,,id;, m;)}i, Oagg = (¢, 5).
Algorithm:

1. Compute s" = @;F (K, vkiq, ||id;||m;|2]|t).

2. Output 1 if 8" = s, else output 0.

Fig. 3. Program Prog{K}.

Theorem 2. Let A be any PPT adversary, and SIG a (Lyk,lmsg, Lsig)-length
secure signature scheme. Let Advig’;\”sz denote the advantage of A in the identity-
based aggregate signatures. Let Advyp, Advsig, Advhe, Advpke,cc.s AdVio, Adverre
and Advy denote the mazimum advantage of a PPT adversary against universal
parameters scheme UP, signature scheme SIG, additively homomorphic encryp-
tion scheme HE, wCCA secure public key encryption PKE,cca, indistinguisha-
bility obfuscator 1O, selectively secure puncturable PRF F and one way function

f respectively. Then,

Advfg’;\”;A < n(Advye + Advyp + AdVpKE,ccn + 2'Het (6 Adv;o + 2Advprr + Advy)
+ Advsic)

where Lyget s the length of ciphertexts in Cyg.

We now prove via a sequence of exponential number hybrid games Game 0,
Game 1, Game 2, Game 3, Game 4, Game 5,0, Game 5,0-1, Game 5,0-2,. .., Game
5,0-6, Game 5,1, Game 5,1-1, Game 5,1-2,..., Game 5,1-6, Game 5,2,..., Game
5,2%t each of which we prove to be indistinguishable from the previous one.

Sequence of Games.

Game 0. This game is the original selective security game Explsg;\“sf’ 4(A) in
Sect. 3 instantiated by our construction.
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1. A first choose a challenge (id*, m*).

2. The challenger chooses (pkyg, skue), (Pkwcca, Skwcea), U < UniversalGen(17)
and K « PRF.Setup(1*). Compute ct; « HE.Enc(pkyg,0) for all i € [n],
Py — iO(Prog{K, cty, ..., ctn}) and Py «— iO(Prog{K}). Let Prog{pkwcca}
be circuit as defined in the Fig. 1. Set PP = (pkne, U, Prog{pkwcca}, P1, P2)
and msk = skwcca, and send PP to A.

3. On attacker’s KeyGen(msk,-) queries and Sign(-,-) queries, the challenger
responds as follows:

— On KeyGen(msk,:) query for id, the challenger computes (vk;q,ciq)
— InduceGen(U, Prog{pkwcca}llid) and returns sk, <« PKE.Decycca
(m5k7 Cid)'

— On Sign(-, ) query for identity id and message m, the challenger first runs
skiq — KeyGen(msk, id) and then returns o < SIG.Sign(sk;q, m).

4. Finally the adversary outputs (L* = {(idi, m;)}i, 04g). The adversary A wins

or the output of this experiment is 1 if the following hold true:

(a) IBAS.Verify(PP, L* = {(id;, m;) }i, 0%, ) = 1,
(b) Fi* such that
i. (id*,m*) = (id;j=, m;=) € L*,
ii. ¢d* has not been asked to the KeyGen(msk, -) oracle,
iii. (id*,m*) has not been submitted to the Sign(-,-) oracle.

)

Game 1. This game is exactly similar to the previous one, except that the
challenger guesses a position i* < [n], and the attacker wins if id* = id;- and
m* = myx.

Game 2. This game is similar to the previous one, except that ct;~ is an encryp-
tion of 1 under pkyg, instead of 0. That is, compute ct; « HE.Enc(pkug,0) for
all ¢ € [n] and ¢ # ¢*, and ct;« < HE.Enc(pkug, 1).

Game 3. This game is identical to Game 2, except for the following. The exper-
iment generates parameters as U « SimUGen (1%, Prog{pkucca}|lidi-, (vkia,.
Cid;. )), where (vkiq,. , Ciq..) < Prog{pkwcca}||id;«(r) for uniformly random r €
{0,1}%w. And on attacker’s KeyGen(msk,-) query for id, the challenger com-
putes (vkiq,cia) < InduceGen(U, Prog{pkycca}|id), where U « SimUGen(1*,
Prog{pkwcca}llidi+, (vkig,. , Cid,. )), and returns sk;q < PKE.Decycca(msk, ¢iq).

Game 4. The only difference between this game and the previous one is
in the behavior of evaluation on the d;q,. = Prog{pkwccal}|lid;-. In Game
3, the entry corresponding to diq,. is of the form (diq,., (vkid,., Cid,.)) where
r = rollr1 € {0,1}%mw, (Vkid,. s Skid,.) < SIG.Setup(1*; ) and Cidje
PKE.Encwcca(phwcca, Skid,. ;71). In this game, the entry corresponding to dig;,.
is (dig,. , (Vkid,. , Cia,. ), where ¢;q,. < PKE.Encucca(Phweea, 1%71).

We will now describe an exponential number of hybrid experiments Game 5,j
for j < 2% Let us define some notations. Recall Prog{ K} takes as input tuples
of the form ({(vkiq,,id;, m;)}s, (t,s)). We say tuple ({(vkia,,id;,m;)}s, (t,5)) is
(¢*, skue)-rejecting if SIG. Vefy(vk;q,. , m;-, HE.Dec(skng,t)) = 0.
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Game 5,j. In this game, the adversary does not win if the forgery input
({(vkiq,,id;,mq) Y, (t%,5%)) is (3%, skne)-rejecting and ¢* < j. That is, finally
the adversary A outputs (L* = {(id;,m;)}i, 05y = (t*,5%)), and A wins if the
following hold true:

. IBAS Verify(PP, L* = {(id;,m;)}s, 0%g5) = 1,
({(vkiq,,id;,m;)}s, (85, 8%)) is not (i*, skug)-rejecting or t* > j,
id;« has not been asked to the KeyGen(msk, -) oracle,

(id;«, mi=) has not been submitted to the Sign(-,-) oracle.

=W

Game 5, j-1. In this game, the challenger replace P, with obfuscation of pro-
gram Prog-1{K} instead of Prog{K}. That is P, = i{O(Prog-1{K}). In program
Prog-1{ K} as described in Fig.4, instead of checking whether s = @;s;, it uses
an injective one way function f to check if f(s @ (Bii+5:)) = f(84+).

Prog-1{K'}

Hardwired into the circuit: K.
Input to the circuit: {(vkiq,,id;, m;)}i, Oage = (¢, 5).
Algorithm:
1. Compute " = Pz F(K, vkiq, ||id; || mi|2]t) & s.
2. Output 1if f(F(K, vk, ||ids||m-||i*]|t)) = f(s'), else output 0.

Fig. 4. Program Prog-1{K}.

Game 5, j-2. In this game, Prog{ K, cty,...,ct,} and Prog-1{K} are replaced
by Prog-1{K{y}, cti,...,ct,} (described in Fig.5) and Prog-2{y,z, K{y}}
(described in Fig.6) respectively. Both the replaced programs use the punc-
tured key at punctured point y = wvkiq,.|ids«|ms-||¢*||(j + 1). More pre-
cisely, the challenger computes y = vkiq,. [|id||ms-||i*]|(7 + 1), K{y} <
PRF.Puncture(K,y) and z = f(F(K,y)). Let Py = iO(Prog-1{K,cty,...,ct,})
and P = iO(Prog-2{K}).

Game 5, j-3. This game is similar to the previous one, except that z is a uni-
formly random string. That is, the challenger randomly chooses 2’, and computes
z = f(2).

Game 5, j-4. In this game, the challenger modifies the winning condition. That
is, ({(vki,,id;, mi)}i, (t,5%)) is not (i*, skyg)-rejecting or ¢* > j + 1.

Game 5, j-5. In this game, the challenger sets z = f(F(K,y)) as in Game 4-j-2.
Game 5, j-6. In this game, the challenger changes program Prog—l{K, cty,. ..,
ctn} and program Prog-2{ K} back to Prog{K'7 ctl,...,ctn} and Prog-1{K'}
respectively.

Game 6. This game is identical to Game 5, 2¢ree
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Prog—l{K{y}, cty,..., ctn}

Hardwired into the circuit: K{y},cti,...,ct,.
Input to the circuit: {vkiq,, (id;,m;), 0:}s.
Algorithm:

1. If 3i such that SIG.Vefy(vk;q4,, m;, 0;) = 0, then output L.
End if.

2. Compute t = o071 -ct; + ...+ 0, - ct,.
3. Compute s; = F(K{y}, vkiq, |[id;||m;2|t).
4. Output oagg = (t, ®;s;).

Fig. 5. Program Prog-1{ K{y},ct1,...,ctn}.

Prog-2{y, 2z, K{y}}

Hardwired into the circuit: y, z, K{y}.

Input to the circuit: {(vkiq,,id;, m;)}i, 0agg = (¢, 5).

Algorithm:
1. Compute s" = @z F(K{y}, vkig, ||id;||mg|i]]t) & s.
2. If vkyq,. ||id;-||ms-[|i*||t = y, then output 1 if z = f(s'), else output 0.
3. Else output 1if F(K{y}, vkiq,. |lidi-||m-[|i*||t) = f(s), else output 0.

Fig. 6. Program Prog-2{y, z, K{y}}.

Analysis. Let Advf4 denote the advantage of adversary A in Game i. We now
establish the difference of the attacker’s advantage between each adjacent game
via a sequence of lemmas.

Lemma 1. For any adversary A, Adv}4 = Adv&/n.

Proof. This follows from the definitions of Game 0 and Game 1. The only dif-
ference between the two experiments is the change in winning condition, which
now includes the guess i*. This guess is correct with probability 1/n.

Lemma 2. For any PPT adversary A, Advly — Adv’y < Advie()\).

Proof. Suppose there exists an adversary A such that Adv}4 — Advi‘ =e. We will
construct a PPT algorithm B that breaks the semantic security of HE scheme
using A.

B receives the public key pkye. It sends 0,1 as challenge messages to
the HE challenger, and receives ct in response. On receiving (id*,m*) from
A, B chooses i* « [n], (pkwcca,skwcca), U « UniversalGen(1*) and com-
putes ciphertext ct; « HE.Enc(pkpg,0) for all ¢ # *. It sets ct;» = ct. Let
Prog{pkwcca} be circuit as defined in the Fig. 1. It chooses K « PRF.Setup(1*)
and computes P; = iO(Prog{ K, cty,...,ct,}) and P, = iO(Prog{K}). B sends
PP = (pkHE7 U, Py, P, Prog{pkaCA}) to A.
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A then asks for KeyGen(msk, ), Sign(-,-) queries, which B can simulate per-
fectly. Finally, A outputs a forgery o3,, = (t*,s*) and tuples {(id;, m;)}:. If A
wins as per the winning conditions (which are the same in both Games 1 and
2), output 0, else output 1.

Clearly, if ct is an encryption of 0, then this corresponds to Game 1, else it

corresponds to Game 2. This completes our proof.
Lemma 3. For any PPT adversary A, Adv’y — Adv’; < Advyp()).

Proof. Suppose there exists a PPT adversary A such that Adv% — Advi‘ = e
We will construct a PPT algorithm B such that |Pr[Real®(1%) = 1] —
Pr(ldeald ,ygen(1*) = 1] = €.

B interacts with A and participates in either the Real or Ideal game. On receiv-
ing (id*,m*) from A, B chooses i* < [n], and sets d;q,. = Prog{pkwccal}|idi-. B
sends d;q,. to the challenger of universal parameters U P. The challenger of uni-
versal parameters UP computes (vkiq,. , Cid,. ) < diq,. (r) for uniformly random
r = rollr1 € {0,1}%, where (vkig,.,skia,.) < SIG.Setup(1*;70) and ciq,.
PKE.Encwcca(phwcca, skia,. ;71). B receives U from the challenger of universal
parameters. B then chooses (pkwcca, skwcea), (Pkue, skne) and compute cipher-
text ct; < HE.Enc(pkug, 0) for all ¢ € [n] and @ # i*, ct;» < HE.Enc(pkng, 1). Let
Prog{pkwcca} be circuit as defined in the Fig. 1. It chooses K « PRF.Setup(1*)
and computes P; = iO(Prog{K,cty,...,ct,}) and P» = iO(Prog{K}). B sends
PP = (pk‘HE, U7 PI’Og{pkWCCA}, Pl, P2) to A.

For the KeyGen(msk,-) and Sign(-,-) queries, B computes (vkijq,ciq) «—
InduceGen(U, d;q), where d;q = Prog{pkwccalllid, and returns sk;q
PKE.Decwcca(skwcca, cia) by using skwcca. Finally, it receives a forgery o3, =
(t*,s*) and tuples {(id;, m;)};. Note that since there is no Honest Parameter
Violation, InduceGen(U, Prog{pkwccal}|/idi+) = (vkiq,., Ciq,. ). Therefore, Game 2
corresponds to Real®(1*) experiment, while Game 3 corresponds to Ideal%, | en-
Hence, |Pr[Real®(1*) = 1] — Pr[ldeal§,,ycen(1}) = 1]| = €.

Lemma 4. For any PPT adversary A, Adv’y — Advly < Adveke,cc,(N).

Proof. Note that the only difference between Games 3 and 4 is in the behavior of
evaluation on the d;q,, = Prog{pkwcca}|id;-. Suppose there exists an adversary
A such that Advil —Advi‘ = €. We will construct a PPT algorithm B that breaks
the wCCA security of PKE,cca scheme using A.

B receives the public key pkwcca. On receiving (id*, m*) from A, B chooses
i* «— [n], (pkue, skue) and compute ciphertext ct; «— HE.Enc(pkng,0) for
all i € [n] and ¢ # i*, ct;+ <« HE.Enc(pkug,1). Let Prog{pkwcca} be cir-
cuit as defined in the Fig.1. It chooses K « PRF.Setup(1*) and computes
Py =iO(Prog{K,cty,...,ct,}) and P, = iO(Prog{K}).

B chooses r = rollry € {0,1}%» and computes (vki4.,skid,.)
SIG.Setup(1*;7g). B sends skid,. 1 as the challenge messages to the wCCA chal-
lenger. It receives in response a ciphertext ctlcca. Let diq,. (1) = (Vkia,. , cticea)
where d;q,. = Prog{pkwcca}||id;-. Then B compute U SimUGen(1*) and sends
PP = (pkue, U, Prog{pkaCA}, Py, PQ) to A.
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On receiving KeyGen(msk,-) query for id, B computes (vkq,cia) <~
InduceGen(U, d;4), where d;y = Prog{pkwccal}llid, then submits a decryp-
tion query to oracle PKE.Decycca(skwcca, ) for c¢;q, and returns whatever
PKE.Decwcca(skwcea, ) returns. Finally, A outputs a forgery o, = (t*,s%) and
tuples {(id;, m;)};. If A wins as per the winning conditions (which are the same
in both Games 3 and 4), output 0, else output 1.

If ct)cca is an encryption of sk;q,. , then this is a perfect simulation of Game
3, while if ct} -, is an encryption of 1, then this is a perfect simulation of Game

4. This completes our proof.

Observation 1. For any PPT adversary A, Advj = Advi"o.
Lemma 5. For any j, any PPT adversary A, Advi{j — Advi{j‘1 < Advio(N).

Proof. To prove this lemma, we need to show that the programs Prog{ K} and
Prog-1{ K} are functionally identical. This follows from the observation that f
is an injective function, and hence, for any ¢, s,

s = @©:F (K, vka, |lidi[|mi||illt) = Sizi= F(K, vk, |lidi||ms|lillt) @ F(K, vkiq,. [lidsx [[mg=[|i*|t)
<> Dz F(I(7 'Uk?idi ||Zdl||m1|‘7,||t) D s= F(I(7 'Ukidix ||’Ld-b* [|7r23% H’L*”t)
= f(@izi= F(K, vkig, |lidil|mi||illt) @ s) = f(F (K, vkig,. [idi [[me= [|i]|t)).

Lemma 6. For any j, any PPT adversary A, Advi{j'1 — Advi{j‘2 < 2Adv;o(N).

Proof. Let K « PRF.Setup(1?), y = vkiq,. |[idi||ms-|i*]|(j + 1), K{y} <
PRF.Puncture(K,y) and z = f(F(K,y)). As in the previous proof, it suf-
fices to show that Prog{K7 cty,.. .,ctn} and Prog—l{K{y},ctl7 ... ,ctn} have
identical functionality, and Prog-1{K} and Prog-2{y,z, K{y}} have identical
functionality.

Let us first consider Prog{K, cty,..., ctn} and Prog—l{K{y},ctl, el ctn}.
Consider input {vkq,, (id;,m;),0:};. Let t = o1 - ¢ty + ... + oy - Cty.
From the correctness property of puncturable PRFs, it follows that the
only case in which Prog;{K7 cty,... ,ctn} and Prog—l{K{y}, cty,. .. 7ctn}
can possibly differ is when SIG.Vefy(vk;q,,m;,0;)=1 for all i € [n],
and id*=id;», m*=m; and t=j + 1. But this case is not possible,
since SIG.Vefy(vk;q,., m;, HE.Dec(skg, t))=SIG.Vefy(vk;q,. , mi~, 05+ )=1, while
SIG.Vefy(vkidi*, M=, HE.Dec(skHEj + 1)):0

Next, let us consider the programs Prog-1{ K} and Prog-2{y, z, K{y}}. Both
programs have identical functionality, because z = f(F(K,y)) and for all y/ # v,
F(K,y') = F.eval(K{y},y'). This concludes our proof.

Lemma 7. For any j, any PPT adversary A, Advi{j'2 — Advi{j'3 < Advpre(N).

Proof. We will construct a PPT algorithm B such that Advhgr = Advi{j'2 —
Advij"g. On receiving (id*, m*) from A, B chooses i* < [n], (pkwcca, skwcca),
(pkue, skne) and compute ciphertext ct; < HE.Enc(pkng, 0) for all ¢ € [n] and
i # i*, cty« «— HE.Enc(pkue,1). Let Prog{pkwcca} be circuit as defined in the
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Fig. 1. It chooses K «+ PRF.Setup(1*), and let y = vkjg,. ||id;||mi-|i*/(5 +
1). B sends y to the PRF challenger, and receives K{y},z, where
either 2/ = F(K,y) or 2/ « {0,1}*. Tt computes z = f(2'), P, =
iO(Prog{ K{y},ct1,...,ct,}) and P» = iO(Prog{y,z,K{y}}). B com-
putes (vkig,.,Cida,..) < Prog{pkwccallidi=(r) for uniformly random r =
rollr1 € {0,1}%, where (vkig,.,skiq,.) < SIG.Setup(1*;r¢) and ciq,.
PKE.Encycca(pkwcea, 12;71). Then B compute U « SimUGen(1*) and sends
PP = (pkHEa U7 Prog{pkWCCA}; Pla PZ) to A.

A then asks for KeyGen(msk, -), Sign(+,-) queries, which B can simulate per-
fectly by using skwcca. Finally, A outputs a forgery oJ,, = (t*,s") and tuples
{(id;, m;)};. If A wins as per the winning conditions (which are the same in both
Game 5, j-2 and Game 5, j-3), output 0, else output 1.

Clearly, if 2/ = F(K,y), then this corresponds to Game 5, j-2; if 2/ « {0,1}¢,
it corresponds to Game 5, j-3. This completes our proof.

Lemma 8. For any j, any PPT adversary A, Advi(j'3 — Advi{j‘4 < Advy(A).

Proof. Suppose there exists a PPT adversary A such that Advi"j 3 fAdvi"j 4=
We will construct a PPT algorithm B that inverts the one way function f

using A.
Note that the only way an adversary can distinguish between Game 5, j-3
and Game 5, j-4 is by submitting a forgery o},, = (t* = j + 1,5%) and tuples

{(id;,m;)}; such that ({(vkia,,id;,m;)}s, (t* = j + 1,5%)) is (i*, skng)-rejecting
and Prog-2{y, z, K{y} } ({(vkia,, id;, m;)}i, (" = j +1,5*)) = 1. From the def-
inition of Prog-2{y,z, K{y}}, it follows that f(®xiF(K,vkia,|id;||/m|i|t) &
s*)==z.

B receives z from the OWF challenger. On receiving (id*,m*) from A,
B chooses i* « [n], (pkwcca,Skwcca)s (Pkue,skne) and compute ciphertext
ct; «— HE.Enc(pkue,0) for all ¢ € [n] and ¢ # i*, ct;+ — HE.Enc(pkug,1). Let
Prog{pkwcca} be circuit as defined in the Fig. 1. It chooses K « PRF.Setup(1*),
and let y = vkyq.. ||id;- || |i*]|(j + 1), K{y} < F.Puncture(K,y). It com-
putes Py = iO(Prog{ K{y},ct1,...,ct,}) and P, = iO(Prog{y,z, K{y}}). B
computes (vkig,.,Cia,.) — Prog{pkwccallid;-(r) for uniformly random r =
rollr1 € {0,1}%, where (vkig,.,skia.) < SIG.Setup(1*;7r9) and ciq,. <«
PKE.Encwcca(pkwcca, 1%;71). Then B compute U « SimUGen(1*) and sends
PP = (pkHE7 U, PI’Og{pkWCCA}, Py, PQ) to A.

A then asks for KeyGen(msk, -), Sign(+,-) queries, which B can simulate per-
fectly by using skwcca. Finally, A outputs a forgery o3, = (t* = j + 1,s*) and
tuples {(id;, m;)}i. B sends @+ F(K, vk;q, ||id;||m;]i]|t) @ s* as inverse of z to
the OWF challenger, and clearly, B wins if A wins. This completes our proof.

Lemma 9. For any j, any PPT adversary A, Advi{j'4 — Advi{j'E’ < Advpgre(N).
Proof. Similar to the proof of Lemma7.

Lemma 10. For any j, any PPT adversary A, Advi(j%—Advi{j'6 < 2Adv;o(N).
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Proof. Similar to the proof of Lemma 6.

Lemma 11. For any j, any PPT adversary A, Advi{j'ﬁ . Advi{(j'H) <
Adv,o(N).

Proof. Similar to the proof of Lemma 5.
Lemma 12. For any PPT adversary A, Advit < Advsig(A).

Proof. Suppose Advi‘ = €. We will construct a PPT algorithm B that breaks the
security of SIG with advantage e.

B receives vk from the challenger of signature scheme SIG. On receiving
(id*,m*) from A, B chooses i* < [n], (pkwcca, skwcea), (Pkne, skue) and com-
pute ciphertext ct; « HE.Enc(pkue,0) for all ¢ € [n] and i # *, ctyx «—
HE.Enc(pkye, 1). Let Prog{pkwcca} be circuit as defined in the Fig. 1. It chooses
K — PRF.Setup(1*) and computes P; = iO(Prog{K,ct,...,ct,}) and P, =
iO(Prog{K}). B computes ¢;q,. PKE.Encycca(pkwcca, 1%;71) for uniformly
random 7 = ro|lr; € {0,1}%% and sets Prog{pkwccallidi-(r) = (vk, ciq,.). Then
B compute U « SimUGen(1*) and sends PP = (pkue, U, Prog{pkwcca}, P1, P2)
to A.

A then asks for KeyGen(msk,-) queries for id # id;+, which B can simulate
perfectly by using skwcca. On A’s Sign(-, -) queries, if id = id;» AND m # m;+, B
forwards m to the signing oracle of signature scheme SIG, and receives o, which
is sent to A as response; if id # id;«, B generates the signature of m by using
Skid — PKE.DeCWCCA(SkWCCA, Cid)-

Finally, A outputs a forgery o3, = (t*,s*) and tuples {(id;, m;)}:. A wins
if 4d* has not been asked to the KeyGen(msk,-) oracle, (id*, m*) has not been
submitted to the Sign(-,-) oracle, and SIG.Vefy(vk, m*, HE.Dec(skng, t*)) = 1. It
sends (m*, HE.Dec(skng, t*)) as forgery. Note that B wins the signature game if
A wins Game 6. This concludes our proof.

5 Conclusions

In this work, we consider n-bounded identity-based aggregate signatures (IBAS),
which requires at most n signatures can be aggregated. We also provide a generic
transformation to build n-bounded IBAS scheme from any secure signature
scheme by using indistinguishability obfuscation and selective one-time universal
parameters scheme. Based on the sub-exponential hardness of indistinguishabil-
ity obfuscation, puncturable PRF and one-way functions, we prove that our
n-bounded IBAS scheme is selectively secure in the standard model.

A  Appendix

1 Public Key Encryption

Definition 6. A public-key encryption scheme (PKE) consists of PPT algo-
rithms PKE = (PKE.Setup, PKE.Enc, PKE.Dec).
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~ Key Generation. PKE.Setup takes as input security parameter 1* and

returns a key pair (pk, sk).
— Encryption. PKE.Enc takes as input public key pk and message m, and

returns a ciphertext ¢ — PKE.Enc(pk,m).
— Decryption. PKE.Dec takes as input secret key sk and ciphertext c, and

returns a message m «— PKE.Dec(sk, c).

Correctness. For all A € N, (pk, sk) «+ PKE.Setup(1*), messages m € M(\),
we require that PKE.Dec(sk, PKE.Enc(pk,m)) = m.
We say that public-key encryption scheme PKE is wCCA secure, if

Pr[Exppe s’ () = 1] — Pr[Exppgei (A) = 1]] < negl(V)

for some mnegligible function negl and for all PPT attackers A, where

Expgﬁgﬁb()\) is the following experiment with scheme PKE and attacker A:

1. (pk, sk) « PKE.Setup(1?).
2. (mo,m1) — A(1*, pk).
3. b—{0,1} and compute c¢* — PKE.Enc(pk,mp).
4. b AOwcca(1A c*).

Here Occa is an oracle that on input ¢ returns PKE.Dec(sk, c) for all ¢ # c¢*.
Note that this is a weakened version of standard IND-CCA security, because the
attacker has access to Oycca only after seeing the challenge ciphertext.

2 Signature Schemes

Definition 7. A signature scheme with message space M()N), signature key
space SKK(N\) and wverification key space VIK(X) consists of PPT algorithms
SIG = (SIG.Setup, SIG.Sign, SIG. Vefy):

— Key Generation. S/G.Setup is a randomized algorithm that takes as input
security parameter 1 and outputs signing key sk € SK and verification key

vk € VIC.

- Signature Generation. S/G.Sign takes as input the signing key sk € SK and
a message m € M and outputs a signature o.

- Verification. SIG.Vefy takes as input a verification key vk € VK, message
m € M and signature o and outputs either 0 or 1.

Correctness. For all A\ € N, (vk, sk) < SIG.Setup(1*), messages m € M()), we
require that SIG.Vefy(vk, SIG.Sign(sk,m)) = 1.

We say that signature scheme SIG = (SIG.Setup, SIG.Sign, SIG.Vefy) is existen-
tially unforgeable under a chosen message attack if

Pr[Expd &m0 (\) = 1] < negl(N)

for some negligible function negl and for all PPT attackers A, where Expgfgff()\)
is the following experiment with scheme SIG and attacker A:
1. (vk, sk) < SIG.Setup(1*).
2. (m, o) « ASk) (1A pk).
If SIG. Vefy(vk,m,0) = 1 and m was not queried to Sign(sk,-) oracle
Then return 1 else return 0.
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3 Additively Homomorphic Encryption

Definition 8. An additively homomorphic encryption scheme with message
space F), and ciphertext space Cye consists of PPT algorithms HE=(HE.Setup,
HE.Enc,HE.Dec, HE.Add).

~ HE.Setup(1*) takes the security parameter 1* as input and outputs public key
pk, secret key sk.

— HE.Enc(pk,m) takes as input a public key pk and message m € F,, and outputs
a ciphertext ct € Cyg.

— HE.Dec(sk, ct) takes as input a secret key sk, a ciphertext ct € Cye and either
outputs an element in IF, or L.

— HE.Add(pk, cty, cty) takes as input a public key pk and two ciphertexts
cty, cty € Cye and outputs a ciphertext ct.

Correctness. Let p be any prime and q any polynomial in A. For all A € N,
(pk, sk) < HE.Setup(1*), q messages ma, ..., mq € F,, the following holds

HE.Dec(sk, HE.Enc(pk,m1) + ...+ HE.Enc(pk,mq)) = mq1 + ... + my.

We say that additively homomorphic encryption scheme HE is IND-CPA
secure, if

|Pr[Exppiza (A) = 1] — Pr[Exppzd (A) = 1]| < negl(\)
CPA—b()\)

for some negligible function negl and for all PPT attackers A, where Expge 4
is the following experiment with scheme HE and attacker A:

1. (pk, sk) « HE.Setup(1*).

2. (mo,m1) — A(1*, pk).

3. b {0,1} and compute ¢* «— HE.Enc(pk, my).
4.0 — A(1* ).
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Abstract. Recently, Gorbunov, Vaikuntanathan and Wichs proposed a
new powerful primitive: (fully) homomorphic trapdoor function (HTDF)
based on small integer solution (SIS) problem in standard lattices, from
which they constructed the first leveled existentially-unforgeable fully
homomorphic signature (FHS) schemes.

In this paper, we first extend the notion of HTDF to identity-based
setting with stronger security and better parameters. The stronger secu-
rity requires that the identity-based HTDF (IBHTDF) is not only claw-
free, but also collision-resistant. And the maximum noise comparing to
Gorbunov-Vaikuntanathan-Wichs’ HTDF roughly reduces from O(m?3)
to O(4*m@3), which will result in polynomial modulus ¢ = poly()\)
when d = O(log\), where A is the security parameter and d is the
depth bound of circuit. We then define and construct the first lev-
eled strongly-unforgeable identity-based fully homomorphic signature
(IBFHS) schemes.

Keywords: Identity-based homomorphic trapdoor function - Identity-
based fully homomorphic signature + Small integer solution - Strong
unforgeability

1 Introduction

Following the fast development of cloud computing, cryptographic schemes with
homomorphic property attract a large number of researchers’ sights. They allow
a client to securely upload his/her encrypted/signed data to a remote server.
Meanwhile they also allow the server to run computation over the data. The
seminal study of fully homomorphic encryption (FHE) [17] demonstrates how
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to perform homomorphic computation over encrypted data without the knowl-
edge of secret key. The recent works [6,18,23] of (leveled) fully homomorphic
signatures demonstrate how to perform homomorphic computation on signed
data.

In this work, we focus on the latter question: public authenticity of the result
of homomorphic computation over signed data. In a homomorphic signature
scheme, a client signs some data x = (z1,...,zy) using his/her signing key
and outsources the signed data ¢ = (01,...,0n8) to a remote server. At any
later point, the server can perform homomorphically some operation y = g(x)
over the signed data o and produce a short signature o, certifying that y is the
correct output of the operation g over the data x. Anyone can verify the tuple
(9,y,04) using the client’s public verification key and be sure of this fact without
the knowledge of the underlying data x.

Linear Homomorphic Signatures. A number of works discussed signatures
with linear functions [2,4,10,16]. Such linear homomorphic signature schemes
have meaningful applications in network coding and proofs of retrievability.

Somewhat Homomorphic Signatures. Boneh and Freeman [5] were the first
to define and construct homomorphic signature schemes beyond linear functions,
but limited to constant-degree polynomials based on ring SIS assumption in the
random oracle model. Not long ago, Catalano, Fiore and Warinschi [11] gave an
alternative scheme from multi-linear maps in the standard model.

Leveled Fully Homomorphic Signatures. Gorbunov, Vaikuntanathan and
Wichs [18] proposed the first leveled FHS schemes based on SIS assumption.
To this end, they drew on the ideas of constructing attribute-based encryption
from standard lattices [7] and proposed a new primitive: HTDF. They required
that HTDF functions have claw-freeness property, which is sufficient to show
their FHS schemes (constructed directly from the HTDF functions) are exis-
tentially unforgeable in the static chosen-message-attack (EU-sCMA) model.
Additionally, they showed that one can transform an EU-sCMA secure FHS to
an EU-aCMA (existential-unforgeability under adaptive chosen-message-attack)
secure FHS via homomorphic chameleon hash function. Recently, Boyen, Fan
and Shi [6] also proposed EU-aCMA secure FHS schemes using vanishing trap-
door technique [1]. In the meantime, Xie and Xue [23] showed that leveled FHS
schemes can be constructed if indistinguishability obfuscation and injective one
way function exist.

1.1 Motivation

We observe that all schemes with homomorphism above are existentially unforge-
able. In this model, a verifiable forgery (g,y’,0’) such that g is admissible on
messages x and ¥y’ # y (y = g(x)) captures two facts. One is that ¢’ is a
usual existential-forgery corresponding to the usual notion of signature forgery
if g(x) = m;i(x) = x; is a special projection function. The other is that ¢’ is a
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homomorphic existential-forgery if g is a generally admissible function (defined
in Sect. 3.1); in other words, the forgery o’ authenticates y’ as g(x) but in fact
this is not the case.

However, as is well-known, security of signature schemes without homomor-
phism also can reach up to strong-unforgeability. In the stronger model, a forger
can not give a forgery of message x;, even he has a message-signature pair (z;, 0;).
As a matter of course, we have a question: can we define and construct strongly-
unforgeable (IB)FHS?

In this paper, we will give a positive response. Our main observation is
that homomorphic computations on signed data are deterministic in all above
schemes. In this scenario, we can define meaningful strong-unforgeability. In this
model, given message-signature pairs (x, o), a forger produce a verifiable strong-
forgery (g,y’,0’) such that y = y = g(x) and ¢’ # o, that captures two facts.
One is that ¢’ # o is a usual strong-forgery corresponding to the usual notion of
strong-forgery if g(x) = m;(x) = ;. The other is that ¢’ # o4 is a homomorphic
strong-forgery if g is a generally admissible function; in other words, the forgery
o’ authenticates ¥’ as g(x) but in fact any forger can not produce o’ # g,.

Furthermore, as we all know, identity-based signature (IBS) is a nontrivial
extension of signature [22]. In an IBS system, in order to verify a signature
o; of a message x;, the verifier requires only the global public parameters and
the target identity id. Therefore, there is no need to issue a verification key
for each user in an IBS system, which greatly simplifies the key management.
Naturally, constructing an IBS with homomorphism is interesting. As far as we
know, there is no construction of identity-based FHS. In fact, we will propose
the first strongly-unforgeable IBFHS as a response to above question.

1.2 Contribution

We define and construct the first leveled strongly-unforgeable IBFHS schemes.
To this end, we extend HTDF, the underlying primitive of FHS, to IBHTDF
with stronger security and better parameters, the underlying primitive of IBFHS
using the trapdoor technique in [1,12,19]. The stronger security requires that
IBHTDFs are not only claw-free, but also collision-resistant to show the strong-
unforgeability of IBFHS. We use Barrington’s theorem to reduce the parameters
as done in FHE world [9]. The maximum noise-level comparing to Gorbunov-
Vaikuntanathan-Wichs’ FHS roughly reduces from O(m<3) to O(4%m3), which
will result in polynomial modulus ¢ = poly(\) when d = O(log \), where \ is
the security parameter and d is the maximum depth of admissible circuit.

1.3 Paper Organization

In Sect. 2, we give some background on lattices and related tools as used in this
paper. We propose formally the IBHTDF functions in Sect.3 and demonstrate
how to homomorphically evaluate a permutation branching program in Sect. 4.
In Sect.b, we define and construct the leveled strongly-unforgeable IBFHS.
Finally, we conclude in Sect. 6.
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2 Preliminaries

We use the bold upper-case letters (e.g., A,B) to represent matrices and
bold lower-case letters (e.g. a,b) to represent column vectors. Let ||A|o =
max; ;j {|a; j|} denote the infinite norm and a; or afi] represent the i-entry of a.
Let [A||B] denote the concatenation of two matrices and (A, B) = [AT||BT]7.
We use A to denote the security parameter and negl(A) to denote a negligible
function that grows slower than A~¢ for any constant ¢ > 0 and any large enough
value of \.

2.1 Entropy and Statistical Distance

For discrete random variables X «— X,Y « ), we define the statistical dis-
tance A(X,Y) £ 13 cruy Pr[X = w] — Pr[Y = w]|. We say that two
random variables X,Y are statistically indistinguishable, denoted as X = Y,
if A(X,Y) = negl(A). The min-entropy of a random variable X, denoted by

H..(X), is defined as Hyo(X) £ —log (max,Pr[X = z]). The average min-
entropy of X conditioned on Y, denoted with Ho.(X|Y), is defined as

oo (X]Y) 2 — log (Byey[max, Pr[X = Y = y]]) = — log (B,_y[2 F=(X=0]).

The optimal probability of an unbounded attacker surmising X given the cor-
related value Y is 27 Hee (XIY),

Lemma 2.1 ([15]). Let X «— XY «— Y be two (correlated) random variables.
It then holds that Hoo (X|Y) > Hoo(X) — log(|Y)).

2.2 Background on Lattices and Hard Problems

Lattices. Lattices-based cryptography usually use so-called g-ary integer lat-
tices, which contain ¢Z™ as a sublattice for some modulus ¢g. Let n,m,q be
positive integers. For a matrix A € Zy*™ we define the following g-ary integer
lattice:

A*(A)={ueZ™: Au=0 mod q}.

For a vector v € Zy, we define the coset (or “shifted” lattice):

AF(A)={uezZ™: Au=v mod g}.

SIS. Let n,m,q, 8 be integers. The short integer solution (SIS, , 4,8) problem
is, given a uniformly random matrix A & Zy*™, to find a nonzero vector u € Zy
with [|ul|s < 8 such that Au = 0 (i.e., u € A+(A)). For ¢ > 3 w(y/nlogn),
solving SIS, 1,6 in the average case is as hard as solving GapSVPg 5. = in
the worst case in standard lattices [20,21].
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Discrete Gaussian Distribution. Let Dzm, be the truncated discrete
Gaussian distribution over Z™ with parameter r. Namely, for u < Dzm ,, if
|lul|s is larger than r - /m, then the output is replaced by 0. In other words,
lullec < r-+/m with probability 1 if u < Dzm ,.

Lattices Trapdoor. Here we recall the MP12-trapdoor generation algorithm
and Gaussian sampling algorithm [19]. We ignore all details of implementation
which are not strictly necessary in this work.

For integers n,q and £ = [logq], let G = I, ® gT € Z;’X”Z, where g7’ =
(1,2,22,...,271) and I,, denotes the n-dimensional identity matrix.

Lemma 2.2 ([19]). Let n,q, £, mg,my be integers such that n = poly(}\), ¢ =

q(n), ¢ = [logql,mo =n(l+ O(1)), my = nl. For Ay & Zy*™o and H € Zy*™,
there exists an randomized algorithm TrapGen (Ao, H) to generate a matriz A (=
[Ao||HG — AgR]) € ZZX(mUerl) with trapdoor R such that R < Dzmxm, . for

large enough r (> w(y/logn)) and A is negl(\)-far from (Vo, V1) & Zyg*mo x
Zy ™. Here, R is called an MP12-trapdoor (or G-trapdoor) of A with tag H.

Furthermore, for any non-zero u = (ug,u1) € Z;"O‘HM, the average min-
entropy of Ruy given Ay and AgR is at least 2(n).

Lemma 2.3 ([19]). Given parameters in above lemma and a uniformly random
vector v € Zy, for some s (> O(y/nlogq)) € R and a fized function w(/logn)
growing asymptotically faster than +/logn, if the tag matrix H is invertible,
there then exists an efficient algorithm SamplePre(Ag, R, H,v,s) that samples
a vector . from Dy1 () su(vogn) Such that A -u = v. Note that |uflc <
sv/mo + mq - w(y/logn) with probability 1.

Furthermore, for 0’ — Dy o, /ogm and v’ = Au’, we have (A, R, u,v) =
(AR, v/, V).

Lemma 2.4 ([7,18,19)). Let m = mq + 2m; and G = [G]|0] € Zy*™. For any
matriz V € Zy*™ there exists deterministic algorithm to output a {0, 1}-matriz

Ve Zy*™ such that GV =V (or denoted by G~ (V) = V1),

2.3 Permutation Branching Program.

In this section, we define permutation branching program closely following [9]. A
width-w permutation branching program IT of length L with input space {0, 1}
is a sequence of L tuples of the form (h(k), o0, 0%,1) where

— h:[L] — [t] is a function associates the k-th tuple with an input bit ap ).
— 0k0,0k1 are permutations over [w] = {1,2,...,w}.

! Here G™' is not the inverse matrix of G but a deterministic algorithm.



Leveled Strongly-Unforgeable IBFHS 47

A permutation branching program IT performs evaluation on input x =
(z1,22,...,2¢) as follows. Let the initial state be 79 = 1 and the k-th state
be 7y € [w]. We compute the state 7, recursively as

Mk = Oky, oy (Me—1)-

Finally, after L steps, the end state is n;. The output of IT is 1 if n, = 1,
and 0 otherwise.

To slow the growth of noise in homomorphic operations, we represent the
states to bits, as demonstated in [9]. More specially, we replace the state 7, € [w]
with some w-dimensional unit vector vy, e.g., vo = (1,0,0,...,0) institutes for
no = 1. The idea is that vi[i] = 1 if and only if Tk (Mk—1) = 4. A more
important equivalent relation is that vi[i] = 1 if and only if either:

— Tpr) = 1 and vk,l[a,ﬁ(i)] =1;or
~ Zpk) = 0 and vk_l[U,;é(i)] =1.

Hence, for k € [L],4 € [w], we have

vili) = V1[0 1 ()] - They + Ve-1log0(D)] - (1 = n)

= Vi1 [Vria] - Thie) + Ve—1[Vki0] - (1 — Zp)) (1)

where vy, 1 £ oy %(z) and Vx,i0 = a,;é(z’) are fully determined by the description
of II and can be computed easily and publicly. Thus, {(h(k), V.0,
Vk,i,1) Yke[L),ic[w] 18 an alternative description of a permutation branching pro-
gram and is the form that we will work with under homomorphic computations.

3 Identity-Based Homomorphic Trapdoor Functions

We give the definition, construction and security proof of IBHTDFs in this
section. In next section we will show how to homomorphically compute a circuit.
Looking ahead, we will homomorphically compute a permutation branching pro-
gram instead of a (boolean) circuit to reduce the parameters and increase the
efficiency and security.

3.1 Definition

An identity-based homomorphic trapdoor function (IBHTDF) consists of six
poly-time algorithms (IBHTDF.Setup, IBHTDF.Extract, f, Invert,IBHTDF.Eval*",
IBHTDF.Eval®) with syntax as follows:

— (mpk, msk) < IBHTDF.Setup(1*): A master key setup procedure.
The security parameter A\ defines the identity space Z, the index space X, the
input space U, the output space V and some efficiently samplable input distri-
bution Dy, over U. We require that elements in Z,U,V or X can be efficiently
certified and that one can efficiently sample elements from V uniformly at
random.
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~ (pkiq, skiq) < IBHTDF.Extract(mpk, msk,id): An identity-key extraction pro-
cedure. As a matter of course, we require that pk;q can be extracted deter-
ministically from mpk and id € Z without using the knowledge of msk.

— fpkg,z : U — Vi A deterministic function indexed by pk;q and z € X.

— Invertgy,, » : V — U: A probabilistic inverter indexed by sk;q and z € X.

—u, = IBHTDF.Eval™ (g, (z1,u1,v1), ..., (z¢, us, v;)): A deterministic input
homomorphic evaluation algorithm. It takes as input some function g : X* —
X and values {z; € X,u; € U,v; € V}icp and outputs ug € U.

— v, = IBHTDF.Eval®**(g,v1,...,v;): A deterministic output homomorphic
evaluation algorithm. It takes as input some function g : X* — X and values
{vi € V}iep and outputs v, € V.

Correctness of Homomorphic Computation. Let algorithm (pk;q, skiq) <
IBHTDF.Extract extracts the identity-key for id. Let ¢ : X' — X be a
function on z1,...,2; € X and set y = g(x1,...,2¢). Let wuy,...,us €
U and set v; = fpre(w) for ¢ = 1,...,t. Set u, = IBHTDF.Eval™
(g, (x1,u1,01), .. (Te, ug, v1)), Vg = IBHTDF.Eval®(g, v, ...,v;). We require
that ug € U and fpr,, »(ug) = vg.

Relaxation Correctness of Leveled IBHTDUF's. In a leveled IBHTDF, every
input w; € U will carry with noise 5; € Z. The initial samples chosen from
the input-distribution Dy, carry with small noise 8y and the noise 3, of the
homomorphically evaulation u, depends on the noise 3; of u;, the indices z; and
the function g. In fact, if the noise 8y > Bae, Where By,4. is a threshold of
noise, there is no guarantee of the correctness. Therefore, we should restrict the
class of functions that can be computed. We say a function g is admissible on
indices @1, ...,%¢ if By < Bmas Whenever u; carries with noise 3; < fo.

Distributional Equivalence of Inversion. To show the security of our main
construction IBFHS in next section, we require the following statistical indistin-
guishability:

(Pkia, skid, ©,u,v) = (Pkid,Skid,x»U/avl)

where (pkiq, skiq) < IBHTDF.Extract, x € X, u «— Dy,v = fpr,y,2(u), v’ &

V,u' « Invertgy,, »(v').

IBHTDF Security. Gorbunov et al. [18] required claw-freeness for HTDF
security to provide ezistential-unforgeability for FHS. Here, we require not only
claw-freeness but also collision-resistance for IBHTDF security to guarantee
strong-unforgeability for IBFHS.

The experiment Expf}\I,?BHTDF(l)‘) defined in Fig.1 describes the selective-
identity security, where the adversary has to appoint a target identity id* to
attack before seeing the master public-key. Moreover, the adversary can query
identity-keys for all identities except id*. He is then forced to find v # v’ €
U, z,2’ € X such that for,,. o(v) = fpk,. o (v). Remark that if 2 = a’, then
(u,u’) is a collision, a claw otherwise.
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Expj],?BHTDF(l)\)

— (id*, state) < A1)

— (mpk, msk) < IBHTDF.Setup(1*)

_ (u7 u/7m’ 33/) — AIBHTDF.Extract(mpk,msk,<)\{id*}(mPk’ state)

— Awins if u # v €U, x, 2" € X are such that fyr, . o(W) = fpr, 0 (U).

Fig. 1. Definition of selective-identity security for IBHTDF

We say that an identity-based homomorphic trapdoor function is selective-
identity secure if Pr[Expi{?BHTDF(l)‘)] < negl(\).

In the stronger model of adaptive-identity security, the adversary can not find
uF#u €U, xz,2’ € X such that fpr,, »(w) = fok,,.0 (u') for any identity id, for
which he has never queried identity-key sk;;. We note that one may construct
adaptive-identity secure IBHTDF using the vanishing trapdoor techniques [1,8,
12] in the cost of both efficiency and security.

3.2 Construction: Basic Algorithms and Security

Recall that A is the security parameter. To describe the IBHTDF functions
succinctly, we give some public parameters as follows.

— Let flexible d be the circuit depth such that d < poly(\) and set L = 49,

— Choose an integer n = poly(\) and a sufficiently large prime ¢ = ¢(n). Let
¢ = [logq], mo = n({ + O(1)), my = nf and m = mg + 2my. Set By =
O((n log Q)S/Q)aﬂmaa? = O(4dm60)7ﬁ515’ = O(mlﬂo)ﬂnmx <gq.

- G =I,®g" € Z*" is the primitive matrix, where g7 = (1,2,2%,...,2¢71).
Set G = [G|0] € Zy*™ be the garget matrix used below.

— We assume that identities are elements in GF(¢"), and say H : GF(¢") —
Zy*™ is an invertible difference, if H(id;) — H(idz) is invertible for any two
different identities id;,¢ds and H is computable in polynomial time in nf (see
an example in [1]).

- Set X = 79,7 =73,V = Zy*™ and U = {U € Z7™ : [|[U|loc < Brnaz}-
Define the distribution Dy, is a truncated discrete Gaussian distribution over
U, so that |U||ee < o if U « Dy.

Now we describe the basic algorithms of IBHTDF function F.

— IBHTDF.Setup(1*): On input a security parameter \, set d, L, n, mg, m1,m, q,

Bo, Bmazs Bsrs as specified above. Then do:

1. Choose Ay < Zy*™o. Run TrapGen(Ay,0) to generate a matrix A =
[Ao]|A1] = [Ao]] — AgR] € ZZX(mﬁml) and a trapdoor R such that
R«~D=2 Dymoxmi w(yiogm) and A is negl(A)-far from uniform. Set the
master secret key as msk = R. Note that A - (R,I,,,) = 0, namely R is a
G-trapdoor of A with tag 0.
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2. Choose As & Zy*™ and set the master public key as mpk = {A, Ay}

— IBHTDF.Extract(mpk, R, id): On input a master public key mpk, a master
secret key R and an identity id € Z, do:

1. Compute H(id) for id € Z and let Al, = [Ao]|H(id) - G + A;] (Note that
R is a G-trapdoor of A/, with tag H(id)). Set user-specific public-key
pkia = Aja = [Aj,]|As].

2. Run algorithm SamplePre(Ay, R, H(id),G — A2,O(y/nlogq)) to output
R;; € Zmotmi)xmi guch that A, Ry = G — Ay (Note that R;q is
a G-trapdoor of A;q with tag I,). Set secret key ski;q = Ryq.

— fpkig,(U): On input mpk,id € Z,z € X and U € U, do:

1. Compute pk;q = A;q = [Ao||H(id) - G + A1||A2] as above.

2. Forid € T,z € X and U € U, define fyr,, .(U) 2 Ajy-U+z-G.

— Invertsg,, »(V): On input an identity id € Z, an identity-key R4, an index
r€Xand V €V, run SampIePre(A;d,Rid,In,V—x-é7 O(nlogq)) to output

U (such that A;y - U=V —z-G).

Distributional Equivalence of Inversion. Let @ € X and (pk;q =
A4, skiq = Riq) «— IBHTDF.Extract(mpk,R,id). Let U € U, V = fpi,, (U) =
A U+aG, V' &V U — SamplePre(Al,, Rig,1,, V' — G, O(nlog q)). By
Lemma 2.3 and the fact that (V' — 2G) is uniformly random, using a simple
hybrid argument, we have

(Aid7 Rida U7 Aid : U) s (Aida Rid) U/7 V/ - (L‘é)
Then, we have

(Aig, Rig, 2, U,V = Ajy - U+ 2G) ~, (Aiq, Rig, 2, U, V') (2)

by applying the same function to both sides: put in a x € X and add 2G to the
last entry.

IBHTDF Security. We now show that the IBHTDF function F constructed
above is selective-identity secure assuming the SIS assumption.

Theorem 3.1. The function F constructed above is a selective-identity secure
IBHTDEF assuming the SIS, mg.q.85:5 @SSumption.

Proof. Assume there exists a PPT adversary A that wins the security experiment
Exp‘i{]ﬁBHTDF(l)‘) for F with non-negligible probability 6. We construct a PPT

simulater S that breaks the SIS, 1,q,35;5 Problem for Ag & Zg>™mo.
Let id* be the identity that A intends to attack. S will run the simulated
algorithms (IBHTDF.Setup™, IBHTDF.Extract™).

~ IBHTDF.Setup*(1*): On input the same parameters as IBHTDF.Setup(1*), S
does:
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1. After receiving target identity id* € Z and challenge matrix Ay € Zy™™°,
S runs TrapGen(Ag, —H(id*)) to produce a matrix A = [Ag||A1] = [Ao]|—
H(id")G — AgR] € Z3*™ ™) and a trapdoor R such that R — D and
A is negl(M)-far from uniform. Set msk = R.

2. S samples S «— D and computes Ao = ApS. Set mpk = {A, As}.

— IBHTDF.Extract™ (mpk, R, id): On input a master public key mpk, a master
secret key R and an identity id € Z, do:

1. Compute H(id) for id € T and let Al, = [Ag||H(id) - G + A4] =
[Ao||(H(id) — H(id*))G — AoR] (Note that R is a G-trapdoor of A/,
with tag H(id) — H(id*). Set A;q = [Al;||A2].

2. Recall that (H(id) — H(id*)) is invertible (by the property of H) if id #
id*. Therefore, to respond to an identity-key query for id # id*, S can
run SamplePre(Ag, R, H(id) — H(id*), G — A2,0(v/nlogq)) and output
R;q € Z(motmuixmi guch that A/, - Rjg = G — Ay (Note that Ryq is a
G-trapdoor of A;q with tag I,). Set pk;qg = A;q and sk;q = Ryq.

3. However, if id = id*, then A;4+ = [Ag|| — AoR||A¢S] and the trapdoor
disappears. Thus, the simulator S can not generate identity key for id*.

The views of adversary A between the original experiment and the simu-
lated experiment are indistinguishable by Lemma 2.2. Particularly, the winning
probability of A attacking the simulated experiment is at least § — negl(}\).

Now, we show that an adversary A who wins the simulated experiment
Expi{?BHTDF(lA) can be used to solve the SIS problem. Assume the winning
adversary A outputs values U # U’ € U, z,2’ € X such that fpi,,. .(U) =
fpkige 2 (U’). Let U =U — U’ and 2* = 2’ — 2. Then,
fpkid* 7QC(IJ) =A;3-U+2G = Ajy-U'4+2'G = fpk ! (U/) = AU =2"G.

3)

Recall that A3+ = [Ag|| — AgR||A(S]. By the right hand side of Eq. (3), it

holds that

id*

Ag-U° 2 A ([I,, || — R||S]U*) = 2*G. (4)

Moreover, since U, U’ € U, we have [|[U|lo0, ||U[lcc < Bmaz and thus
IU*|oo < 2Bmaz- Moveover, since R, S are sampled from D, we also have ||R|| o,
8]l < O(v/nlogq) and thus [|U°|o < 28mae(2my - O(v/nlogq) +1) < Bsrs.

To solve the SIS problem defined by Ag € Zg*™°, we discuss the following
two cases:

— 2 = 2’ (collision): In this case, it is sufficed to show that U® # 0 except with
negligible probability, since AgU® = 2*G = (z — /)G = 0 and |U°[|« is
small. Let U* = (U}, Us, U3). Then, we have U® = Uy — RU7 + SU5. We
split to 2 distinct cases to analyze it.

1. U7 = U;j = 0: In this case, we have U§ # 0 since U* # 0. So, U® # 0.

2. U7y # 0 or Uj # 0: Without loss of generalization, we assume U} # 0. By
Lemma 2.2, we then have that, even revealing R, the min-entropy of SU%
conditioned on the knowledge of Ay and AgS is at least {2(n). Particularly,
the probability that U® = 0 is less than 27" = negl(\).
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— x # 2’ (claw): In this case, we show that the simulater S can use the knowledge
of a small U® # 0 and some z* # 0 satisfying the Eq. (4) to find a solution of
the SIS problem (similarly as [18]).

Choose t <& {0,1}™0 and set r £ Agt. Compute t' = G~1(r/z*) € {0,1}™
such that z*Gt’ = r. so,

Ao(Ut —t) = (AU — Agt = 2*Gt' — Agt =1 —r = 0.
Setting u £ U°t’ — t, we then have Agu = 0 and |[ulloc < (2m + 1)Bmas <

Bs1s. It remains to prove that u # 0, i.e., t # U°t’. We grove that it holds
with overwhelming probability over the random t, even given Ay, U®, z*. In

fact, we have
H.. (t[t') > Hoo (t|Agt) > mo — nlogqg = O(n).

where the first inequality follows from the fact that t’ is deterministic by r =
Aot, and the second inequality follows from Lemma2.1. So, Prjt = U°t] <
2-0(n) = negl(\).

Therefore, if the adversary A wins the simulated experiment Expi{?BHTDF(l)‘)
with non-negligible probability §/2 — negl(\) in either case, the simulater S then
will produce a valid solution for SIS problem with probability §/2 — negl(\). This
finishes the proof. O

4 Homomorphic Evaluation and Noise Analysis

Although we can homomorphically compute arithmetic circuit or boolean circuit
similarly as that in [18] with same-level parameters, we show how to do better in
both works in this section based on the fact that the noise growth is asymmetric.

We define deterministic homomorphic addition and multiplication algorithms
in Sect.4.1. In Sect. 4.2, we show that these algorithms are not used by a naive
combination of addition and multiplication, as in the work [9], but by an elabo-
rate combination form to considerably slowing down the noise growth. The main
difference between this work and [9] is that, to homomorphic evaluate, it requires
us to design correspondingly two deterministic homomorphic algorithms: one for
input and the other for output in this work, while it only requires to design one
randomized homomorphic algorithm over ciphertexts in [9].

4.1 Basic Homomorphic Evaluation

We now define basic homomorphic addition and multiplication algorithms that
will be used in IBHTDFs. These algorithms for IBHTDFs are same as that for
HTDFs in [18] because of the same external structure with or without identity.
Therefore, we can improve the parameters of HTDFs in [18] using asymmet-
ric homomorphic multiplication demonstrated in this section and simplify the
notations (e.g., Add” instead of IBHTDF.Add""). Recall that V; = AU, + z;G
(i =1,2), where we set A = A;q,G = G for simplicity throughout Sect. 4. Let
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Homomorphic Addition Algorithms. They are simple modulo-¢ addition
of the input or output matrices respectively.

~ Add™((z1, Uy, V1), (22, U2, V3)) 2 Uy + Uy mod ¢
- Addout(Vth) £ Vi+ Vs, modgq

The addition-noise is bounded by 1 + B2. The correctness follows by (V1 +
Vi) = A(U; + Us) + (21 + 22)G.

Homomorphic Multiplication Algorithms. The homomorphic input mul-
tiplication algorithm is asymmetric and involved in whole input, partial output
and index, and the homomorphic output multiplication algorithm is essentially
a multiplicaiton of the output matrices.

— Multi™((z1, Uy, Vi), (32, Us, V2)) £ 25 - Uy + Uy -V, mod g
— Multi®(V1,V3) £ V5.V, mod ¢

The multiplication-noise is bounded by |z3|81 + mBy = B1 + mPB2. The cor-
rectness also follows by a simple computation assuming V; = AU, + z;G.

4.2 The Homomorphic Output and Input Evaluation

Homomorphic Output Evaluation. We define the homomorphic output eval-
uation algorithm

Eval®“*(I1, Vo, {Vo.: }icpu], {Vjtien) — Vi

for a length-L permutation branching program II, where Vo, { Vg }ic[w] will be
assigned in the initialization stage below and V is such that V; = AU; +z;G.
Recall that {(A(k), Yk,:,0, Vk.i,1) Yke[L]icw] 15 @ valid description of IT, and that
the initial state vector is set to be the first w-dimensional unit vector vg =
(1,0,0,...,0), and that for k € [L] and ¢ € [w],

Vi[i] = Vi1 [Yr,6,1) - The) + Ve—1[Vk,i0] - (1 = Zpeey)-

Iout

The homomorphic output evaluation algorithm Eva proceeds as follows.

— Initialization: For k € [L],i € [w], let V}[i] be an output corresponding to
the state vi[i].

1. Choose Vy ; & Zg™™ uniformly at random and set it be an initial output
corresponding to the initial state vo[i].

2. Choose Vg & ngm uniformly at random and see it be an output corre-
sponding to a constant state 1.

3. Set V; £ Vo —V; and see it be an output corresponding to (1—x;), where
V; (so that V; = AU, + 2,;G) is an output corresponding to ;.
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— Computation: For £k =1,2,..., L, the computation process proceeds induc-
tively as follows. Assume that at step t—1, we have {Vy_1,; }icjw). We compute

Vii = Vi Victmis + Vag) - Viclapo- (5)

— Final Output: Finally, we have {V ;};c[,) after finishing the computation
process. Output V1 as the final output corresponding to vi[1], ie., Vi =
Vi

Homomorphic Input Evaluation. We define the homomorphic input evalu-
ation algorithm

Eval"(I1, (1, Uy, V), {(voli], Uoys, Vo,i) baetw), 125, U, Vi) e) — Un
for a permutation branching program IT which proceeds as follows.

— Initialization: For k € [L],i € [w], let Ug[i] be an input corresponding to
the state vi[i].
1. Sample Ug; <« Dy (such that Vo,; = AUg; + vo[i]G) and see it be an
initial input corresponding to the initial state vgli].
2. Sample Uy < Dy (such that Vo = AUy + 1 - G) and see it be an input
corresponding to a constant state 1.
3. Set U; £ Uy — Uj;, where U; (such that V; = AU, + 2;G) is an input
corresponding to z; and see it be an input corresponding to (1 — z;).
— Computation: For £k =1,2,..., L, the computation process proceeds induc-
tively as follows. Assume that at step t—1, we have {kal,i}ie[w]- We compute

Uk,i = (xh(k) ’ kal,’wc,i,l —+ Uh(k) 'kalﬁk,i,l)
+ ((1 - xh(k)) : kal,"/k‘q:,o + I_“Th(k) . kal,’w«,q‘,,a)' (6)

— Final Input: Finally, we have {Up ;}ic[] after finishing the computation
process. Output Uy ; as the final input corresponding to vp[1], i.e., Ug =
UL,1~

4.3 Correctness of Homomorphic Evaluation and Noise Analysis

We will prove the correctness of above homomorphic input-output evaluation
algorithms and analyze the noise growth under homomorphic evaluation.

Lemma 4.1. Assuming that Eval®(II, Vo, {Vo,itiew)s 1Vitjen) — Vi and
Eval™ (11, (1, Uo, Vo), {(voli], Ui, Vo,i) bew): { (2, U, Vi) Yiew) — Un are
such that Vo = AUy +1-G, Vo, = AUg; + vo[i]G and V; = AU, + z,G for
i € [w],j € [t]. For all k € [L],i € [w], we then have

Vk,i = AUk’Z —+ Vi [Z]G

In particular, we have Vi1 = AU 1 + vi[1]G.
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Proof. Given the conditions in this lemma, by formulas (1), (5) and (6), we have
AUy, + vi[i]G =A - |:(xh(k) Uk-tes + Uy Vie1)
+ (1= 2hr)) - U102 + Uniy 'qum,,i,()”
+ (Vk_1[’yk,i,1] Ty + Ve—1[Vei0] - (1 — Ih(k))) -G
Z(xh(k) Vi typin = Thik) - Ve—1[Tk,i1] - G)
+ (Vh(k) Vi Lyers — Th(k) -kamk,i‘l)
+ ((1 = Zn@k)) - V1m0 = (1= Zag) - Ve-1[7k,00] - G)
+ (Vhac) Vit — (L= 2na) - Vk—lmc,i,o)
+ (wh(k) Vi1 [kl - G4 (1 = Zpy) - Ve—1[7k,6,0] - G)
=Vie)* Victes + Vi - Vet
=V,
for all k € [L],i € [w]. This finishes the proof. O

Lemma 4.2. Assuming that EVEI'in(]I7 (1,U0,V0), {(VO[i]aUO,i7VO,i)}ie[w]7
{(z;,U;,Vj)}tiew) — U is such that all the input-noises are bounded by 3,
i.e., [Uolloos |Uo,illocs Ujllec < B, it then holds that |Up||ee < 3mLS+ 5.

Proof. We will simply show the lemma by inductive method. Namely, we will
show that ||Uy;|lcc < 3kmfS + 3 for any step k =0,1,2,...,L and i € [w].

If £ = 0, there is no computation and by initialization it is very easy to see
that all the initial noises are such that ||Ugil|c < 8,1 € [w].

Assume that at step k — 1, we have |Uy ;|| < 3m(k —1)8 + 5. By formula
(6), we obtain that

[Unsilloo =l1@nee) - Ur—t3p0n + Uniy - Vim0
+ (1= 2hk)) - Uk—174 50 + Uncr) - \Afk—1,~,k,i,0)|\oo
< lontry - Ukt 0 lloo + 100y - Vit lloo
(= 2hge)) - Ukt olloo + T0ntky - Vi1, lloo
<zpuy - Bmk—1)84+6) +mB+ (1 — zpw)) - Bm(k —1)8+ 8) +2mp
=3mkfS + 8
where [[Up)llso = [Uo = Upyllos < [[Uolloe + [Unk)lloe < B+ 8 = 2.

By induction, we get [|[Up|lcoc = [|UL1llcc < 3mLB + 5. This finishes the
proof. (]

Remark. By Barrington’s theorem [3], a depth-d circuit can be transformed
to a length L = 4% permutation branching program. Therefore, whenever
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d < poly(}A), the maximum noise comparing to Gorbunov-Vaikuntanathan-
Wichs” HTDF reduces roughly from O(m?3) to O(49mg3). In particular, we
can set polynomial modulus ¢ = poly(\) > O(49mf3) when d = O(log \) which
will result in better security based on GapSVP with polynomial approximation
factors.

5 Strongly-Unforgeable Identity-Based Fully
Homomorphic Signatures

5.1 Definition

A single data-set identity-based homomorphic signature scheme consists of the
following poly-time algorithms (PrmsGen, Setup, Extract, Sign, SignEval, Process,
Verify) with syntax:

— prms «— PrmsGen(l)‘, 1N): Take the security parameter A and the maximum
data-size N. Output public parameters prms. The security parameter also
defines the message space X.

— (mpk,msk) < Setup(1*): Take the security parameter A. Output a master
key pair (mpk, msk).

— (pkiq, skia) < Extract(mpk, msk,id): An identity-key extraction procedure.

~ (01,...,0Nn) « Signg, (prms,z1,...,xN): Sign message data (r1,...,2n) €
XN to id.

— o4 = SignBval,,..(9, (z1,01), ..., (21, 0¢)): Deterministically and homomor-
phically evaluate a signature o, for some function g over (z1,...,2¢) € X"

— vg = Processp,ms(g): Deterministically and homomorphically evaluate a cer-
tificate vq for the function g from the public parameters prms.

— Verify,.,(vg,y,0,4): Verify that y is the correct output of g by proving o,
corresponding to vg.

Correctness. For prms « PrmsGen(1*, 1Y), (pk;q, skiq) « Extract(mpk,
msk,id), (z1,...,on) € XN, (01,...,0n) — Signgy,, (prms,z1,...,xN), and

g: XN — X, we require that the following equation

Verify,.,(vg,y = g(21,...,2N),0,4) = accept

holds, where v, = Process, ms(g) and o, = Signkval,.,, (g, (z1,01),...,
(zt,01)).

Relaxation Correctness of Leveled IBFHS. Here, the relaxation correct-
ness of leveled IBFHS follows from that of leveled IBHTDF and hence is omitted.
Security Experiment. The experiment Expi[ﬂ'BSéBgSCMA(l)‘) defined in Fig. 2
describes the strongly-unforgeable selective-identity static chosen-message-attack
security game, where the adversary has to fix a target identity ¢d* to attack
and message data to sign before obtaining the master public-key and public
parameters. Moreover, the adversary can query identity-keys for all identities
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except id*. He is then forced to find (g,y’,0’) such that the winning conditions
(described in the experiment) hold. Remark that we do not require either y = ¢’
or not. So, if y = ¢/, then ¢’ is a strongly-forgeable signature, otherwise a
existentially-forgeable signature.

Bxpath (1)
— (id*, {zi }ie(ny, state) < A(1Y)
— prms ¢ PrmsGen(1*, 1Y), (mpk, msk) < Setup(1*)
_ (g’ y/’ O',) — AExtract(mpkﬂnsk,.)\{id* }.Sign(id* {wi}ien)) (prms, mpk, state)
— A wins if all of the following hold:
1. g is admissible on the messages x1,...,zN;
2. o' # a4, where 0, = SignEval,,.. (g, (z1,01),..., (N, 0N));
3. Verify,,, . (vg,y’,0") accept, where vy = Processyrms(g).

Fig. 2. Definition of security for IBFHS with single data-set

We say an IBFHS is strongly-unforgeable selective-identity static chosen-
message-attack (SU-sID-sCMA) secure if Pr[ExpiL’I,‘éséa‘SSCMA(lA)] < negl(A).

5.2 Construction

Let F = (IBHTDF.Setup, IBHTDF.Extract, f,Invert,IBHTDF.Eval", IBHTDF.
Evalout) be an IBHTDF with identity space Z, index space X, input space
U, output space V and some efficiently samplable input distribution Dy,
over U. We construct an IBFHS scheme & = (PrmsGen, Setup, Extract, Sign,
SignEval, Process, Verify) with message space X as follows.

— prms < PrmsGen(1*,1%): Sample v; & V,i € [N] and set public parameters
prms = (V1,...,UN).

— (mpk,msk) < Setup(1*): Select (mpk’, msk') « IBHTDF.Setup(1*) and set
master-key pair (mpk = mpk’, msk = msk’).

— (pkia, skiq) < Extract(mpk, msk,id): Run IBHTDF.Extract(mpk’, msk’,id) to
get (pki,, skl;) and set pk,q = pk},, skiq = sk, for id € Z.

= (01,...,0n) < Signgy,, (prms,z1,...,zN): Sample u; « Invertyy . (v;) and
set o; = u;, 1 € [N].
~ o4 = Signkval,,.,. (g, (71,01),..., (x,0¢)): Perform deterministic algorithm

IBHTDF.Eval™ (g, (z1,u1,v1), ..., (s, u, v;)) to get ug and set og = u,.

~ vy = Processp,ms(g): Perform IBHTDF.Eval®“(g,v1,...,v;) and output the
result vy.

= Verify,.. . (vg,y,09): If for: 4(0g) = vy accept, else reject.

Correctness. Here, the discussion of the relaxation correctness of the leveled
IBFHS constructed above follows from that of the underlying leveled IBHTDF
in Sect. 3 and hence is omitted.
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Security. We now show the SU-sID-sCMA security of the leveled IBFHS above.

Theorem 5.1. The leveled IBFHS scheme S constructed above is SU-sID-
sCMA secure assuming that F is a leveled selective-identity secure IBHTDEF.

Proof. Assume there exists a PPT adversary A that wins the security experiment
Exp?f,’ﬁ,lza'SSCMA(lA) of IBFHS with non-negligible probability §. We construct
a PPT reduction B that breaks the selective-identity security of F.

Let id* be the identity that A intends to attack. B will run the changed

algorithms (PrmsGen™, Setup™, Extract™, Sign™).

— Setup*(1*): Run (mpk’,msk’) «— IBHTDF.Setup*(1*) and set mpk = mpk/,
msk = msk’.

— Extract™(mpk, msk,id): Run (pkl,,sk};,) <« |BHTDF.Extract®(mpk,R,id)
when id # id* and set pk;q = pk},, skiq = sk, ;. However, if id = id*, then the
trapdoor disappears and B can not generate identity key for id*.

~ PrmsGen*(1*,1%): Choose u; « Dy and compute v; = Fpkige 2 (ui). Output
prms = (V1,...,UN).

— Sign*(z1,...,zN): Set 0; = u; and output (o1,...,0N).

The views of adversary A between the original experiment and the changed
experiment are indistinguishable by Distributional Equivalence of Inversion
property of the underlying IBHTDF. In particular, the winning probability of A
attacking the changed experiment is at least 6 — negl(\).

We now show that there exists a PPT reduction B that takes any PPT
adversary A winning the changed experiment with non-negligible advantage J —
negl(\), and that breaks the Expi{]’?BHTDF(lA) security of the underlying F with
probability 6 — negl(A).

The reduction B receives the challenge identity id* and message data-set
(w1,...,7N), generates (mpk, msk,{0; = u;,v; }ien]) as in the changed exper-
iment and sends (mpk,{0:,vi}icin)) to A. Note that B can respond to the
identity-key query for id # id* using msk. But, B has no valid trapdoor to
generate the identity key for id*.

Assume the adversary A (winning the changed experiment) outputs values
(g,9',0"), where g : XN — X on (z1,...,7x) is an admissible function and
o' =u'. Let y = g(z1,...,7N),uy = 0, = SignEval,, .. . (g, (¥1,01), ..., (zt,0¢)),
vg = Processp,ms(g). Thus, on one hand, since the forged signature o’ verifies,
fpkige y (u') = vg holds. On the other hand, since g is admissible, fpk, . y(ug) =
vg also holds by the correctness of homomorphic computation. Therefore, we have
values u, # v € U and y,y’ € X satisfying for, . y(Ug) = fpk, e (@), which
allows B to break Expi{?BHTDF(l’\) security of F with probability § — negl())
whenever A wins the changed experiment with probability § — negl(\). O

6 Conclusions

In this work, we defined and constructed the first leveled strongly-unforgeable
IBFHS schemes. To this end, we extended Gorbunov-Vaikuntanathan-Wichs’
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HTDF, the underlying primitive of FHS, to IBHTDF with stronger security and
better parameters, the underlying primitive of IBFHS. The drawback is that our
scheme is only a leveled IBFHS with large public parameters. It remains open to
Construct a non-leveled IBFHS or a leveled IBFHS with short public parameters.
One way to achieve this would be to draw on the ideas in constructing non-leveled
(IB)FHESs from indistinguishability obfuscation [13,14].
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of this work.
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Abstract. Motivated by the application of anonymous petitions, we for-
malize a new primitive called “graded signatures”, which enables a user
to consolidate a set of signatures on a message m originating from [ dif-
ferent signers that are members of a PKI. We call the value [ € N, the
grade of the consolidated signature. The resulting consolidated signature
object on m reveals nothing more than the grade and the validity of the
original signatures without leaking the identity of the signers. Further,
we require that the signature consolidation is taken place in an unlink-
able fashion so that neither the signer nor the CA of the PKI can tell
whether a signature is used in a consolidation action. Beyond petitions,
we demonstrate the usefulness of the new primitive by providing sev-
eral other applications including delegation of signing rights adhering to
dynamic threshold policies and issuing graded certificates in a multi-CA
PKI setting.

We present an efficient construction for graded signatures that relies
on Groth-Sahai proofs and efficient arguments for showing that an inte-
ger belongs to a specified range. We achieve a linear in the grade signa-
ture size and verification time in this setting. Besides, we propose some
extension that can support the certificate revocation by utilizing efficient
non-membership proofs.

1 Introduction

In a petition system, a group of participants would like to send a formal request
to an organization via a representative (petitioner) that helps them to express
their opinions about an issue. There are several important criteria that a petition
system has to satisfy: (1) the number of participants supporting the petition
should be indicated; (2) the participants may prefer to remain anonymous in
many scenarios, e.g., when these relate to political or religious issues; (3) the
petitioner should not be able to make a false claim that the claimed number of
participants is more than their actual number, e.g., duplicate participants should
be removed without revealing any identities etc.

To address the above problem, we introduce a new primitive, which we call
graded signature!, that is applicable to an efficient privacy-preserving digital

! It is actually quite surprising that many seemingly related notions exist, however
none of them satisfy all the natural requirements; we elaborate more on this below.
© Springer International Publishing Switzerland 2015
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petition system. In a graded signature scheme a user collects signatures from
registered signers in a PKI. The primitive enables the consolidation of an arbi-
trary number of signatures (say !) originating from a subset of [ distinct signers
on the same message m. The resulting signature object, o/, convinces the veri-
fier that at least [ signers indeed signed on m without revealing the identities of
signers. We call [, the grade of the signature. Note that [ can range from 1 to n,
where n is the total number of currently registered signers in the PKI. There is
no need to pre-determine the value of [ before the signature collecting procedure.

Applications of Graded Signatures. The new primitive can be useful in a
number of applications that we discuss below.

Anonymous Petitions: In an anonymous petition, the petitioner aims at con-
vincing an organization that a certain number of people have a consensus on
one issue, and it is desired that the identity of each participant remains hidden.
Our graded signature immediately solves this problem. Suppose every valid voter
has a registered public key, and the one who initiates a petition on a message
m, tries to get as much support (signatures) on m as she can. At the end, she
consolidates all the signatures into one, and presents to the organization the
message, the graded signature and the corresponding grade I. The privacy of all
signers will be preserved, and the grade precisely reflects how many signatures
the consolidator collected. The organization can verify that indeed [ different
signers are needed to produce the l-grade signature using the PKI parameters.

Anonymous Delegation of Signing Rights adhering to Threshold Policies: Con-
sider an organization whose members are in a PKI and wish to authorize in
anonymous fashion a certain individual to execute certain tasks without neces-
sarily revealing their names. The authorization requires a certain quorum that, if
reached, it should be universally accepted. For instance, suppose that the mem-
bers of the board of trustees of a listed company would like to authorize the CEO
to take certain decisions on behalf of them. Such authorization may require the
agreement of the majority (or other suitable percentage) of the trustees. Using
graded-signatures the CEO can obtain the signature of a suitable number of
trustees on her public-key and then consolidate those to demonstrate the fact
that a suitable number of trustees endorse her actions.

Graded Certificates for multi-CA PKI’s: As a number of incidents have shown,
certification authorities (CA) can be corrupted (e.g., see [21]) and in this way
the security of critical Internet protocols such as TLS can be jeopardized. In a
multi-CA setting a user may obtain certificates from multiple PKI’s tying her
identity to her public-key. Assuming the CA’s themselves can be certified by
an acceptable top-level CA, a user can form a “graded certificate” by consoli-
dating her distinct certificates coming from different CA’s into a single graded
signature. The grade will reflect the number of certificates that the user has
collected on her identity. Using graded signatures it is thus possible to enable a
certificate negotiation step between two communicating parties that (1) provides
sufficient assurance on their identities (by requiring a minimum signature grade
for both sides) and (2) maintains their privacy in terms of their CA choices as the
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anonymity of the graded signature reveals only the grade but not the individual
entities that have provided certificates.

Related Works. There exist many variants of PKI oriented signatures that
provide anonymity, e.g., ring signatures [26] is a prominent example. Moreover
there are aggregate signatures [9] and threshold signatures [15,28] which provide
a form of a consolidation operation aimed at combining signatures into a single
object. In some sense, a graded signature is a new primitive that brings together
these lines of work. We will carefully compare our graded signature with existing
related primitives below.

In a ring signature [26], the signer can anonymously sign a message on behalf
of a group formed in an ad-hoc manner. Using the terminology of our paper,
every ring signature will have a fized grade 1, i.e., one of the signers signed
the message. To form a graded signature with the grade k, for instance, the
combiner can collect k ring signature on the message from k different signers.
However, a regular ring signature scheme does not enable the receiver to check if
there are two signatures produces by the same signer, which we need in graded
signatures. To this aim, the notion of linkable ring signature [13,23], that enables
one to detect whether two signatures were generated by the same signer, seems
sufficient to get a graded signature scheme at first glance. However, even if we
use short ring signatures [2,29], it still results in quadratic verification time since
the verifier should check every pair of signatures. On the other hand, a (¢,n)-
threshold ring signature scheme [11] will convince the verifier that ¢ signers agree
on the message without leaking their identities. Similar to ring signatures, any
(t,n)-threshold ring signature will have a fized grade t. While we also require
anonymity in a graded signature in a similar sense, in contrast to these previous
primitives, our graded signature should enable one to produce a signature, with
an arbitrary grade, solely depending on how many signers agree to sign on the
message; furthermore our constructions can even allow the grade to be upgraded
if the user can get more signatures from additional signers on the message.

Regarding our second application of delegation of signing rights, one may
think of proxy signature [7,24], in which a proxy can sign documents on behalf
of the delegator if it is granted the signing rights from the owner by running a
delegation protocol. Also, other variants of proxy signatures exist, e.g., anony-
mous proxy signature [16] provides anonymity for the intermediate proxies if
there is a chain of delegatees; and threshold proxy signature [30] in which one
key owner delegates his signing rights to a bunch of proxies, but only when
the total number of proxies is above the threshold, a valid proxy signature can
be produced. The notion of functional signatures was also studied in [10]. It
enables the key owner to delegate the signing rights according to a fine-grained
policy f, such that the delegatee can only sign messages in the range of f. Our
notion of graded signature is different than the above in the sense that there
are multiple key owners to delegate their signing rights to one “proxy”, so that
the “proxy signature” can be verified according to the number of delegators (its
grade) without leaking the delegators’ identities.
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In a threshold signature scheme [15,28] and its distributive variants [14,25],
when the number of signers is below the threshold, they can not jointly produce
a signature that convinces the verifier. However, if the signers are above the
threshold, the signatures will look the same to the verifier. Although the signers
may be allowed to change [17], normally the value of the threshold needs to be
fixed during the system setup. Furthermore, they either require a fully trusted
dealer to distribute signing keys, or when the number of signers is bigger than
the threshold, they can recover all the secret key data. In contrast to that, in a
graded signature, each consolidated signature is assigned a grade — the number
of signers, and this number is not pre-determined, and it can vary from 1 to the
total number of the signers which is n. Also, it can be deployed in a standard
PKI setting without a trusted setup. No collusion of signers is able to produce
a signature with grade larger than the size of the collusion.

The closest to our work is the notion of signature of reputation [5], which
focuses only on the application of reputation systems and allows a user, as the
combiner in our scheme, to consolidate all the upvotes for him as his reputa-
tion. Their construction is built on a general framework of NIZK proof systems
that the user commits to each upvote and prove in zero-knowledge that each of
the commitment contains a valid upvote. Note that a straigtforward application
of such general framework would yield a signature of reputation with size that
grows at least quadratically to the number of votes (even with the most efficient
NIZK proof technique). The user has to provide a NIZK proof for each pair of
commitments that they are from different identities. They resolve this problem
via a clever use of the “linkability” of each commitment that the same random-
ness is used across all commitments of the votes, and each vote is essentially a
unique signature. The verifier thus can check that each pair of commitments con-
tain different votes which must come from different identities. However, this trick
inherently incurs a quadratic (to the number of votes—grade in our terminology)
verification time. Instead of only focusing on the application of reputation sys-
tems, our graded signature schemes aim at broader applications and we consider
the notion as a more fundamental cryptographic primitive. Furthermore, since
a signature might be verified many times, verification time is considered to be
one of the most important efficiency metrics. Moreover, we want to remove the
restriction that only unique signature schemes can be used for graded signatures.
We propose a new way of using the general commit and prove framework in our
construction that brings down the verification time to linear while still keeps the
signature size linear to the grade, for a broader class of signature schemes.

Another closely related work is graded encryption [22], which is a gener-
alization of identity based encryption (IBE). The primitive enables the user to
sequentially upgrade the level of his key so that the secret key of an identity with
level k can decrypt all the ciphertexts sent for the identity with level ¥’ < k.
Since IBE implies a signature scheme a graded encryption scheme also implies
a graded signature scheme in the sense that the consolidation has to happen
in a sequential fashion. While our graded signature scheme does not have this
restriction, the signatures can be collected in an arbitrary order from signers.
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It would be an interesting open question to consider graded encryption in the
setting that the upgrading procedure is flexible like in graded signatures, i.e.,
only depending on how many secret keys received.

Besides those privacy preserving signature schemes, multi-signatures [3], and
more generally, aggregate signatures [9] provide mechanisms for one to com-
pactly represent signatures from different parties, some recent work [20] even
shows that one may aggregate any type of signature from obfuscation tech-
niques [20,27]. However, the identities (public keys) of the signers will have to
be explicitly given out for the verification. Contrary to that, a graded signa-
ture will keep the identities hidden, while reveal to the verifier only the grade
of the signature. One may wonder whether adding some kind of anonymity to
the signer to aggregate signatures will give us a graded signature. Specifically,
if we have a trusted registration authority to issue certificates for public keys
in a way that the identities are not revealed, the anonymity of the signers will
be achieved. However, graded signature schemes also require the distinctness
of the signers to be validated. Besides, according to the application scenarios
e.g., that of an anonymous petition, the definition of anonymity has to be very
strong so that even the registration authority (which might be the adversary in
some settings) is allowed to be corrupted. Actually this anonymity requirement
is a crucial difference between aggregate signatures and graded signatures that
makes them incomparable. On one hand, there is no clear mechanism from aggre-
gate signatures that can provide us strong anonymity together with the proof of
distinctness of signers; on the other hand, our strong anonymity precludes the
possibility for the verifier to identify the exact source of the signature.

Our Results. We first introduce formal definitions for graded signatures, includ-
ing their correctness and security properties: unforgeability and anonymity.
Every signer has his own key pair that is certified by the certificate author-
ity. For correctness, when a signature is consolidated from ¢ different signatures,
the consolidator should be able to convince the verifier that the signature is
of grade ¢ as long as £ > ¢'. This allows us to define unforgeability focusing
only at the attack scenario when the adversary produces a signature with grade
one more than she is supposed to be able to produce. Regarding anonymity, we
define it in a very strong sense: even if all parties, including the signers and the
certification authority, are corrupted the consolidated signature should not leak
the set of signers whose signatures were included in the consolidation process.
We provide an efficient construction for graded signatures. which (Sect.3)
achieves a constant verification and secret key size while both the graded sig-
nature size and the verification time are linear in the grade of the signature.
This construction follows a “commit and prove” approach. Note that simply
committing the signatures and showing that they originate from certified sign-
ers is insufficient: this is subject to a trivial attack where the consolidator uses
the same signature over and over to increase the grade. In order to prevent this
attack, an assurance of signature distinctness should be included in the proof
that, if straightforwardly implemented, leads to a quadratic size or verification
overhead. We go around this by introducing an order among signer public keys,
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and design the protocol in a way that it is compatible with the recent results of
very efficient range proofs that were developed in [12]. Note that since each sign-
ing key is independent, the verification key of each signer who contributes to the
graded signature should be somehow involved in the signature object generation
in order for the verification of the consolidated signature to take place correctly.
Thus, if we view graded signature with grade [ as a “proof of knowledge” of [ sig-
natures it follows that the length of the underlying consolidated signature must
be at least linear in [ since it is supposed to carry information for [ independent
originating signers. Besides, this proof should also include an argument which
shows that [ distinct certified signers were involved in its construction.

2 Definitions and Security Modeling

In a graded signature scheme, there is a set of signers who register their public
key with a certification authority, as in a traditional PKI setting, and there is a
procedure which enables a privacy preserving signature combining functionality.
Specifically, from several signatures on a message m originating from different
signers, one can produce a “signature object” which convinces any verifier that
at least “I distinct signers” signed on the message m without leaking the identity
of any of them (beyond that they are members of the PKI of course). The grade
[ can vary from 1 to n where n is the total number of the registered signers in the
system. For the ease of presentation, we differentiate the real grade ¢ which is
the actual number of signatures used to consolidate the graded signature and the
claimed grade ¢’ which is sent together with the graded signature for verification.
Verification algorithm will accept if ¢ < £. The detailed definition of a graded
signature is as follows:

— Setup: This algorithm takes the security parameter as an input, and outputs
a master key pair (gsk, gpk).

— Register: This algorithm takes the master secret key gsk, a signer verification
key vk; as inputs and outputs a certificate cert, = Sign(gsk,vk;||i) for the
registered signer. The index ¢ € {1,...,n} corresponds to a unique signer.

— Sign: This algorithm takes a key pair (sk;,vk;) and a message m as inputs,
and outputs a signature o; on m.

— Combine: This algorithm takes as inputs the global public parameters gpk,
a message m and a set of signatures {o;,,...,0; } on m from different signers
and a set of verification keys {vk;, ,...,vk;, } and the corresponding certifica-
tions {cert;,, ..., cert; }. It outputs a “consolidated” signature o(*) and its real
grade /.

— Verify: This algorithm inputs the global public gpk, a message signature pair
(m,o®) and the claimed grade ¢ of the signatur, and outputs 0 or 1.

Security Model for Graded Signatures. The Correctness of a graded sig-
nature scheme requires that if ¢ valid signatures under ¢ different certified ver-
ification keys are used to produce the graded signature, then as long as the
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claimed grade is no bigger than ¢, the verification should always output 1, i.e.,
if (m,o¥)) = Combine(m, {(vk;, cert;, ;) }izi, .. 4,), and for each i, (m, 0;) is a
valid message-signature pair under vk;, and (vk;, cert;) is valid under gpk, then
Verify (¢',m, o, gpk)=1 as long as ¢/ < /.

Next, we will define the security requirements of a graded signature. There are
two major security concerns in a graded signature, unforgeability and anonymity.
Unforgeability in this setting means one can not produce a graded signature with
a higher grade (> /) than that she is supposed to be capable of, i.e., she may
register new users, corrupt existing users, and receive some signatures on a target
message, but the numbers add up to at most £ — 1. For anonymity, we require
it in a very strong sense that any two graded signatures with a same grade will
look indistinguishable (even to the CA and the signers who contribute one of
the signatures).

Unforgeability of Graded Signatures: In order to capture all the possible attacks
that the adversary A may try, we make explicit all kinds queries? including
registration queries which ask the CA to certify some public keys provided by A,
the corruption queries which enables A to learn the secret key of known, certified
public keys, and the signature query for uncorrupted public keys. Consider the
following game between an adversary A and a challenger C.

— A receives the master public key gpk.

— A is allowed to make registration queries, and gets certifications for the public
keys that are generated by A.

— A is also allowed to make corrupt queries, and gets secret keys for some
existing certifications. (Note that all existing certifications and public keys
together with the corresponding indices are available to the adversary.)

— A also adaptively chooses messages to ask C for signing queries from signers
that are not queried for the secret key or the certification, and receives the
corresponding signatures on those messages.

— A outputs a message m* and signature with grade [.

Definition 1. Let Advés be the advantage of A in the game under the condition
that A has asked at most I —1 = g1 + q2 +q3 queries where q; is the total number
of the secret key queries, qo is the total number of the certification queries, and
qs3 1s the total number of signature queries for m*. We say the graded signature is
existentially unforgeable under adaptive corruption attack if Advés < negl(A).

Remark that in our definition of unforgeability, we did not explicitly consider
the attack that the adversary outputs a graded signature with ¢ 4 ¢ for ¢t > 0.
However, from our definition of correctness, it is straightforward that if adversary
is able to do so, she will be also capable of amounting an effective attack on our
definition directly, as a forged signature with grade £+t is also a forged signature

2 Tt is possible that we may simplify the model by categorizing some of the queries
into one, and argue the equivalence. Due to lack of space, we do not discuss this
improvement and refer to the full version.
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with grade £. We may also consider weaker models such as selective corruption,
and we omit the discussion of details of these weaker variants.

Anonymity of Graded Signatures: We require a strong type of anonymity for a
graded signature: two graded signatures can not be distinguished with respect
to any characteristic except their grade. In the anonymity definition, even the
certification authority and signers will not be able to link two graded signatures
for an adversarially chosen message with a same grade. Consider the following
game between an adversary A and a challenger C.

— A receives the master public key gpk.

— A makes queries for the secret keys of signers. Note that the adversary here
is allowed to corrupt all signers, even the certification authority.

— A also selects a grade [, a message m, and two sets of signers Sy, S; with
size [ such that Sy # S7. The adversary then produces two sets of tuples
Dy = {cert;,0;,vk;} and Dy = {cert;,o;,vk;} where i € Sy and j € Si.
Thus, A sends all sets Sy, S1, Do, D1 and message m together with [ to C.3

— The challenger C randomly flips a coin b € {0,1}, and sends A a graded
signature ¢(® with grade ! which is produced from [ signatures on m from the
set Dy.

— Finally, A output a guess b'.

Definition 2. We say a graded signature is fully anonymous if the probability
of guessing the bit correctly is negligibly close to %, i.e., |Pr[b = V] — 1| < ¢,
where € is a negligible function.

3 Graded Signatures with Linear Signature Size
and Verification Time

In this section, we present an existentially unforgeable graded signature scheme
with both linear in the grade verification time and signature size. The construc-
tion relies on involved mechanisms that are compatible with a constant size
NIZK range proof together with a constant size NIZK proof of consistency of
committed verification and signatures.

In order to motivate our construction recall the following generic solution
for a graded signature: the user runs the aggregation algorithm of an aggregate
signature scheme (or multi-signature with non-interactive signing).

On input vk;,,...,vk;,,m,o, and commits to all the verification keys, and
produces a non-interactive zero-knowledge proof for the following statements: 1.
o is an aggregate signature on m under the committed verification keys; 2. all
committed verification keys are certified; 3. each of the committed verification
keys are different. The straightforward way of proving the third condition in zero-
knowledge would be to prove that the verification-keys are pairwise different.
Even with the most efficient NIZK proof of inequality, this step brings a cost at

3 In order to simplify the game definition, we assume the sets So, S1 differ only by one
index, i.e., So \ S1 = ’io and Sl \SO = ’il.
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least quadratic in the grade of the signature (the number of signer public keys)
that we want to avoid. We may use SNARK [4] to construct efficient graded
signature schemes as the final proof size could be as short as poly(A) where A
is the security parameter. However, we aim to get an efficient graded signature
without applying knowledge assumptions, thus we will focus on using standard
building blocks as Groth-Sahai proofs [18] below.

Besides, designing a linear size signature from standard assumptions was
also the main technical work of signature of reputation [5]. Unfortunately their
technique inherently relies on certain kind of “linkability” among commitments
and “uniqueness” of the signature scheme. They incur quadratic verification time
and restrict the class of signature schemes that can be used to produce a graded
signature.

We go around these problems by introducing a new technique that we assign an
index from {1, ...,n} as a part of public key of the signer where n is the maximum
level. We then utilize an efficient non-interactive range proof so that we can sort
the indices and sequentially prove a “larger than” statement to show that indices
from which the graded signature is produced are different. In this way we can bring
down the complexity from (at least) quadratic to linear. Specifically, when a signer
registers his verification key, the CA will choose an index for him and sign the index
together with his verification key to produce the certificate for that signer. After
collecting signatures (m, vk;,, 0;,, cert;,), ..., (m,vk;,, o;,, cert;,), the Combine
algorithm commits to all the verification keys, all the certificates, and all the
corresponding signatures. Then, the Combine algorithm will produce a proof
that each committed signature is valid under the corresponding committed ver-
ification key; second, a proof that each certificate is valid under the public key
of the certification authority; third, the algorithm will sort the indices of the
verification-keys in a decreasing order and establish that each index belongs
to range [1,n]. Due to the additive homomorphic property of the commitment
scheme we use, the Combine algorithm will be also capable to produce a proof
that Com(i; —i;-1) is a commitment to an integer which also falls in range [1,n].
So it follows that this value is bigger than 0, and hence the difference of any two
neighboring indices is strict. In this fashion the algorithm will establish a proof
showing that there are [ valid signatures from [ different certified signers on m.
This completes the high level overview of the construction. What remains is how
to get a constant size NIZK proof for each of the above statements. Thanks to
the flexibility of this construction methodology we can choose any appropriate
signature scheme as long as it can be paired with efficient NIZK proofs. We
instantiate the scheme using automorphic signatures [1] together with a Groth-
Sahai proof of validity of committed signatures [19], and also an efficient range
proof of committed values. In this way we can see that verification only has to do
a sequential scanning instead of pair-wise comparison as in [5]; furthermore, the
signature size is still linear in the grade as each component only cost a constant
number of group elements.

Suppose we have two signature schemes Sig, Sig’, an additively homomorphic
commitment scheme Com. The scheme is formally presented as follows:
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— Setup: The algorithm runs the key generation of Sig, and generates a key
pair (msk, mpk). It also generates global parameters param including the
CRS string for the commitment scheme and the NIZK proof system, and the
total number n of allowed signers in the system. It outputs the global key pair
(g9sk, gpk) where gsk = msk, and gpk = (mpk, param).

— Register: This is a protocol between signer and CA. Signer first runs the key
generation of sig’ to get his signing key pair (vk, sk), and submits vk to the
CA. The CA first checks whether this signer is already registered, if not, he
chooses an index 4, runs the signing algorithm of Sig on (vk,i), and returns
the signer cert;, where cert, = Sig(msk, (vk,1)).

— Sign: This algorithm receives as input a signer’s secret key sk;, a message m
and runs the Sig’ algorithm to get a signature o; on m, and it outputs o;,
signer’s index ¢ and cert;.

— Combine: This algorithm takes as inputs a message m, a sequence of sig-
natures (o,,...,0;) for the message m under vk;,,...,vk; with the corre-
sponding certificates (cert;,, ..., cert;,), from [ different signers. It first checks
the validity of the signatures and the certificates, and determines the grade
l. Suppose the sequence is in a decreasing order according to the indices, i.e.,
i1 > i3... > 4. It computes the Commitments to all those values and gets

¢t = Com(o;;) for the signatures, c = Com(vk;,) for the signers’ verifi-

ij

cation keys, c?’j Com(cert;;) for the certificates, and cfj = Com(i;) for
the signers’ indices. Using the signatures as witnesses, it constructs 4/ — 1
NIZK proofs. For each j € {1,...,1}, the proof 71'1-17, establishes that c}j com-
mits to a valid signature on m under the verification key contained in c?j;

77 proves that ¢} commits to a valid signature under mpk on the message

2 4

pair contained in ¢ and c 7r - proves ¢, commits to a value which belongs

to {1,...,n}; 7} proves that cz +1/c = C’om(zH_l —4;) also commits to a
value ranging in {1 ,n}. It outputs the message m and signature object as
{c}’j, cfj,c?j,c?j,ﬁ}’j,ﬁ?j,w?j,ﬂ'fj }i=1,...1, together with its grade I.

— Verify: The verifier takes global public key gpk, a message m, and a graded

signature {c} ;, i, ¢} ¢l ml i, m? md ml b= 1 with grade [ as inputs, it
first parseb the blgnature and for j = 1 ..,l, it checks the validity of the
proofs 7} 31 7r2 ,m3 and for j=1,...,1— 1, it checks the validity of Wﬁ ;3 ifall

checks pass, it outputs 1, otherw1se 0.

Correctness: The correctness of our scheme trivially follows the correctness of
the signature schemes Sig and Sig’, and the completeness of the NIZK proof
systems. Briefly, if the user has ¢ signatures (o, vk;,, cert; ;) for a message m
collected from different Slgners such that each o, is a valid signature on m
under vk;;, and each cert;, is valid signature on (pkZ ,4;) under mpk, and if the
¢ tuples (az_ vk, cert; ;) are sorted in decreasing order and all indices 7; and
all ij41 — ¢; are in the range [1,n]. Then from the completeness of NIZK proof

systems, the Verify algorithm accepts the signature () on m constructed as

¢ 1 =2 3 4 1 _2 3 4 _ .
o' = {ci,j7Cij7Cij7cij7ﬂ-i,j77rij77rij77rij Yielg = Combine(m, (o4, vki;, certi;)jen)-



Graded Signatures 71

Security Analysis: Security follows quite easily from the properties of the zero-
knowledge proofs and the commitment schemes. For unforgeability, suppose the
adversary only gets t signatures on a message m by corrupting signers or asking
signing queries, and he is able to produce a signature on m with grade ¢ + 1.
According to the soundness of the NIZK proof system, there must be ¢ + 1 valid
signatures under ¢t + 1 different verification keys committed by the adversary.
Note that because of the extractability property of the commitment scheme,
at the beginning, the simulator can produce a simulated crs which contains an
opening trapdoor for the commitment scheme, and thus the simulator can open
these commitments to retrieve the t+1 tuple of signatures, verification keys, and
certificates. If the verification keys are all certified by the CA, then the adversary
must have forged one new signature against an honest signer; alternatively, the
adversary could have forged a certificate for an unregistered verification key. The
simulator can examine these cases and break the unforgeability of either Sig’
or Sig.

Regarding anonymity, suppose the adversary submits m, [, Sy, S1, Do, D1 as
the challenge. Suppose, for simplicity, that S\ .51 contains only one index i and
similarly S; \ Sp contains only one index 4;. The simulator can use signatures
Oiy, 04, on m under pk;,, pk;, to ask as a challenge in a plaintext indistinguisha-
bility game of the underlying commitment scheme; after receiving Com(o;, ), the
simulator will create a graded signature by computing the commitments to all
other signatures on m and simulate all the proofs (the latter part following from
the zero-knowledge property). In this way, the simulator can use the adversary’s
ability in breaking anonymity to break the hiding property of the commitment
scheme in a straightforward fashion.

Theorem 1. The scheme is existentially unforgeable under adaptive corrup-
tion attacks if Sig,Sig’ are unforgeable digital signatures, Com 1is a binding
(extractable) commitment scheme, and the proof system is sound.

Proof: We show the security by a sequence of games. We start with the orig-
inal game Gamey, and prove that a polynomial time attacker’s advantage of
distinguishing any successive games is negligible.

Gamey :

— The simulator runs the key generation of Sig, and generates a key pair
(msk, mpk). It also runs the key generation algorithm of Sig’ to generate
the signing key-verification pairs. Then for each verification key vk, it picks a
random integer ¢ € [n], generates the certification of the corresponding verifi-
cation key using M S.Sign algorithm on (vk, 1), and forms a set S that contains
all certifications and corresponding indices. Besides, it generates the global
parameters param including the crs strings for the commitment scheme and
the NIZK proof system, and the total number n of allowed signers in the sys-
tem. The simulator keeps gsk, and gives gpk = (mpk, param) and S to the
adversary.
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— For each register query; the adversary A generates a fresh key pair (sk, vk) <
S.Setup, and gives vk to the simulator. The simulator selects a random inte-
ger i from [n] — S as the index of vk (The challenger keeps a list T for regis-
tered indices. If ¢ € T'U S, the simulator reselects it) and computes cert, =
MS.Sign(msk, (vk;,4)). C sends cert; to A and writes (i, vk, cert;) to T.

— For each signing key query of an index j € S; the simulator gives the corre-
sponding signing key sk; to the adversary. The simulator also keeps a list C
for corrupted indices.

— For each signature query on the message m with index k € [n] — T; the
simulator computes o = S.Sign(skg,m), and gives it to A.

— A submits a forgery o) with grade ¢ > |C| 4 |T| + ¢ for m* where ¢ is
the number of signature queries on m*. If Verify(a(e),g7 m*, gpk) = 1, the
adversary wins the game.

Game; : Same as Gameg, except we substitute Setup algorithm of the commit-
ment scheme with Extractable Setup algorithm which generates the crs string
of the commitment scheme together with the extraction key ek.

Game; : Same as Game;, except we require that for each commitment ¢’ =
Com(crd, (X;:, o)) and associated proof m'; « Prove(crs, Verf , (X;!, a)) gen-
erated by the adversary in the challenge phase, Ver(crd, B ¢, m ) = 1 where
Ez’j is the corresponding verification equation.

u
]

Claim: Assuming the NIZK proof systems has two types of common reference
strings (hiding and binding) which are computationally indistinguishable, for
any PPT adversary A,

|Adv£?) - Advitl)| < negl(A).

Proof. Suppose there exists a PPT adversary A such that the difference the
advantages of the adversary between both games is non negligible, then we can
construct a PPT algorithm B that use A to distinguish two types of CRS with
non negligible advantage. O

Claim: Assuming the NIZK proof systems are sound, for any PPT A,

|Advf41) — Advf)| < negl(\).

Proof. Suppose there exists a PPT adversary A such that the difference the
advantages of A between both games is non negligible, then we will construct a
PPT algorithm B that uses A to break the soundness of the proof systems.

B gets the crs of the commitments from the challenger of the NIZK proof
system. It then computes (msk, mpk) «— MS.Setup()\) and gives the gsk, gpk
to the adversary. B can simulate the corrupt queries, the registration queries,
and the signature queries as in Game; and Games. The only difference between
two games is that, the adversary can prove a false statement with non-negligible
probability in Game;. If the algorithm B is dealing with the proofs of false
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statements, then it corresponds to Game;; otherwise it corresponds to Games.
Thus, B can break the soundness of the underlying proof systems with non-
negligible probability. a

Claim: Assuming Sig and Sig’ are existentially unforgeable, and the commit-
ment scheme is perfectly binding, for any PPT A,

Advf) < negl(N).

Proof. Suppose there exists a PPT adversary A such that the difference the
advantages of A4 between both games is non negligible, then we will construct a
PPT algorithm B that uses A to break the unforgeability of Sig or Sig’.

B gets mpk from the challenger of Sig and vk from the challenger of Sig’,
and requests a certification for vk. B also generates some signing key-verification
key pairs, and requests the certifications for those verification keys. It then forms
the set S that contains all certifications and corresponding indices. Besides, B
generates the global parameters param that includes the extractable crs strings
for the commitment scheme with the extraction key ek and the NIZK proofs
system, and the total number n of the allowed signers in the system. B keeps
ek, and gives (mpk, params) to the adversary.

For each register query that the adversary makes, B gets the corresponding
certification from the challenger of Sig; for each signing key query that the
adversary makes, if the corresponding verification key is vk, B aborts, otherwise
gives the corresponding signing to the adversary; for each signature query on
a message m, if the adversary requests a signature for vk, B asks a signature
on m from the challenger of Sig’, otherwise produces the signature using the
corresponding signing key.

When the adversary submits a valid forgery o) on a message m* with the
grade £, B extracts all tuples {(vk;, cert;, 0;)}icqg uniquely from o) using ek
since the commitment scheme is perfectly binding (extractable). Since the number
of registration queries and the corruption queries add up to be less than £, there
should be one tuple (vk;, cert;,o;) such that either o; is a valid forgery on m*
under vk;, or cert; is a valid forgery on (vk;, i) under mpk. If o; is a valid forgery
on m*, since the probability of vk; = vk is 1/|S|, B can use this forgery to break
the unforgeability of Sig. If cert; is a valid forgery on (vk;, 1), then B can use the
pair to break the unforgeability of Sig’. This concludes the proof. a

Theorem 2. The scheme satisfies full anonymity, if Com is computationally
hiding and the proof system is zero-knowledge.

Proof: We show the security by a sequence of hybrid experiments. We start with
the original experiment Gameg, and prove that any polynomial time attacker’s
advantage of distinguishing any successive experiments is negligible.

Gamey :

— The challenger runs the key generation of Sig, and generates a key pair
(msk, mpk). Tt also generates global parameters param including the crs
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strings for the commitment scheme and the NIZK proof system, and the
total number n of allowed signers in the system. The challenger gives gpk =
(mpk, param) and gsk to the adversary.

— The adversary selects two sets S and Sy of indexes such that |Sg| = [S1] = &,
S1\So = {io}, and S\ S1 = {jo}. It first runs S.Setup algorithm to generate
signing key-public key pair (sk, pk) for each index, then computes a certifi-
cation cert; for each public key vk; of the index i using gsk. The adversary
also produces signatures o; on same message m under each public key pk;. It
finally gives the index k as the level, the message m, two sets of indexes Sy,
S1, and two sets of tuples Dy = {cert;,o;,pk;}, D1 = {cert;.c;,pk;} where
1€ Sy and j € 5.

— The challenger sets b = 0, produces a graded signature o*) on m using the
tuples Dy, and gives ¢(®) to the adversary.

— The adversary gives a guess b’ to the challenger, and wins the game if b = b'.

Game; : Same as Gamey, except we substitute Setup algorithm of the commit-
ment scheme with SimSetup algorithm which generates the simulable crs string
of the commitment schemes and proofs.

Game, : Same as Gamey, except the challenger changes the proofs (} Tios w2,

20?7 "0
; ) of index ig from o®) with the simulated proofs (71'“J , 7Tl§, 7725’, 7r/4)

Games : Same as Gamey, except the challenger changes the commitments
(czlo,cfo,cf’o7 c}) of index ig € S from o) with (c} o, ¢3¢ ¢} ) of the index
jo € S1.

Game, : Same as Games, except the challenger changes the simulated proofs
(7713771'23,71'1?,71' ) from ¢*) with the proofs (r 0,71']20,7'('5’0,7'(']0) Thus, in the final
game, the challenger generates the graded signature ¢(*) using the tuples from

the set D;.

Claim: Assuming the proof systems are zero-knowledge, for any PPT A,

|Ado') — Ado')| < negl(N).

Proof. Suppose there exists a PPT adversary A such that the difference of the
advantages of the adversary between both games is non negligible, then we can
construct a PPT algorithm B that use A to break the zero knowledge property
of the proof systems. O

Claim: Assuming the proof systems are zero-knowledge, for any PPT A,

|Advf41) — Advf)| < negl(\).

Proof. Suppose there exists a PPT adversary A such that the difference of the
advantages of the adversary between both games is non negligible, then we will
construct a PPT algorithm B that use A to break the zero knowledge property
of the proof systems.
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B generates (gsk, gpk) and gives them to the adversary as in Game; and
Games. After getting it, the simulator gives the challenge tuple (vk;,, cert;,, o;,)
to the challenger of the proof system, and gets the corresponding commitments
com;, and proofs ﬂ'x). B then simulates all other commitments and proofs and
gives the final signature to the adversary. If b = 0, then it corresponds to Gamey,
otherwise it corresponds to Games. Thus, if the difference of the advantages of
the adversary between both games is non negligible, then B can use A to break
the zero knowledge of the proof system. O

Claim: Assuming the commitment scheme is computationally hiding, for any
PPT adversary A,

|Advf42) - Advfj’)| < negl(A).

Proof. Suppose there exists a PPT adversary A such that the difference of
the advantages of the adversary between both games is non negligible, then we
will construct a PPT algorithm B that use A to break hiding property of the
commitment scheme.

B generates (gsk, gpk) and gives them to the adversary as in Games and
Games. After getting it, the simulator gives the challenge tuples (vk;,, cert;,, o, )
and (vkj,, certj,, 0;,) to the challenger of the commitment scheme, and gets the
challenge commitments (cé,cz,cg’ 7cg‘). B also simulates all other commitments
and corresponding proofs, and gives the final signature to the adversary. If b =
1o, then it corresponds to Gamesy, otherwise it corresponds to Games. Thus, if
the difference of the advantages of the adversary between both games is non
negligible, then B can use A to break the hiding property of the commitment
scheme. (]

Claim: Assuming the proof systems are zero-knowledge, for any PPT A,

|Advf§’) — Advff)| < negl(\).

Proof. Suppose there exists a PPT adversary A such that the difference of the
advantages of the adversary between both games is non negligible, then we will
construct a PPT algorithm B that use A to break the zero knowledge property
of the proof systems.

B generates (gsk, gpk) and gives them to the adversary as in Games and
Gamey. After getting it, the simulator gives the challenge tuple (vk;,, cert;,, o)
to the challenger of the proof system, and gets the corresponding commitments
com;, and proofs ﬂ](s). B then simulates all other commitments and proofs and
gives the final signature to the adversary. If b = 0, then it corresponds to Games,
otherwise it corresponds to Gamey. Thus, if the difference of the advantages of
the adversary between both games is non negligible, then B can use A to break
the zero knowledge of the proof system.

In conclusion, since any PPT attacker’s advantage of distinguishing any suc-
cessive games is negligible, the adversary cannot distinguish two graded signa-
tures with the same grade. Hence, the scheme is fully anonymous. O
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An Efficient Instantiation. In order to get a graded signature with size linear
in the grade, we need to make all the NIZK proofs 71'2-1], , 7ri2j , ﬂ'?j , 71'?]_ to be constant
size. One natural approach, that also yields a standard model construction, is
to instantiate the scheme with signature schemes which are compatible with the
Groth-Sahai proof system [19]. Note that a structure preserving signature or
automorphic signature [1] satisfies exactly our needs — both the verification key
and the signature belong to the same group, and the verification are conjunctions
of pairing product equations; furthermore, this signature scheme allows signing
on a pair of messages as well. For Sig, the CA needs to sign on pk and index
i; we instantiate this with an automorphic signature on (g%, g*), where pk = g%;
for Sig’, in order to sign a message m € Z,, we instantiate the algorithm via
the same signature scheme operating on a single group element equal to g™. It
is straightforward to obtain constant size proofs realizing 7}, 72 by applying the
Groth-Sahai framework.

For wf’,w?, we use the constant size non-interactive range proof for range
[0, H] proposed in [12]%. First, we apply the range proof for the range [1,7n] in
order to establish the “larger than” statement. Relying on the additive homomor-
phic property of the commitment scheme, we can do a straightforward “shift”
in the protocol of [12], in order to prove z € [1,n], where z is committed in
Com(z). Specifically the prover executes the proof with respect to the commit-
ment ¢ = Com(z)/Com(1;0) where Com(x;r) denotes the commitment on x
with randomness r, thus establishing that  — 1 € [0, H]. With this construction
at hand, it follows that the proofs 73, 7} are also constant size.

Now the only problem left is to show the index committed for 7}, 72 is con-
sistent with the value committed for 73, 7}. We observe that the commitment
schemes used in the range proof include a BBS encryption type of commit-
ment, which is compatible with Groth-Sahai proof system and this proof can be
constructed easily. Specifically, the NIZK proof establishes that the two commit-
ments c1, ca belong to the language:

L ={(c1,c2)| 3w, 71,72, 81,52, 8.t,c1 = (g“ T2 fT1 R"2) A ey = (g%ui ud?)},

where g, f, h,u1,us are all contained in CRS.

Graded Signatures Supporting Revocation. Since our notion of graded
signature is directly built upon the PKI, it would be nice if we can support
certificate revocation as well due to the same reasons as in the regular PKI
setting, e.g., some signing key might get compromised. A common method for
revocation in the PKI setting is that the CA publishes a revocation list that
maintains all the revoked certificates, and every user can check it.

In our construction of the graded signature scheme, in order to guarantee
that the signatures are all from the valid signers and their privacy is preserved,

4 Using different instantiations of parameters, they obtain suitable communication
and verification complexity for different scenarios. In our case, adding CRS with
O(log”en)—length to the public parameters will be enough to achieve constant size
range proof and verification time.



Graded Signatures 77

we have one important step that the user commits to the certificates and the
public keys and proves that the public keys are certified, i.e., the certificates
contained in the commitments are valid signatures under the master public key
of the CA. We can see that in principle, it would not be very difficult to extend
our construction to support revocation as we can simply let the user to add one
more proof that the certificates committed are not in the public revocation list.”?
The challenging task is that how we can maintain the signature size still to be
linear in the grade, which means we need to keep each non-membership proof to
be constant!®

Fortunately, Blazy et al. [6] propose an efficient NIZK proof system to prove
an exclusive statement, i.e., the statement does not belong to a language L. We
can instantiate their proof system to prove that a committed value does not
belong to a given set S. The main idea of their technique is that the user first
generates a “proof” 7 showing that the statement belongs to L, and it can not
pass the verification (as he does not have the witness), then he proves using
another 7’ that 7 is generated honestly, i.e., it is indeed computed following the
regular prover algorithm. In this way, 7, @’ together convince the verifier about
the negation, as if not, the prover can not generate 7,7’ simultaneously. For
details of the technique, we refer to [6]. Now to instantiate the non-membership
proof, we can start with the membership proof we use [6] to generate 7 which is
constant size and we then prove each component of 7 is generated honestly. Since
[6] is compatible with Groth-Sahai [18], the validity of the components can be
again proven efficiently using the Groth-Sahai proof. Thus, we can conclude that
we can extend our graded signature to support certificate revocation by adding
the above non-membership proof for each committed certificates. Furthermore,
each pair of such non-membership proof is with constant size, thus the total
signature size is still linear in the number of grade.

Acknowledgment. The first author was supported by the ERC project CODAMODA
and the project FINER of the Greek Secretariat of Research and Technology.

A Preliminaries

Non-Interactive Zero-Knowledge (NIZK) Proof: Let R = {(x,w)} be an
efficiently computational binary relation, where we call x the statement and w
the witness. Let L be the language which consists of the statements from R.
A non-interactive argument for a relation R consists of a key generation algo-
rithm G, which creates a common reference string crs, a prover P and a verifier
V. The prover generates a non-interactive argument 7 for an input (crs, z, w).
The verifier outputs 1 if the proof is valid; otherwise, outputs 0. Suppose €1, €5
are negligible functions,

5 Instead of certifications, it would be enough to keep only the indices of the revoked
signers in the revocation list.

6 A straightforward way to show that the committed value does not equal to any of
the set element is highly inefficient due to the inequality proof and the AND proof.
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— A non-interactive argument (G, P, V) is perfectly complete if:
Prlers < G,V(z,w) € R,V (crs,x, P(ers,z,w))] = 1.
— We say (G, P,V) is sound, if V.A,
Pricrs «— G;(z,m) «— Alers),x € LAV (ers,z,m) =1] <e.

- (G, P, V) is zero knowledge, if there exists a simulator (Si,.S2) such that for
all non-uniform ppt adversaries A, V(z,w) € R

| Pr[ers — G, AP (crs) = 1] — Pr(crs,t) « Sp, A%25%) (crg) = 1]| < ¢

Extractable Commitments: An extractable commitment scheme consists of
five algorithms: Setup, Com, ExtGen, Ext. Gen algorithm outputs a commit-
ment key ck, and ExtGen outputs (ck’, td), where ck’ is indistinguishable with
ck, and td is an extraction key. Com outputs a commitment c on ck, a message
m, and randomness 7.

— It is perfectly binding if for any commitment ¢ there exists exactly one m
satisfying ¢ = Com(ck, m,r) for some r, further, Ext(td, c) = m.

— It is computationally hiding if for any messages m, m’, Com(ck, m,r) is indis-
tinguishable with Com(ck, m’,r’).

Automorphic Signatures: An automorphic signature over a bilinear group is
an existentially unforgeable signature scheme whose verification keys lie in the
same space with message, and the verification predicate is conjunction of pairing-
product equations over the verification key, the message and the signature [1].
We can apply Groth-Sahai proof to such signature scheme to instantiate efficient
NIZK proofs. Furthermore, their construction enables signing on message vectors
as well which we will use for the Register algorithm to sign on (pk, ).

Constant Size Range Proof: A prover with the range proof given by [12]
convinces a verifier that a number in a commitment belongs to the interval [0, k.
Setup algorithm just outputs a common reference string crs for the commitment
and the public parameters for BBS encryption [8]. The common input for the
range proof consists of a BBS encryption (Ay, Af, Ap) = (g7F% £ k™) and a
commitment (4., A.) = (g79%,d1"911") where r = r; + . They propose an
efficient NIZK argument which convinces a verifier that the key committed in
(A, Ac) and encrypted as A, belongs to [0,H]. We leave the details to the paper
[12]. Also, note that BBS encryption type of commitment is compatible with
Groth-Sahai proof.
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Abstract. Physical isolation provides tenants in a cloud with strong
security guarantees, yet dedicating entire machines to tenants would go
against cloud computing’s tenet of consolidation. A fine-grained isolation
model allowing tenants to request fractions of dedicated hardware can
provide similar guarantees at a lower cost.

In this work, we investigate the dynamic provisioning of isolation at
various levels of a system’s architecture, primarily at the core, cache, and
machine level, as well as their virtualised equivalents. We evaluate recent
technological developments, including post-copy VM migration and OS
containers, and show how they assist in improving reconfiguration times
and utilisation. We incorporate these concepts into a unified framework,
dubbed SAFEHAVEN, and apply it to two case studies, showing its efficacy
both in a reactive, as well as an anticipatory role. Specifically, we describe
its use in detecting and foiling a system-wide covert channel in a matter of
seconds, and in implementing a multi-level moving target defence policy.

Keywords: Side channels - Covert channels - Migration - Isolation

1 Introduction

The growing use of shared public computational infrastructures, most notably
in the form of cloud computing, has raised concerns over side channel and covert
channel attacks (collectively termed illicit channels). These are formed using
unconventional and often discreet means that circumvent current security mea-
sures. This gives an attacker an edge over conventional attacks, which, while often
effective, are well-characterised, conspicuous, and actively guarded against. To
date, demonstrations of illicit channels have remained largely academic, with
occasional influences on mainstream security practices. Nevertheless, the threat
of such channels continues to grow as knowledge on the subject increases.
Hardware illicit channels are fundamentally the product of the unregulated
sharing of locality, be it spatial or temporal. Side channels occur when a process
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inadvertently leaks its internal state, whereas covert channels are built by con-
spiring processes that actively leak state in an effort to transmit information.
To break hardware locality, processes must be confined through what has been
termed soft or hard isolation [38]. Hard isolation involves giving a process exclu-
sive access to hardware, preventing illicit channels by removing their prerequisite
of co-location. This approach is limited by the physical hardware available, yet it
offers the strongest level of isolation. In contrast, soft isolation allows hardware
to be shared but attempts to mask its characteristics.

Soft isolation often incurs an ongoing performance overhead, with some frac-
tion of the machine’s capacity committed to maintaining the isolation. Hard
isolation does not typically incur a maintenance cost, but it can lead to under-
utilised hardware [26]. Nevertheless, underused capacity is not truly lost, and can
potentially be used to perform functionally useful computations. Conversely, the
maintenance costs of soft isolation consume resources.

The viability of hard isolation as a general mitigation technique depends
on three factors, namely the availability of hardware, the degree of utilisation
supported and the cost of reconfiguration. Modern architectures are hierarchical
and vast, with different regions of their hierarchy offering varying granularities of
isolation. Isolated resources can thus be provisioned at a finer granularity than
dedicating machines to each tenant, which enables higher rates of utilisation. The
cost of reconfiguration depends on the type of isolation being provisioned. Cheap
reconfiguration allows isolation to be procured temporarily and on-demand, fur-
ther improving utilisation rates by minimising the duration for which resources
are reserved, which translates into lowered operating costs for tenants requesting
isolation

This work presents the following contributions:

— an investigation into the types of hard isolations present within modern hierar-
chical computer architectures, and the types of migration mechanisms avail-
able at each level, namely at the core, cache, and machine level, and their
virtualised equivalents,

— the creation of a framework, dubbed SAFEHAVEN, to orchestrate migration
and distributed monitoring,

— an evaluation of the use of a series of maturing technologies, namely post-
copy live VM migration, OS-level containers and hardware counters, and their
application in improving a mitigation’s agility and utilisation, and finally,

— an application of SAFEHAVEN in mitigating a system-wide covert channel, in
implementing a multi-level moving target defence, and in measuring the cost
of migration at each level of the hierarchy.

2 Background and Related Work

The issue of isolating processes has been historically described as the confine-
ment problem [25]. The following is an overview of the various ways in which
confinements can be broken and upheld.
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Attacks. Confinements can be broken at different levels of a system architec-
ture, such as the cache level (L1 [32], L2 [41] and L3 [42]), virtual machine
level [33], system level [4,40], or network level [10], through various forms of
attack. Attacks are characterised by type (side or covert), scope (socket, sys-
tem or network-wide), bandwidth and feasibility. Illicit channels can be broadly
categorised as being time-driven, trace-driven or access-driven [38]. Time-driven
attacks rely on measuring variations in the aggregate execution time of opera-
tions. Trace-driven cache attacks are based on analysing an operation’s evolu-
tion over time. Access-driven attacks allow an attacker to correlate effects of the
underlying system’s internal state to that of a co-located victim.

Covert channels are generally simpler to construct due to the involved parties
cooperating. Fast channels have been shown at the L2 cache level [41], which in
a virtualised environment would require VCPUs to share related cores, as well
as across virtual machines [40]. Scheduling algorithms can also be leveraged to
form a c