Document Classification with Hierarchically
Structured Dictionaries

Remya R.K. Menon and P. Aswathi

Abstract Classification, clustering of documents, detecting novel documents, de-
tecting emerging topics etc in a fast and efficient way, is of high relevance these
days with the volume of online generated documents increasing rapidly. Experi-
ments have resulted in innovative algorithms, methods and frameworks to address
these problems. One such method is Dictionary Learning. We introduce a new 2-
level hierarchical dictionary structure for classification such that the dictionary at
the higher level is utilized to classify the K classes of documents. The results show
around an 85% recall during the classification phase. This model can be extended to
distributed environment where the higher level dictionary should be maintained at
the master node and the lower level ones should be kept at worker nodes.

1 Introduction

Applications like Novel document detection and clustering, Topic modeling, Spam
filtering etc are still some challenging areas due to the ever increasing volume of
on-line documents. The commercial value of classifying text documents have lead to
many machine learning techniques in the area. The performance of such techniques
can be improved by exploring domain-specific term features. Classification models
have to be generated out of a set of labeled data and frequencies of class relevant
terms of each document. Here, a basic necessity is to represent these extracted class
specific information efficiently such that it can be used to express or approximate
any input data belonging to its corresponding class at a later stage.

In areas like signal processing, image processing etc, any data can be represented
or approximated in terms of a dictionary (a pre-determined set of data points) which
is learned from the training data itself [1]. The same concept has been adopted for
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text documents representation by some works [2][3][6]. The dictionary learned out
of the data is then used for classification and novelty detection [2]. Given a set of
data Y = {y;}i=1,.m in R" where n is the number of relevant terms and m is number
of documents in the dataset, the goal of dictionary learning is to find a dictionary
D e R™K such that each data point y in the set can be represented as a sparse linear
combination of its columns. This can be represented as

Y~ DX satisfying |Y —DX|lr<e & |xlo=7, (D

where x € R¥ contains the ordered coefficient values and X € R**™ is the sparse
representation matrix.

Any dictionary learning technique basically deals with two problems - Sparse cod-
ing and Dictionary composition. Sparse coding is the technique with which sparse
representational values x for y with the atoms of D is obtained. The atoms to form
the linear combination and its coefficient values are to be chosen well to obtain the
optimal minimal representation[1][9]. There are many optimization algorithms to
calculate x like Pursuit algorithms. The simplest one among them are Matching Pur-
suit algorithms that follows a greedy approach where the dictionary atoms are cho-
sen sequentially and its commonly used variations are Basis Pursuit and Orthogonal
Matching Pursuit(OMP). OMP solves x by using /p norm, as expressed below.

min ||x|lo  subjectto ||Y — DX||f <¢ 2)
X

Given X after the sparse coding phase, with retrieval error ||Y — D X| r, the aim
of the update step is to update the dictionary D or to find a better dictionary D that
can accommodate the error. There are many techniques for this like the generalized
k-means, MOD (Method of Optimal Directions), Maximum A-Posteriori Probability
approach, K-SVD etc. All these methods prove to learn dictionaries well but varies
in their convergence, efficiency and implementation effort. In K-SVD algorithm [9,
10, 11] this is done by finding SVD of the error matrix and the matrices D and X are
updated simultaneously using the factors U and V.

Once a dictionary is generated, a major question to be considered is whether a
new set of data of the same class can be represented with D. The given dataset may
contain documents of different classes or labels. When there are K distinct classes
then K dictionaries are to be learned [2]. The dependency and relationship among the
classes should be considered while learning these dictionaries such that performance
is better during classification and/or clustering.

Our contribution includes hierarchically structured dictionaries and a method to
classify a document into any of the K classes, based on this structure. The hier-
archy consists of 2-levels. The lower level consist of K sub-dictionaries corre-
sponding to K classes and the higher level has a single dictionary referred to as
parent-dictionary(refer Fig. 1 with value of K as 3).

The structure is generated in a bottom-up fashion and classification is done with
the parent dictionary. Parent dictionary is constructed out of all the sub-dictionaries,
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Fig. 1 2-level Hierarchical Dictionary Structure

D3

using Principal Component Analysis(PCA), and hence contains a set of representative
atoms from each of the classes. Experiments show that the parent dictionary alone
is enough for classification among K classes. We perform our experiments on two
different datasets those when evaluated gives around 85% recall and precision.

2 Related Work

Dictionary learning is an area which has scope for exploration in the domain of text
mining. Few research has been done with regard to the usage of learning dictionaries
from the vast amount of text piling up in the web/database. Sparse representation of
data through sparse coding is a byproduct of this approach.

Dictionary learning has been utilized for novel document detection both for static
data [2] as well as streaming data [3] using a distributed environment. It has also
been used for clustering [1] but by the signal processing community. In their work,
a dictionary is constructed for each cluster using which the signals are best recon-
structed using the sparse code. Data points belonging to the same class can belong
to different subspaces based on the generated sparse code. A dictionary incoherence
term is added to the general condition of reconstructed error to make the dictionar-
ies to represent a specific class while at the same time differentiate it from other
classes. Sharing of atoms between dictionaries of two distinct classes can also occur
[5]. Emerging topic detection [2] proposes an Alternative directions method (ADM).
ADM is applied by representing the /;-norm reconstruction error in the augmented
Lagrangian form and then approximating it. ADM has been applied for the detection
stage as well as the learning stage.

Online /;-dictionary learning [4] uses the /1-norm for the reconstruction error
based on a variation of the ADM for novel document detection. The paper proposes to
obtain bounds on the regret for updating dictionary. Experiments have been conducted
on the Twitter data.Fast on-line //-dictionary learning [7] compares 3 algorithms for
on-line dictionary learning - dual averaging scheme (D 4), projected gradient scheme
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(Pg) and online ADM. The paper claims that D4 has better predictive power were
as the other two algorithms score in terms of running time and parameter stability.
Kasiviswanathan et.al. [3] extends the novel document detection to a distributed
environment by choosing the SPMD (Simple Program Multiple Data) model which
uses the MPI concept for message passing. Here also, dictionary learning is done
using the ADM approach.

Utilization of dictionary learning for classification especially in the document/text
domain is yet to be well explored. Unlike signal and image domains, application
of dictionary learning to the text domain will have a varied set of problems like
maintainability of document structure.

3 Notations Used

Notation Explanation

y an input document as a vector

D general representation for any dictionary

D¢ € R™™ sub-dictionary corresponding to ¢ class where n - number of
terms m - number of examples in class ¢

df i atom of ¢'" class sub-dictionary

Z e R"™*9¢ Parent dictionary with n rows and Q atoms together from all
classes

Z¢ € R"*4e atoms of parent that represents ¢’" class g is number of vec-
tors/atoms taken from D¢

b4t i atom of Z¢

T coefficient matrix obtained after sparse coding with parent Z

TC part of T that contains values of ¢ class

r¢ i coefficient value of T¢

4 Hierarchical Dictionary Structure

4.1 Structure of the Dictionaries

We introduce a new 2-level hierarchical structure of dictionaries which can be used
later for classification purposes. The lower level consists of K sub-dictionaries and
the higher level consist of a parent-dictionary. Given a set of labeled documents the
system generates K sub-dictionaries for the K distinct classes in bottom up fashion.
Applying PCA on each of these sub-dictionaries individually gives the most relevant
vectors from each classes. These features or vectors from K classes are appended
together to form a master/parent dictionary that suffices all the K classes.

The entire work is designed as 3 modules - Pre-processing data, Generating the
dictionaries, Classification of documents.
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4.2 Preprocessing

Given a set of documents each labeled with any of the K classes, this module pro-
cesses them to generate K classes of input matrices containing numerical values.
Relevant terms of each class is derived from its corresponding documents and their
TF-IDF value is calculated to form the input ¥ matrix. Before the calculation, stem-
ming is done along with removal of stop words and duplicate words to obtain more
accurate values.

4.3 Procedure of Dictionary Learning

The mentioned dictionary structure is generated in 2 stages - learning K sub-
dictionaries and learning the parent dictionary out of the K sub-dictionaries.

Y~ DX suchthat ||Y°— D°XC||r <e¢ 3)

As a new sub dictionary is generated, PCA is applied over it to generate the sub part
Z°¢ of the parent dictionary Z.

z=z'uz?u..uzk (4)

4.3.1 Learning a Sub-dictionary

An input matrix ¥ € R™ consists of n terms and m number of sample labeled
documents. This matrix is generated using the TF-IDF measure and contains data
of a single class. As we have K classes we have K such input matrices. We have
adopted the K-SVD algorithm along with considering the dependency among the
sub-dictionaries. (3) is solved in this section by implementing algorithm 1.

The input matrix itself is initially considered as the dictionary D¢ and is used
for sparse coding in the first iteration. The K sub-dictionaries have same number of
rows but varying numbers of columns. Once the sparse representation X is obtained,
it is used to update the dictionary to accommodate the error term ||[Y¢ — D°X€|
using SVD decomposition. Considering each atom individually, all documents that
uses the atom is identified from X. Excluding the contribution of this atom in the
representation, the error in retrieval is obtained on which SVD is applied. While U
and V are the factors obtained during SVD, the first column of U is used to replace the
selected atom of D and the column of V along with its corresponding singular value
is used to update the corresponding row of X that uses the atom. This procedure is
done repeatedly until convergence.

Before generating a parent dictionary from these sub-dictionaries, we have to
ensure that the dictionary is as independent as possible from each other such that
the classifier can distinguish the classes well. To obtain this, we add a incoherence
inducing term that can be expressed as
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Algorithm 1. generating a sub-dictionary
Input: Y, initial dictionary Dg, T := number of sparse coefficients , K:= no of labels ,n :=
weight value
Output: Sub-dictionaries {D] ,D?, .., DK } and sparse matrices {X}
forc=1:K do

D€ := Dg

forg =1:hdo
[i, x{1:= Argmin(x)|ly; — Dcxl.cllg Subject To [|x|lo < T
if ¢! = 1 then

forp=1:c—1do
coh := coh + getIncoherence(D€, DP)

end for
coh := coh x
D€[n,m] = D[n,m]+coh VYn=1,2,.., Nandm =1,2,... M

end if

for j =1:kdo
(DY) = (DD
I := {indices of the docs in Y uses atom (D"
Ep:=Y —DS'xy
[D€, X1 = SVD(E)

end for

end for
end for

i—1
Di=Di+nY DD} Vi=12 K (5)
j=1

Each element in the dictionary is added with this value making the dictionary
matrix incoherent from others[5].

4.3.2 Dictionary Learning - Learning the Parent Dictionary

Given the sub dictionaries, we generate the Parent Dictionary there by solving (4).
By applying PCA on a sub-dictionary D¢ we obtain a set of eigenvalues and their
corresponding eigenvectors, that constitute the basis of the dictionary(refer algo-
rithm 2). PCA projects the data to a lower dimensional representation with least
error while preserving largest variances. As all the eigenvalues are not necessary for
an approximation, we choose those eigenvalues greater than §. The corresponding
eigenvectors of the chosen eigenvalues forms the set Z¢ € R"*9. g, indicates the
number of eigenvectors included to the parent. The final parent dictionary Z € R"* €
is obtained by vertically concatenating Z!, Z2, .., ZX where Q=g; + ¢2 + .. + qx
as given in algorithm 2.
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Algorithm 2. Generating Parent Dictionary

Input: D - Set of all k dictionaries, § - threshhold for eigen value
Output: D Parent - Parent dictionary
fora=1:kdo

[P, Ev] := PCA(Dy,)

for Ve € Ev > § do

DParent, := DParent, U (P,)

end for

end for

4.4 Classification

4.4.1 Parent-dictionary Based Classification

The parent dictionary Z contains set of vectors from all the sub-dictionaries and
it represents all the K classes together. Parent based classification algorithm(refer
algorithm 3) finds the sparse coding T of the new test document with parent Z.
Based on the atoms being used and its coefficient values the algorithm identifies the
class. Z¢ indicates the part of the parent that is derived from class ¢’ dictionary.

9c
T¢ indicates the coefficient values corresponding to Z¢. Thus ) z¢ ¢¢ calculates the

=
linear combination of all atoms of ¢’ class and then its frobenious norm is taken.
The document belongs to class ¢ for which the representation error is minimum (6).

qc
: 2
argmin ||y — " z{ 17 6)

i=1

By bounding this error with a threshold, this can be used for classification of a
document into multiple labels.

5 Experimentation and Analysis

5.1 Datasets and Preprocessing

Experiments are conducted using two datasets dataset I and dataset II. The training
samples of dataset I contains 200 documents belonging to a ‘Question Bank’ on
the topics of computer science, collected from our academic collection. It consists
of 4 labels (K = 4) - ‘Computer Organization And Architecture’, ‘Computer Net-
works’, ‘Programming’, and ‘Database Management System’. The training samples
of dataset Il includes 75 documents belonging to two entirely distinct labels (K = 2)-
‘Indian Climate’ and ‘Dictionary Learning’.
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Algorithm 3. Classification with parent-dictionary
Input: = parent dictionary, testY, no_sparse_coef
Output: list of novel documents , labels for rest of documents
errors = error from closer dictionaries

Init: N =No.of documents in testY, r = (), doclabels = (), noveldocs = (), errors = ()
fori=1:Ndo

y =testY;

T :=sparseCoding(Z, y, no_sparse_coef)

forc=1:K do

&L c e 2
res:=| Y. ZETEI%
i=1

if res <=« then
r:=rUc

end if
end for
if r is empty then

alert("Document to not belong to any class !")
end if

end for

Each document in the set of training documents taken as input belongs to any
one of the classes in its domain. These labeled documents becomes the input to the
preprocessing module were they are processed to generate an output file correspond-
ing to each class/label. These files contains the TF-IDF values, to form the input Y¢
matrix corresponding to each classes. Each i’ column of the matrix represents i'"
training document in the class. Removal of duplicate words and stopwords followed
by stemming ensures that only relevant terms are considered in this calculation. The
relevant terms identified for each class in the dataset and their corresponding TF-IDF
weight is written into a file.

5.2 Dictionary Learning

The obtained tf-idf value-based vectors are given into the sub-dictionary learning
module. Initially the input matrix itself is taken as the dictionary. Then the algorithm
identifies initial coefficient values(X) by using OMP, implemented with cholesky de-
composition. Once X is obtained, it is used to update the dictionary atoms along with
its coefficient values using SVD factorization over error matrix. The dictionary is up-
dated iteratively until the error criterion is met. Frobenius normis used here to calculate
the error |Y — DX||r < €. The error obtained lies between the interval 1.5 and 3.5.
With dataset II first dictionary comes with a dimension of 10 x 35 (10 terms
and 20 documents). Similarly the dimension of second dictionary is 10 x 40. The
parent dictionary is created from the sub dictionaries using PCA. It identifies the
independent basis vectors as eigenvectors and in this experiment we consider those
with their corresponding eigenvalues that are greater than §. For datasetII, § = 0.005.
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Table 1 Sample Result with Dataset I (9 out of 22 test documents)

Actual Documents COA (class 1) Networks Programming DBMS classified

class (class 2) (class 3) (class 4) to

1 Doc 1 0.08284 0.15171 0.14925 0.20732 1

1 Doc 2 0.04193 0.07972 0.11042 0.08160 1

1 Doc 3 0.04598 0.08545 0.09380 0.14708 1

2 Doc 4 0.07379 0.04642 0.04796 0.09865 2

2 Doc 5 0.11858 0.04978 0.12538 0.06616 2

2 Doc 6 0.09460 0.04962 0.08535 0.10455 2

3 Doc 7 0.44099 0.26587 0.16008 0.32346 3

4 Doc 8 0.11906 0.09827 0.15469 0.21753 2

4 Doc 9 0.14588 0.11382 0.10693 0.08081 4
Table 2 Confusion matrix for Dataset I Table 3 Confusion matrix for Dataset 11
Cases Predicted Predicted Cases Predicted Predicted

Negative  Positive Negative  Positive

Negative cases 53 3 Negative cases 8 1
Positive Cases 3 19 Positive Cases 1 8

From Ist and 2nd sub-dictionaries, we get 10 and 9 eigenvectors respectively. i.e.,
q1 = 10, g2 = 9. On concatenating them vertically we obtain total Q = 19 vectors
in parent. Number of rows in parent remains as .

Similarly with dataset I, the sub-dictionary dimensions are such that ¥ !
Y2 e R?0>23 y3 € R?0%26 and Y* € R2?9%%4. After applying the algorithm 2 over
them, we obtain Z € R20%26,

e R20X35,

5.3 Classification

Generally during classification, each document is to be matched with all the sub-
dictionaries to identify the better one. In this work, we use the parent dictionary
alone for classification. To find the resultant class, equation (7) is used and results

qe
are given in Table 1 and Table 4. With dataset I, the representation error || D z¢ ¢ ||2F

of some of the test documents, with respect to 4 classes are given in Table ll Slimilarly
with dataset II, the error of the test documents, with respect to 2 classes are given in
Table 4.

There are 22 documents in the test set for dataset I and 19 out of 22 are correctly
classified. With 9 documents in the test set for dataset II, eight documents are classi-
fied correctly. Once confusion matrix is calculated (as given in Table 2 and Table 3),
evaluation of classification results is performed with the measures of accuracy, preci-
sion and recall. Accuracy is the correctness of results, calculated as the total number
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Table 4 Result with Dataset II (9 test documents)

Actual  Documents Dictionary-Learning  Climate (class 2) classified
class (class 1) to
2 Document 1 0.03472702 0.01276724 2
2 Document 2 0.08271272 0.08000903 2
2 Document 3 0.45815999 0.21802396 2
2 Document 4 0.02490772 0.00474065 2
1 Document 5 0.05320239 0.43174093 1
2 Document 6 0.34723903 0.30103366 2
1 Document 7 0.05320239 0.23015204 1
1 Document 8 0.35465621 0.00542857 2
1 Document 9 0.05320239 0.41254825 1

Table 5 Evaluation with Datasets

Evaluation Criteria Dataset I Dataset 11
Accuracy - % of correct prediction 92.3 % 88.89 %
Precision - % of positive predictions that are correct 86.36 % 88.89 %
Recall - % of correct prediction of positive cases 86.36 % 88.89 %

of correct classifications divided by total number of classifications. Precision is a
measure calculated as number of true positives divided by sum of true positive and
false negative. Precision is a measure calculated as number of true positives divided
by sum of true positive and false positive. The evaluation results of experiments with
both dataset is given in Table 5. Both experiments results in an effective classification
with more than 85% of accuracy, precision and recall.

6 Conclusion

Classification is a well-saught after mechanism especially in this era when data gets
piled up with no bounds and hinders the way for data analysis. So our aim in this
paper is to harness the potential of dictionary learning for the process of classification.
We have demonstrated that our proposed method that uses a hierarchical dictionary
structure will pave the way for improving the classification process. This structure
can be utilized for a distributed environment where the parent dictionary can act as the
master node and the sub-dictionaries can be the slave nodes. So the parent dictionary
can determine the corresponding child nodes to get the complete classification done.
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