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Abstract Owing to the steadfast growth of the Internet web objects and its multi-
ple types, the latency incurred by the clients to retrieve a web document is per-
ceived to be higher. Web prefetching is a challenging yet achievable technique to 
reduce the thus perceived latency. It anticipates the objects that may be requested 
in future based on certain features and fetches them into cache before actual re-
quest is made. Therefore, to achieve higher cache hit rate group prefetching is 
better. According to this, classification of web objects as groups using features 
like relative popularity and time of request is intended. Classification is aimed 
using Support Vector Machine learning approach and its higher classification rate 
reveals effective grouping. Once classified, prefetching is performed. Experiments 
are carried out to study the prefetching performance through Markov model, 
ART1, linear SVM and multiclass SVM approach. Compared to other techniques, 
a maximum hit rate of 93.39% and 94.11% with OAO and OAA SVM multiclass 
approach is attained respectively. Higher hit rate exhibited by the multiclass Sup-
port Vector Machine demonstrates the efficacy of the proposal. 

Keywords Prefetching · Classification · Machine learning · SVM · Hit rate · ART1 

1 Introduction 

Since, the World Wide Web (WWW) has grown to be well popular, services over 
the web and requirement for web objects by users has grown vividly [1]. There-
fore, the latency incurred by the users in accessing the web objects over the web 
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has also increased to a predominant issue that is to be met. Web prefetching is a 
promising and outstanding technique to reduce this latency. Prefetching as groups 
will produce more precise and accurate results. The challenge is to find a way to 
categorize this massive data in some meaningful structure. Prefetching in groups 
based on similarity measures can be obtained through data mining techniques like 
classification and clustering [2]. Classification is a supervised machine learning 
technique that groups related objects based on similarity of features or attributes. 
Support Vector Machine is a multivariate machine learning algorithm which sup-
ports classification.  

Current literature gives subjective and descriptive ideas on prefetching and 
classification using SVM’s. Most of the prefetching techniques relay on Markov 
model approaches since they are effective in predicting the next to be accessed 
page [3]. However, it not fast in adapting to the new patterns because the predic-
tions are solely history based that is accessed during the previous time period. The 
effectiveness of using prefetching to resolve the problems in handling dynamic 
web pages is studied [4]. Yet, only the temporal properties of the dynamic web 
pages are explored. 

Metadata prefetching based on relationship graphs with a significantly lesser 
hit rate of 70% is presented [5]. Semantic based prefetching relies on predicting 
the future requests based on semantics. The semantic preferences are exploited by 
analyzing the keywords in the URL anchor text or the documents that are pre-
viously accessed [6]. 

Clustering is an unsupervised data mining technique that groups data accord-
ing to similarity such that intra data instances within a cluster are similar to each 
other and the inter data instances between clusters are much dissimilar. As told by 
Vakali.A. et. al, a wide range of web data clustering schemes present in the  litera-
ture just focuses on clustering of inter-site and intra-site web pages[7]. Clustering 
can be based on statistical and evolutionary algorithms. 

Classification, is assigning a class label to a set of unclassified cases. The main 
idea of classification and clustering lies in finding the hidden patterns in data. 
Support Vector Machines (SVM’s) are a new generation learning system based on 
recent advances in statistical learning theory and are accurate with lesser training 
samples [8]. The tuning of the parameters of binary support vector machines in 
multiclass decomposition using genetic algorithm is performed [9]. SVM is used 
to predict the to be visited objects in order to optimize cache usage [10]. A Multi-
class Support Vector Machine classifier approach in hypothyroid detection is per-
formed [11]. However, all the aforementioned works focus on various applications 
other than prefetching.  To our knowledge, no work is reported in literature that 
classifies the web objects through multiclass classification for prefetching. 

SVM being a case-based classifier (non parametric) does not require any prior 
knowledge other than the training samples [12]. Moreover, training using SVM is 
faster with high generalization ability and avoids premature convergence. Taking 
these positive factors of SVM into consideration, an attempt is made to classify 
the web objects into classes to prefetch the related web objects of the class that the 
request corresponds to.  To study the performance of classification, both binary 
and multi-class classification is intended. The following section explains in brief 
the classification techniques. 
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2 Overview of Binary and Multiclass SVM 

The primary intuition behind SVM is to maximize the margin ’m’ between the 
hyperplanes. Fig. 1 shows the hyperplanes and the margin between them. The idea 
is to find the function of the optimizing hyperplane between the classes. 

2.1 Binary SVM 

The purpose of SVM is to find the hyperplane that best separates the classes. If the 
number of classes is two, then binary classification is performed.  

The hyperplane is characterized by the decision function [14]  

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Optimal separating hyperplane with maximum margin 
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  w  - weight vector orthogonal to the hyperplane 
  x  - current input 
  )x(Φ   - kernel transforming input data into feature space  

  b  - scalar that represent the margin of the hyperplane 
  <,>  - dot product  
  sgn  - signum function which extracts the sign of a number 
   (i.e.,) returns 1 if value > 0 and -1 otherwise 
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2.1.1 Linearly Separable Points 

These are the points that can be linearly separated by a hyperplane in the input 

space itself. Let  nR y,x ∈  where )x,...,x,x(x n21= and 

)y,...,y,y(y n21=  The optimal separating hyperplane is found by [12] 

 

Margin 
w

2  is to be maximized. It is obtained by solving the objective function, 

 
subject to   

where ’ τ ’ is an objective function. The constraints ensure  

 
To solve the optimization which is in primal form, it is converted to its dual 

form by applying the Lagrangian multipliers  0i ≥α , that leads to the dual opti-

mization problem.   

 
The Lagrangian ‘L’ must be maximized with respect to ‘ iα ’ and minimized 

with respect to primal variables ‘w’ and ‘b’.  At the saddle point, the partial deriv-
atives of L with respect to primal variables must be 0. Hence, 
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The training points with non zero ‘ iα ’ are called support vectors. As per Ka-

rush-Kuhn-Tucker condition (KKT), ‘ iα ’ that are non zero at the saddle point 
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tion problem is 
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Where ‘b’ is computed by KKT conditions. When training errors are encoun-

tered, slack variables ’ ’ is introduced and the objective function to be solved is 

 
subject to  

where .  Finally,   

2.1.2 Non Linearly Separable Points 

The points that are not separable linearly by a hyperplane in the input space are 

mapped to a higher dimensional feature space as in Fig. 2. The kernel function '' Φ  
implicitly maps the training data in the input space to a higher dimensional feature 
space and constructs a separating hyperplane in the feature space. It is given by the 

kernel trick >=< ,x,x),x,x(K . The decision function obtained [14] is 

 

 

Fig. 2 Kernel mapping from input space to feature space 

2.2 Multiclass SVM 

If the number of labels is greater than two, then multiclass classification is per-
formed. In the One Against All (OAA) approach, to have a classification of ‘M’ 
classes, a set of binary classifiers is constructed where each training separates one 
class from the rest. The output obtained will be the maximum of all the decision 
functions that is obtained [14] by 
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In the One Against One (OAO) approach, pairwise classification is performed. 
Two classes are chosen and a hyperplane is constructed between them. This 
process is repeated for each pair of classes in the training set. The output is the 
decision function of the hyperplane with lesser number of support vectors. 

3 Proposed Work  

The objective of the proposal is to minimize the user perceived latency (client) 
while accessing the web server. Prefetching using lists tend to consume more 
memory with low hit rates, because the list is large in size. Especially, with the 
current Internet supporting multiple types of web objects like audio, video, images 
and text files creating lists would worsen this further. So, it will be ideal if the web 
objects are classified into groups which would minimize the group size. Minimiz-
ing the group size accounts to higher hit rate as only the objects related to a  
specific group are prefetched. As grouping is possible through classification, clas-
sification of multiple web objects is attempted through Support Vector Machine. 
The proposal comprises of three phases namely; preprocessing of web logs, classi-
fication and prefetching. Fig. 3 depicts the various tasks carried out in each of the 
phases and the co-ordination between them.  Each of these phases is dealt briefly 
in the succeeding section. 

Phase I: Data Preprocessing  
The access logs consists of ten fields namely; timestamp, elapsed time, client’s IP 
address,  log tag with HTTP code, type of request(method), URI, user identifica-
tion, hierarchy data and host name and content type. The log is pre-processed to 
extract the necessary fields. Preprocessing of data involves data formatting, filter-
ing and extracting required fields in a format suitable for classification. As the log 
files are unstructured, identification of the various fields is carried out through 
data formatting.Data filtering involves elimination of entries that have unsuccess-
ful HTTP status codes. Only URL’s with status code 200 are considered. Requests 
with question marks in URL’s, cgi-bin is discarded. As the data extracted is free of 
labels, it is to be presented in a form suitable for labelling. So, it is displayed in the 
form <a1 a2 a3> where a1 denotes the requested URL (web object), a2 the time 
of request and a3 the access count. An example of preprocessed data is shown in 
Table 1. 

Table 1 Preprocessed log file  

URL_Request Timestamp Access count 
/academics/departments/ece/programmes/btech/curriculum/ 0.125000 13 

/home/students/facilitiesnservices/hostelsnmess/hostels/ 0.541666 2 
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Phase II: Classification and Training 
The SVM uses (i) training data to generate the learned model (classifier) and (ii) 
when test data is given as input to the learned model, it classifies the data. Label-
ling is performed based on the relative popularity of URL’s and their time-
stamp.The relative popularity (RPi) of the ‘ith’ URL is calculated using Eqn. 1. 
Then the weighted average, wavg of all URL’s is found using Eqn. 2. It is the 
weighted average of the relative popularity of all unique URL’s. This measure is 
used as a threshold to decide the URL’s that are to be prefetched. This avoids 
prefetching of all objects corresponding to the entire class. By this only the URL’s 
whose access count is above the threshold (those URL’s in the class that are more 
frequently accessed) are prefetched to achieve high hit rate.  
 

 

Binary classification is done by taking the access count of the URLs into consid-
eration and rules are framed to assign labels. The rules framed are as in Eqn.3. 
 

 

   (3) 

Based on these rules the URL’s are labeled. To train the SVM the data is orga-
nized in the form <x1 la > where ‘x1’ represent the relative popularity of the web 
object and ‘la’ denotes the label of the URL. 

Further, multi classification is intended for which more labels are to be in-
cluded. Hence, the feature set is extended to accommodate more rules and thereby 
more labels. So, timestamp at which the URL is accessed is also taken in addition 
to the Relative popularity. The rules framed are given in Eqn.4. 

 

 
(4) 

where recent timei is the recently accessed time of the ‘i’th URL and the constant 
‘2’ refers to 2 hours. Based on the rules framed above, the URL’s are labeled. To 
train the SVM, the data is converted to the pattern < la x1 x2 > where ‘la’ denotes 
the label of ‘i’th URL, ‘x1’ represents the relative popularity of ‘i’th URL, x2 de-
notes the time of request of ‘i’th URL. A snippet of the data set which is to be 
trained is displayed in Fig. 4. 

     

2 URL)(           :2

1 HEN )(           :1 

i labelTHENwRPIFRule

labelURLTwRPIFRule

avgi

iavgi

←<

←>

  

label4    URLTHEN  2time recent  timeand )w(RP IF           :4 Rule 

3label  URLTHEN  2time recent timeand )wRP(IF           :3 Rule 

2label URLTHEN  2 time recent timeand )wRP(IF           :2 Rule 

1labelURL  HENT   2time recent timeand )wRP(IF            :1 Rule 

iiiavgi

iiiavgi

iiiavgi

iiiavgi

←±<><

←±=<

←±<>>

←±=>

                   
log in thecount  accessHighest  

  URL'thi'   the  toaccesses  of  Number
)i(RP   URLa  of  Popularity  lativeRe =  

(1) 
 

                                                              
N

1i
iw

N

1i
iw*iRP

      avgw Average, Weighted





=

==

  
(2) 



268 C.D. Gracia and Sudha 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Flowchart of the proposed model 

 

 
 

Fig. 4 Sample of the log file features and their labels 
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Once the dataset is labeled, classification focusing both on binary and multic-
lass SVM’s is performed.   
 
Training with Binary SVM and Multi Class SVM  
The binary classification is performed by separating the two classes with a linear 
optimal separating hyperplane that maximizes the margin. Further, when a new 
data is given, the data is classified based on the sign value of the hyperplane func-
tion which is discussed in section 2. 

For the non-linear cases, the Gaussian RBF kernel (Radial Basis Function) 
kernel is employed since it is considered better than other kernel functions as it is 
localized and has finite response across the range of real x-axis [13]. The RBF 
kernel on two samples x and y is represented as feature vectors in some input 

space which is given by 
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σ
−=γ and cost parameter ‘C’ is to be set. By altering various values for C 

and‘ γ ’, the generalization capability of the SVM is controlled and the training is 

done. It is found that choice of kernel function and suitable value for the parame-
ters of the kernel is essential for a given data to perform better classification.  A 
combination of binary SVMs is involved in the multi-class classification using 
one-against-all (OAA) and compared against one-against-one (OAO) approach. In 
the OAA approach, the members that belong to a class are differentiated from the 
rest of the classes. To perform classification of ‘M’ classes, each training con-
structs a set of binary classifiers where each class separates one class from the 
others. Finally, all the classifiers are combined by multiclass approach. The output 
of this approach corresponds to the maximum obtained from all the decision func-
tions. 

Phase III: Prefetching  
When the browser is idle, the classified data is subjected to prefetch in the cache. 
On making a request, the URL is searched in cache and if found, the URL is 
served from the cache. If not, the web object corresponding to the URL is obtained 
from the server along with its corresponding class members and placed in cache. 

4 Results and Analysis 

The hardware platform used for the implementation is a high end workstation with 
i7 processor configured as server running @3.40GHz and 16GB RAM. The access 
logs of NITT web server (nitt.edu) is taken for classification and a snapshot is 
displayed in Fig. 5. 

A mirror of the NITT web server is obtained to carry out the experimentation. 
30 log files (corresponding to 30 days) collected from 24th August 2014 to 23rd 
September 2014 is used for our experimentation. The cache size is 1024MB. 

σ
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Fig. 5 Snippet of the log file 
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From the above results, the misclassification rate with linear SVM and non li-
near SVM for dataset1 is found to be 13.28% and 12.01% respectively.  
 
Test Case 2: Multiclass Classification 
Log1 is labeled using Eqn.4 and the labeled log file is used to train both the OAA 
and OAO SVM multiclass classifiers. Dataset1 and Dataset2 is used to test the 
accuracy of the trained multiclass classifiers. The output obtained for dataset1 
through OAA and OAO classifiers is displayed in Fig. 7(a) & (b) respectively.  
 

 
(a)     (b) 

Fig. 7 Classification with (a) OAO SVM (b) OAO SVM 

From the above results, the misclassification rate is found to be around 10.81% 
and 11.27% through OAA and OAO multiclass SVM models respectively. Simi-
larly, classification with ART1 is also carried out. The classification rate obtained 
through various classification techniques with both datasets is tabulated in Table2. 

 

Table 2 Classification rate through various techniques 

Techniques Dataset1 (%) Dataset2 (%) 
 

ART1 Network 85.45 86.25 

Binary class Linear SVM 86.23 86.21 
Non linear SVM 87.97 88.9 

Multiclass OAA 90.23 91.35 
OAO 89.23 90.00 

 

From Table 2, the classification rate through multiclass SVM is inferred to be 
higher than the binary SVM. Further, of the multiclass classifiers OAA is found to 
be even much better than OAO confirming the efficacy of multiclass OAA SVM.    

Further, to study the prefetching performance based on the requested web  
object prefetching by different methods such as Popularity Based Markov model, 
binary and multiclass SVM is performed. The hit rate obtained through these 
techniques using dataset1 and dataset2 is displayed in Table 3. 
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Table 3 Hit rate obtained by different techniques 

Techniques Dataset1 (%) Dataset2 (%) 
 

Popularity Based Markov Model 88.94 89.01 
ART1 Network 85.11 86.29 

Binary Class Linear SVM 89.67 88.39 
Non linear SVM 92.22 92.91 

Multiclass OAA 94.07 94.11 
OAO 93.39 93.13 

 
From Table 3, prefetching through multiclass SVM is found to yield higher hit 

rate than Binary SVM, Markov model and ART1. This is because of the history 
based and unclassified data of Markov, large group size of ART1 and limited 
classes of binary SVM. Whereas, OAA SVM multiclass approach gives higher hit 
rate than others because of (i) its high classification rate and (ii) group size limita-
tion. Hence, it is concluded that prefetching through ensembled web objects 
achieve high hit rates and especially, with multi class OAA SVM.   

5 Conclusion 

Web prefetching minimizes latency. Literatures present various methods of pre-
fetching including binary classification. But none of the work is reported using 
multiclass classification for ensemble prefetching. Hence the proposed work fo-
cuses on group prefetching of web objects through multi-class classification and 
subsequent prefetching. As the log files contain unsupervised data, they are initial-
ly converted to supervised data by assigning labels. Further, training is carried out 
to compare the classification efficiency using ART1 neural network, binary and 
multiclass SVM. Further, web object prefetching is performed using the classifica-
tion and Markov models.  Experimental results using OAA multi-class classifica-
tion yielded higher classification rate than the other techniques. Moreover, higher 
hit rate is observed through prefetching based on OAA multi-class classification 
than ART1 neural network and Markov model approach.  Thus, the proposed  
multi-class SVM classification is found to support prefetching effectively and 
efficiently.    
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