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Abstract. The data fusion process is strongly recommended in biomedical  
applications. It allows a better detection and localization of the pathology,  
as well as the diagnosis and follow-up of many diseases [1], especially with 
multi-parametric or multi-temporal data. 

The independent visualization of multiple images from large volumes is a 
main cause of errors and inaccuracy within the interpretation process. In this  
respect, the use of color fusion methods allows to highlight small details from 
multi-temporal and multi-parametric images. 

In the present work, a color data fusion approach is proposed for multi-
temporal images, in particular for images of the liver acquired through triphasic 
CT. 

The best color association has been studied considering various data  
sources. Different metrics for quality assessment have been selected from the 
color space theory, making an interesting comparison with the human visual 
perception. 
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1 Introduction 

The Data fusion technique combines data from two or more sources within a single 
piece of information having a high informative content. The aim of image fusion is to 
integrate individual two-dimensional images, three-dimensional images (volumes or 
video sequences), or images with larger dimensions, in order to improve visual per-
ception, reduce uncertainty and redundancy of information and maximize the proba-
bility of localizing relevant information [2]. In this way, a broader spatial and tempor-
al coverage, a greater reliability and a considerable reduction in the amount of data to 
be displayed are obtained, without significantly affecting the amount of relevant in-
formation [2]. 

In the medical field, image fusion simplifies the assessment of spatial relationships 
between images displayed side by side [3]. In this respect, it is important to consider 
that identical shapes and lines may appear in different sizes, depending on back-
ground shades and colors [2]. The data fusion technique is not widely used, but it can 
make a quantitative assessment of the images easier and help physicians to deliver an 
impartial and objective diagnosis in a short amount of time. Furthermore, being able 
to realize multi-sensor, multi-parametric and multi-temporal fusions, allows the phy-
sician to analyze different types of images with a different information content.  
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In image fusion, the information content is displayed in a single image, often reveal-
ing particulars that are otherwise invisible to the human eye [4].  

In the medical field, the employment of image fusion during the last twenty years 
has promoted the research and study of new techniques or the adoption of existing 
techniques in new application fields [4]. A key feature in data fusion process is the 
analysis and the possibility of correlating the content of the original images. The rele-
vant information content of each source can be stored and then combined to form a 
new image. 

By analyzing a specific case study of liver tumor, this work aims to: 

• find a rule capable of associating RGB channels to the images, in order to highlight  
the image content at the best; 

• show how human visual perception is often misleading and can cause interpreta-
tion errors; 

• improve the localization and identification of the pathology, characterizing signifi-
cantly the nature of a lesion. 

Starting from a data fusion based on RGB color representation we have tried to 
demonstrate how results can be enhanced as regards information.  

The aim of the proposed work is not to obtain a classification, but to improve im-
age display and show how image details can be immediately highlighted using colors. 

 In the following paragraph, we analyze different color spaces and metrics neces-
sary to evaluate the results of the color data fusion. 

2 Color Space and Metrics 

In literature several color spaces and metrics have been proposed, all aimed at 
representing color in different contexts, and evaluating the similarity between two 
colors in the view of the human visual perception [5]. 

2.1 Color Space 

Digital color images are usually represented in the RGB space. However, RGB does 
not represent a perceptually uniform color space; this means that the color difference 
calculated in this space (for example, using the Euclidean distance) does not corres-
pond to that perceived by the human eye [6]. To overcome this problem the Interna-
tional Committee on Colorimetry, CIE (Commission Internationale de l’Eclairage), 
has defined the two color spaces L*a*b* and L*u*v*[6], where color components are 
separated from the Luminance information. However, even though performing better 
than RGB space, these color spaces are not so perceptually homogeneous, as they are 
claimed to be. These two representations are determined through an intermediate 
reference space, referred to as CIE XYZ, which is derived from RGB space using the 
following linear transformation [7, 8].  
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L*a*b* and L*u*v* [7, 8] are defined by the following  non-linear transformations. 
The L*a*b* formulae are: 

ܮ  ൌ 116݂ ቀ ௒௒೙ቁ െ 16 

כܽ  ൌ 500 ቂ݂ ቀ ௑௑೙ቁ െ  ݂ ቀ ௒௒೙ቁቃ 
כܾ  ൌ 200 ቂ݂ ቀ ௒௒೙ቁ െ ݂ ቀ ௓௓೙ቁቃ (2) 

where: ݂ሺݍሻ ൌ ቊݍଵ ଷൗ ݍ ݂݅                          , ൐ ݍ0.0088560.787 ൅ ݁ݏ݅ݓݎ݄݁ݐ݋            ,16.116  

 
The L*u*v* formulae are: 

כܮ  ൌ ቊ116 ඥݕ௡య െ ௡ݕ     16 ൐ ௡ݕ                        ௡ݕ݇ߝ ൑  ߝ

כݑ  ൌ ᇱݑሺכܮ13 െ ௡ᇱݑ ሻ 

כݒ  ൌ ᇱݒሺכܮ13 െ ௡ᇱݒ ሻ (3) 

where: 

௡ݕ  ൌ ܻ ௡ܻൗ ߝ    , ൌ 0.008856,     ݇ ൌ 903.3 

ᇱݑ  ൌ ସ௑௑ାଵହ௒ାଷ௓,     ݒᇱ ൌ ଽ௒௑ାଵହ௒ାଷ௓ 

௡ᇱݑ  ൌ ସ௑೙௑೙ାଵହ௒೙ାଷ௓೙ ௡ᇱݒ   , ൌ ଽ௒೙௑೙ାଵହ௒೙ାଷ௓೙ 

   

For both formulae Xn, Yn and Zn are the reference white defined by a CIE standard 
illuminant, E [6], in this case. 

2.2 Color Metrics 

Various measures are used to calculate the difference between two colors, all devel-
oped to better reflect human perception without confusing different colors and with-
out separating similar colors [5]. Several metrics have been created over time, be-
cause none of them seems to fully satisfy this goal.   
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The most relevant are briefly described as follows. They have also been used in the 
proposed approach. 

Euclidean Distance. The Euclidean distance is frequently employed in RGB and 
L*a*b* spaces, see the equation (4) and (5) [9]: 

 ∆Eோீ஻ ൌ ඥሺܴଵ െ ܴଶሻଶ ൅ ሺܩଵ െ ଶሻଶܩ ൅ ሺܤଵ െ  ଶሻଶ (4)ܤ

כ௔௕ܧ∆  ൌ ඥሺܮଵכ െ כଶܮ ሻଶ ൅ ሺܽଵכ െ ܽଶכሻଶ ൅ ሺܾଵכ െ ܾଶכሻଶ (5) 

CMC. The Color Measurement Committee (CMC) of the Society of Dyers and Color-
ists [9] defined a color difference metric called CMC (l:c) based on the CIE L*a*b*. ∆כܮ, כ௔௕ܥ∆ , and ∆ܪ௔௕כ  are, respectively, lightness, chroma, and hue difference. The 
parameters l and c are, respectively, lightness weighting, and chroma weighting. 
Then: 

כ஼ெ஼ሺ௟:௖ሻܧ∆  ൌ ටቀ∆௅כ௟ௌಽቁଶ ൅ ቀ∆஼ೌ್כ௖ௌ಴ ቁଶ ൅ ቀ∆ுೌ್כௌಹ ቁଶ  (6) 

where: 

ܵ௅ ൌ ቐ0.511                                    ܮଵכ ൏ 1כଵܮ160.040975 ൅ כଵܮ0.01765 כଵܮ                   ൒ 16 

ܵ஼ ൌ ଴.଴଺ଷ଼஼భכଵା଴.଴ଵଷଵ஼భכ ൅ 0.638 ,   ܵு ൌ ܵ஼ሺܶܨ ൅ 1 െ ܨ  ,  ሻܨ ൌ ඨ ஼భכర஼భכరାଵଽ଴଴ 

ܶ ൌ ൜0.56 ൅ |0.2cos ሺ݄ଵ ൅ 168°ሻ|       164° ൑ ݄ଵ ൑ 345°0.36 ൅ |0.4cos ሺ݄ଵ ൅ 35°ሻ|                      ݁ݏ݅ݓݎ݄݁ݐ݋  

The terms SL, SC, and SH are the weighting functions for the lightness, chroma, and 
hue components, respectively. Except for textile industry, it is usually recommended 
that l=2 and c=1. 

CIEDE2000. The CIE has proposed another formula: CIEDE2000 [10]. which should 
be able to assess small color differences.. Here we have: 

כ଴଴ܧ∆  ൌ ටቀ ∆௅ᇲ௞ಽௌಽቁଶ ൅ ቀ ∆஼ᇲ௞಴ௌ಴ቁଶ ൅ ቀ ∆ுᇲ௞ಹௌಹቁଶ ൅ ்ܴ ∆஼ᇲ௞಴ௌ಴ ∆ுᇲ௞ಹௌಹ  (7) 

where: 

 ܵ௅ ൌ 1 ൅ ଴.଴ଵହሺ௅തିହ଴ሻమඥଶ଴ାሺ௅തିହ଴ሻమ ,   ܵ஼ ൌ 1 ൅ ҧᇱ,      ܵுܥ0.045 ൌ 1 ൅  ҧԢܶܥ0.015

ᇱܮ∆ ൌ כଵܮ െ כଶܮ ᇱܥ∆          , ൌ ଵᇱܥ െ ᇱܪ∆         ,ଶᇱܥ ൌ 2ඥܥଵᇱܥଶᇱsin ቆ∆݄Ԣ2 ቇ 
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ܶ ൌ 1 െ 0.17 cosሺܪഥᇱ െ 30°ሻ ൅ 0.24 cosሺ2ܪഥᇱሻ ൅ 0.32 cosሺ3ܪഥᇱ ൅ 6°ሻ 0.2cos ሺ4ܪഥᇱ െ 63°ሻ 

்ܴ ൌ െ2ඨ ҧԢ଻ܥҧᇱ଻ܥ ൅ 25଻ sin 60° ൥ exp ൭െ ቈܪഥᇱ െ 275°25° ቉ଶ൱൩ 

3 The Proposed Method 

This work applies a data fusion approach based on the use of color within an innova-
tive multi-parametric diagnostic method: triphasic CT of the liver. 

3.1 Triphasic CT of the Liver 

This technique is based on the acquisition of three volumes, upon the injection of a 
contrast agent; the first volume is the arterial phase, the second one is the portal ven-
ous phase, and the last one is the delayed phase. These acquisitions are performed 
respectively after 20-30 seconds, 60-70 s, and 60-180 s from the contrast material 
injection [11, 12]. 

The 75-100% of potential types of liver tumors receives blood from the hepatic ar-
tery: they are known as hypervascular tumors. Neoplasms are hypovascular tumors 
and represent about 25% of all tumors [11]. The venous phase is more sensitive for 
the detection of lesions, while the arterial and delayed phases can provide additional 
information on the vascularity of lesions in order to clarify their nature [13]. The 
combination of the arterial and venous phases reveals 92% of the lesions, the combi-
nation of the arterial and delayed phases detects 91% of the lesions, and the combina-
tion of the venous and delayed phases accounts for 80% of the lesions. The combina-
tion of all three phases detects 92% of the lesions [14]. 

3.2 Color Fusion 

The scientific literature describes many methods for the registration phase, that is the 
phase preceding the actual data fusion process, but very little has been formally said 
about the combination of the original data, their information content, and the fusion of 
multi-temporal and multi-parameter information [15, 16]. 

The algorithm proposed in this paper should allow the fusion of images by the use 
of color. In a different way with respect to the classical Look-Up–Table method, the 
proposed process envisions the generation of an actual color image. To this end, it is 
necessary to specify the content of the three channels of a color image, i.e., the Red, 
Green and Blue channels.  

Starting from the original CT phase images, a visual enhancement of their global 
content should be achieved through the display of a most informative color image. 

In this respect, it is necessary to perform an accurate and adaptive choice of the cri-
teria to decide which image is to be associated to each color channel RGB. In the 
literature, this is a novel approach since, usually, the choice of the associations is 
random. 
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To this end, a quantitative study has been carried out along with a qualitative anal-
ysis. Appropriate objective measurements have been investigated in order to evaluate 
the best result from among the various possibilities offered by the given data fusion 
procedure. 

Fig.1 shows the structure of the proposed algorithm. 

 

Fig. 1. Description of the algorithm fusion  

The first step of the algorithm is aimed at identifying the images to be used as input 
to the fusion process. This is necessary in order to localize the images containing the 
area of interest and select them accurately in all three phases. In fact, the three vo-
lumes acquired may not have a direct correspondence between homologous slices. 

The association of a color channel with a specific image may refer to the original 
images (8), or to new images (9) obtained from some processing algorithm applied to 
them. For instance, simple operators such as subtraction or average can be applied. In 
previous works other linear transformations were proposed, such as those derived 
from the PCA application [17]. 

 ቐܴ ൌ ܩ ሺ݅ሻܫ ൌ ܤሺ݆ሻܫ ൌ ሺ݇ሻܫ ,݅ ݄ݐ݅ݓ   ݆, ݇ ൌ 1,2,3 ܽ݊݀ ݅ ് ݆ ് ݇ (8) 

 ቐܴ ൌ ோ݂ሺܫሺ݅ሻ, ,ሺ݆ሻܫ ܩሺ݇ሻሻܫ ൌ ݂ீ ൫ܫሺ݅ሻ, ,ሺ݆ሻܫ ܤሺ݇ሻ൯ܫ ൌ ஻݂ሺܫሺ݅ሻ, ,ሺ݆ሻܫ  ሺ݇ሻሻ (9)ܫ

Once images to be used as input to the data-fusion process have been chosen, it is 
necessary to establish the most appropriate association with the RGB channels. 

For every three images provided as input to the algorithm, it is possible to make 
different permutations between the RGB channels, and then get different results. Per-
mutation of RGB channels is N!=6; this causes significant changes in the final visua-
lization result.  A study on synthetic images has been carried out in order to optimize 
this stage, provide the best possible result and define the rules of color association to 
the original images. The results have been evaluated using the metrics: ∆ܧோீ஻כ כ௔௕ܧ∆ , כ௨௩ܧ∆ , , כ஼ெ஼ሺ௟:௖ሻܧ∆ , and ∆ܧ଴଴כ , as described above. 

Then, qualitative and quantitative assessments have been conducted a posteriori al-
so on the CT final images. The aim was to select the final image with the highest 
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informative content from a perceptual point of view and check if the results obtained 
on synthetic images were verified. 

All the resulting images have been submitted to several experts for a quantitative 
assessment. According to it, none of the distances totally reflects human judgment. 

4 Experimental Results 

Before applying the color data fusion on CT images, we created synthetic images in 
order to understand how the results could change by varying the association im-
age/RGB channel. There are three images with three different backgrounds: white, 
gray and black. The background of each image displays colored numbers (white, gray 
and black), in order to consider all possible combinations background/colored num-
bers. This is necessary to obtain all permutations once applied the color data fusion.  

After a visual and analytical study supported by the use of distances between col-
ors on the different images obtained, we can state that, if the detail we want to high-
light appears exclusively in one of the input images, it is advisable to associate that 
image to the red, or better, to the green channel. This is because the eye, under the 
same luminous intensity, is more sensitive to green than to red and blue lights. 

Then a color data fusion approach is applied to images of the triphasic liver in or-
der to better localize and identify the disease, as well as to significantly characterize 
the nature of a lesion.  

To this purpose, a direct color fusion algorithm has been applied in order to com-
pare human visual perception to the actual image information content. This new ap-
proach makes use of a maximum contrast criterion and suggests a practical rule to 
enhance the visualization. 

The proposed algorithm has been applied to a case study regarding a Hepatocellu-
lar carcinoma (HCC) tumor after chemoembolization. In the case illustrated in Fig.2 
the presence of a known sign in S8/S4 liver segments (45x33x48mm) should be un-
derlined. Such a formation has an inhomogeneous appearance as it is characterized in 
part by necrotic hypodense tissue and in part by neoplastic persistent tissue, as shown 
respectively with the arrows in Fig. 2a. The former is free of contrastographic  
enhancement. The latter shows some strengthening in arterial phase and moderate 
washout, as compared to neighboring parenchyma in venous and delayed phases. 

 

   
          (a)                          (b)                          (c) 

Fig. 2. Images of triphasic CT: (a) arterial phase, (b) venous phase, (c) delayed phase 
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Some general pre-processing steps have been applied to all the images of the tri-
phasic volumes, as regards calibration, filtering and masking. The images are not 
perfectly registered to one another, but it is not the aim of this paper to propose a 
method of registration or pause on this aspect. 

When visually analyzing the case, shown in Fig.2, a human expert perceives the 
neoplastic tissue to be lighter in the arterial phase as compared with the venous and 
the delayed phases. The necrotic tissue in all three phases is darker than the tumor and 
the liver; but also in this case it appears brighter in the arterial phase than in the other 
two phases. 

A color fusion of the three phases is proposed using the association image/channel 
RGB of the formula (8) to test whether the perception is in line with the actual image 
content. Performing a direct association of each RGB channel with one of the original 
CT phases, as shown in Fig.3, it is possible to appreciate how the tumor and the ne-
crotic tissue Hounsfield Units (HU) are not changing between phases. This can be 
observed by the small presence of color in the tumor and in the necrotic tissue. 

   
      (a)                        (b)                        (c) 

Fig. 3. RGB fusion of three phases with different permutation. 

In order to highlight the pathology with respect to healthy tissue, images have been 
processed to each other using different algorithms. The most satisfactory result has 
been obtained by subtracting the phases, while the best combination is represented by 
the Difference-Image between arterial and delayed phases, where the tumor-to-
parenchyma contrast is maximum (10). 

 ቐ ௠݂ ൌ ሺ1ሻ௡݂ܫ ൌ ሺ3ሻ௟݂ܫ ൌ ሺ1ሻܫ െ  ሺ3ሻ (10)ܫ

All the associations between arterial, delayed, and difference images have been per-
formed; in Fig.4, some examples are shown. As may be seen, the color allows the 
tumor to stand out from the parenchyma. 

All results, obtained by permutation of the direct fusion of original images and 
processed images, have been assessed visually and with appropriate color distance 
metrics. This allowed studying the results and defining the best combination. 
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Comparing the results obtained with the calculation of the most promising dis-
tances, we can see that in all three cases, (∆ܧ௔௕כ כ௨௩ܧ∆ ,  and ∆ܧ஼ெ஼ሺ௟:௖ሻכ ሻ there is a gap 
between the results considered perceptually the worst (bottom left corner) and the best 
(top right corner). The best results in all three cases fully reflect the results perceived 
by the human eye. Considering the worst results, no one of them fully reflects the 
order relevant to human perception, but the one that comes the closest is the ∆ܧ஼ெ஼ሺ௟:௖ሻכ . 

Two of the three best results obtained visually and by a quantitative measure show 
in the green channel the image with the highest information content. This confirms 
the results previously achieved on synthetic images. The best image is shown in 
Fig.4a with the combination of delayed phase, difference image and arterial phase in 
association with RGB, respectively. 

As compared with PCA-transform-based data fusion, which addresses a global 
analysis of input images, in this study, an analysis of multi-temporal volumes has 
been carried out, according to the specific local content.  

5 Conclusions 

Through this work a fusion algorithm supported by the color has been developed, 
providing the physician with a concrete support in the analysis of a large amount of 
images. With this method, a complete view has been obtained, showing detail en-
hancement and high information content preservation. 

A first study on synthetic images has allowed defining the best associations be-
tween images and RGB channels, where the importance of associating the image with 
a high information content to the green channel has been pointed out. 

The application of the algorithm on the images of the triphasic liver has empha-
sized the advantage of using the color to interpret the texture of the liver and tumor 
since the gray levels can fool the eye. The need to perform a processing of images to 
highlight the pathology with respect to the parenchyma has been demonstrated as 
well. 
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