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Abstract. In this paper we show that Saliency-based keypoint selection makes 
natural landmark detection and object recognition quite effective and efficient, 
thus enabling augmented reality techniques in a plethora of applications in 
smart city contexts. As a case study we address a tour of a museum where a 
modern smart device like a tablet or smartphone can be used to recognize paint-
ings, retrieve their pose and graphically overlay useful information. 
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1 Introduction  

The growth of mobile devices equipped with high quality displays, high resolution 
cameras and high processing capabilities allows new computer vision applications to 
be deployed. In particular in the context of smart cities, augmented reality is an enabl-
ing technology for a number of applications in tourism, arts and intelligent buildings 
since as defined in the European context the presence of cultural facilities is a key 
indicator for smart cities quality evaluation [12]. 

It is well-known that accurate object recognition and pose detection are key build-
ing blocks to develop effective Augmented Reality (AR) applications. Moreover, 
when artificial landmarks (e.g., 2D-bar codes, beacons, etc. [5] [6]) cannot be used, 
recognizing objects and retrieving their pose in real-time can be very challenging, 
especially on resource-constrained platforms such as mobile devices. In [13][14] dif-
ferent strategies have been proposed in order to reduce the number of keypoints (and 
corresponding local descriptors) that need to be matched. In [1] we recently intro-
duced a pose detection approach founded on a Saliency-based keypoint selection and 
reduction that has been proved to be very effective for the problem at hand.  

In this work we extend approach [1] by including an object recognition phase to be 
carried out before pose estimation, and we design a specific application to perform a 
museum tour with the aid of AR. The paper is organized as follows: in section 2 we 
present an overview of the Saliency-based keypoint selection method introduced  
in [1]; in section 3 we extend our previous approach in the context of the tour of a 
museum; finally, in section 4 we draw some conclusions. 
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2 Saliency-Based Keypoint Selection: An Overview  

In this section we summarize the method we proposed in [1] for Saliency-based key-
points selection.  

Given an object, a preliminary training step is performed to define the object mod-
el based on its most salient keypoint descriptors. The training set is composed by a 
single reference image ܫ௥௘௙  of the object acquired in neutral viewpoint and lighting 
conditions and by a set of N generated images ܫଵ, ܫଶ, …, ܫே which depict the same 
object under different conditions. A generic transformed image ܫ௟ ൌ ݏ݊ܽݎܶ ௟݂ሺܫ௥௘௙) is 
obtained by applying a transformation (e.g. 2D homography, a 3D projection, a light 
changing function) to the reference image.  

To evaluate saliency, keypoints detection on the reference image ܫ௥௘௙  is firstly 
performed and then each keypoint is mapped on the transformed images by applying ܶݏ݊ܽݎ ௟݂  functions. Descriptors for all keypoints are computed and a global analysis 
is performed to rank the keypoints by saliency and to retain only the m-best ones to 
characterize the object model. Highly salient keypoints are excellent candidates for 
the matching since focusing on them not only reduces the computational load but also 
improves keypoint matching accuracy.  

Even if our approach is independent of the keypoint detector and local description, 
to maximize efficiency in [1] we focused on FAST detector and BRIEF descriptors. 
Furthermore, we proved that working in the Opponent color space [3] (instead of the 
RGB space) increases the robustness with respect to light changes.   

For a given object, let ࢞௜ ൌ ሺݑ௜, ௜ሻݒ א  ௥௘௙ܫ  be a keypoint selected by the FAST 
detection algorithm [11] and be ݏ௜ its strength returned by the FAST algorithm itself. 
The set of all keypoints of the reference image is ܭௗሺܫ௥௘௙ሻ ൌ ሼሺ࢞௜, :௜ሻݏ ࢞௜ א ,௥௘௙ܫ ݅ ൌ1, … , ሽܬ . For each ࢞௜ א ௥௘௙ሻܫௗሺܭ , we define with ݀݁ݎܿݏ: ሺଶ,ௌௌሻ  ՜ ௅  the 
function that computes BRIEF descriptor [2] for a keypoint  ࢞௜ according to the im-
age patch ܲሺ࢞௜ሻ  of size S×S centered on ࢞௜ . Given the nature of BRIEF, ܊௜ ൌ݀݁ݎܿݏሺ࢞௜, ܲሺ࢞௜ሻሻሻ is a binary vector. Therefore, two binary vectors ܊௜  and ܊௝  are 
compared by using the Hamming distance ܪ൫܊௜, -௝൯ that can be computed very effi܊
ciently through a bitwise XOR operation followed by a bit count.  

Keypoint saliency is expressed in terms of detectability, distinctiveness and repea-
tability (see [1] for equations), defined as follows: 

• The distinctiveness ܦሺ࢞௜ሻ of a keypoint ࢞௜ א -௥௘௙ሻ is proportional to the diܫௗሺܭ
versity among the ࢞௜ descriptor and the descriptors of other keypoints ௝࢞ ,௥௘௙ሻܫௗሺܭא ݆ ് ݅ in the same image. 

• The repeatability ܴሺ࢞௜ሻ of a keypoint ࢞௜ א  -௥௘௙ሻ is proportional to the simiܫௗሺܭ
larity among its descriptor ࢈௜ and the descriptors of corresponding keypoints un-
der a set T of given transformations  (e.g. viewpoint and lighting).  

• The detectability ܨሺ࢞௜ሻ of a keypoint depends of the score values returned by the 
keypoint detection algorithm (i.e. in FAST, the score is the corner strength [2]) 
and quantifies the aptitude of a given keypoint to be detected under various view-
point and lighting changes. The detectability of a keypoint ࢞௜ א -௥௘௙ሻ is simpܫௗሺܭ
ly an average (normalized in the range [0,1]) over the scores of all keypoints in the 
original image and its transformed versions.  
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It is worth noting that while detectability is related to keypoint stability under trans-
formation, repeatability and distinctiveness are related to the discriminant power of 
descriptors. Detectability, distinctiveness and repeatability are finally combined in 
order to determine the keypoint Saliency S, as follows: ܵሺ࢞௜ሻ ൌ ωோܴሺ࢞௜ሻ ൅ ω஽ܦሺ࢞௜ሻ ൅ ωிܨሺ࢞௜ሻ (1)

where ωோ, ω஽ and ωி  are weights assigned to repeatability, distinctiveness and de-
tectability, respectively. 

3 A Case Study: A Museum Tour with Augmented Reality  

The Saliency-based approach proposed in [1] is here extended with a (pre)matching 
phase and applied to the painting recognition and pose estimation, which constitute 
useful building blocks to develop AR based museum tour. A number of AR solutions 
in the field of cultural heritage and mobile multimedia guides have been recently pro-
posed [7][8][9][10]. Authors of [7] and [9] introduced an exhaustive overview of the 
main challenges related to conception, implementation, testing and assessment of a 
smart museum. In PALM-Cities Project [10] technologies such as NFC and QR 
Codes have been adopted to handle the interaction with the user whereas in [7] an 
hybrid approach based on markerless tracking plus a rotation sensor is used to allow 
free movements of the user mobile device.  

Similarly to [7], in our application the user is expected to enjoy paintings in a mar-
kerless environment by interacting with a mobile device (e.g. tablet, smartphone or 
smart glasses) provided with a camera that captures videos of paintings under differ-
ent conditions (i.e., moderate changes of viewpoint and lighting).  

Once a painting has been recognized and its pose has been retrieved the application 
can properly superimpose to the live camera view useful pictorial or textual informa-
tion concerning the painting itself (see Fig. 1 for an example).  

An overview of the approach is presented in Fig. 2: during the training phase we 
use a single reference image of each painting to compute the painting model including 
only the most salient keypoints. Models are then stored in a database which is made 
available to the user’s mobile device. 

In this study we consider 10 famous paintings (see Fig. 3). For each painting p we 
downloaded the reference image ܫ௣௥௘௙from the web and printed it on paper (A3 for-
mat). Paintings were then hanged to the walls of our lab to simulate a museum room.  

 

Fig. 1. Example of augmented information geometrically coherent with the painting pose. 
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Fig. 2. Overview of the proposed application based on keypoint saliency evaluation. 

 

Fig. 3. The 10 famous paintings we consider in our study. 

For each reference image, we generated 80 artificial transformations to be used for 
the training phase: the variations considered are random homographic transformations 
within predefined parameter ranges. 

Test was performed using a smart device and capturing videos of each printed 
painting while moving in front of the painting; for each video we selected 30 frames 
characterized by different lighting and pose conditions, hence our test set is composed 
of 300 images (see Fig. 4 for some examples).  

We performed two different experiments: the former to evaluate recognition accuracy 
and the latter to evaluate the correctness of the estimated pose. In both these experiments 
our Saliency-based ranking is compared to a standard FAST score-based ranking.  
For each test image ܫ௧௘௦௧ , the painting recognition phase is implemented as follows: 
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Although RANSAC is somewhat robust with respect to outliers, the advantages of 
using only relevant keypoints are here evident in terms of precision of the recovered 
viewpoint transformation. We also note how our ranking leads to consolidate a higher 
number of inliers and therefore a better viewpoint estimation with respect to the 
FAST-scores based selection. 

To numerically quantify pose estimation accuracy we manually marked (as ground 
truth)  the four painting corners both for each reference image and each test frame. A 
pose is then considered correct when the projected painting corners (according to the 
estimated homography) have a spatial distance from the corresponding ground truth 
lower than a prefixed threshold. 

In the graph of Fig. 6a we show the percentage of "correct pose" estimation aver-
aged over all 300 tests images.  

We can easily note that, in both cases, the curves have an increasing trend up to a 
relatively small value m of best keypoints and then start decreasing. The optimal per-
centage of keypoint falls in the range [5%, 20%] in our approach, and in [15%, 30%] 
when selection is performed according to FAST scores.  

Fig. 6b shows the average processing time for a single frame analysis as function 
of the keypoints percentage. For this experiment we used a Samsung ATIV Smart PC 
(Intel Atom Processor Z2760 1.5 Ghz) tablet device. Even if the code (written in C# 
for .NET) was not highly optimized, by selecting a percentage of keypoints below 5% 
we can provide a frame rate from 3 to 5 frame/s, ensuring, at the same time, good 
accuracy in terms of object recognition and pose estimation.   

 

 

Fig. 6. (a) Average percentage of correct poses by varying the percentage of the keypoints 
ranked both according to Fast-scores and our Saliency-based approach; (b) Average processing 
time (milliseconds) required for a single frame analysis including painting recognition and pose 
estimation on Intel Atom Processor Z2760 1.5 Ghz. 

(a) 

(b) 
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4 Conclusions  

In this paper we proved the feasibility of a markerless AR application running on 
mobile devices. Initial results with a limited database (10 paintings, 300 test poses) 
are quite promising. The main strength of the proposed Saliency-based ranking and 
selection relies in the significant reduction of the amount of features to be matched, 
thus allowing real-time implementation on resource-limited computer architectures 
without compromising recognition accuracy. In the future, we intend to study the 
efficacy and efficiency of this technique when scaling to larger datasets and with dif-
ferent combinations of feature detectors / local descriptors. On the one side, we expect 
that painting recognition accuracy and efficiency can be negatively affected when a 
large number of painting models are stored in the database. However, for the applica-
tion considered this is not a serious problem since a single tag (e.g. NFC, e-beacon, 
etc.) could be placed inside each room to coarse localize the user and restrict the data-
base search to the paintings located inside the current room.  
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