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Abstract. This paper describes a positioning algorithm for mobile phones based 
on image recognition. The use of image recognition based (IRB) positioning in 
mobile applications is characterized by the availability of a single camera for 
estimate the camera position and orientation. A prior knowledge of 3D envi-
ronment is needed in the form of a database of images with associated spatial 
information that can be built projecting the 3D model on a set of synthetic solid 
images (range + RGB images). The IRB procedure proposed by the authors can 
be divided in two steps: the selection from the database of the most similar im-
age to the query image used to locate the camera and the estimation of the posi-
tion and orientation of the camera based on available 3D data on the reference 
image. The MPEG standard Compact Descriptors for Visual Search (CDVS) 
has been used to reduce hugely the processing time. Some practical results of 
the location methodology in outdoor environment have been described in terms 
of processing time and accuracy of position and attitude. 
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Smartphones · Low cost 

1 Introduction 

As known, the positioning in indoor environments and within urban canyon is diffi-
cult and with poor accuracy through the use of common sensors GPS/GNSS. In recent 
years there has been evaluated the possibility of using alternative sensors that allow 
the positioning in these areas; among these image [1], optical [2], radio [3], magnetic 
[4], RFID [5] and acoustic [6] sensors were analyzed and tested. 

The improvement of the sensors for image acquisitions included inside smart-
phones makes it possible to use these tools, more and more common, for navigation 
based on images; furthermore a challenge of this approach is to achieve real-time 
capability.  

Kitanov et al. [7] compare image lines, that have been detected in images of a ro-
bot mounted camera, with a 3D vector model. Jason Zhi Liang generated a sparse 
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2.5D georeferenced image database using an ambulatory backpack-mounted system 
with two 2D laser scanners, two fish-eye cameras and one orientation sensor original-
ly developed for 3D modeling of indoor environments.  

In this paper we propose an innovative approach for positioning/navigation using a 
single camera of a mobile phone based on image recognition, exploiting 3D environ-
ment models in form of a set of 3D solid images (range+RGB data) and the new 
MPEG standard Compact Descriptors for Visual Search (CDVS). IRB positioning 
represents a good opportunity for Location Based Services (LBS), for example in the 
case of GNSS/Pseudolites denied environments as dense urban scenarios. Moreover, 
an advantage of IRB technology is the availability of 3D orientation of the used de-
vice (smartphone), information not available or not reliable using alternative position-
ing technologies.  

A Terrestrial LiDAR Survey (TLS) with an associated camera can be used to ac-
quire the 3D model of urban environment and to generate the database of reference 
images, a set of synthetic 3D images produced projecting the clouds of points over 
synthetic image plans. In this context MPEG algorithms for visual search play an 
important role in defining light and interoperable solution for processing and compar-
ing the query and database images. This location procedure can be used for accurate 
navigation and augmented reality in urban scenarios for smart phones applications. In 
these use cases, to optimize battery consumption and compensating latencies of few 
seconds, the IRB procedure can be used jointly with inertial system, in particular with 
PDR (Pedestrian Dead Reckoning) technology. 

The proposed procedure has already demonstrated excellent results in indoor envi-
ronment [8], [9], then the purpose of this article is to validate the procedure also for 
the outdoor case. 

2 The Positioning Procedure 

The proposed procedure can be divided in two steps. As first step, a reference image 
is selected out of the database of images synthetically generated from the 3D envi-
ronment model; this selection procedure exploits MPEG CDVS [10] visual search 
technology. The second step of the positioning procedure is the estimation of the 
camera parameters (position and orientation) based on available 3D information on 
the previously selected reference image according to the collinearity equations [11]. 
Key points and related features are extracted from query and reference images and 
matched for the selected set of key-points pairs. 

In this section the positioning procedure is described in terms of functional steps 
(Image DB set up, reference image extraction, camera parameter estimation for the 
query image camera); the section 3 describes the test site, the image based positioning 
procedure and the related set up procedure; section 4 presents the performance results 
in terms of achieved accuracy and processing time gain. 
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From the 3D model of the environment, a database of Solid Images (SIs) is created. 
SIs are synthetic RGB color images with the additional information about the distance 
from the camera center of the spatial point represented in each pixel [12]. Combining 
the camera parameters information together with the distance of object represented in 
the pixel from the camera, the 3D position of points is estimated, in terms of 3D coor-
dinates of key points in the model reference system.  

2.3 The Retrieval of Reference Image out of the Reference Database 

The goal of the retrieval procedure is to select a reference image out of the images 
database with the highest level of similarity with the query image acquired by the 
terminal camera. To quickly select out of a database the most similar image, the fol-
lowing operations have been defined by MPEG CDVS:  

• the images of the database are preliminary ranked based on a global descriptors 
similarity score when compared with the query image. Global descriptors provide a 
statistical representation of a set of most significant local descriptors extracted 
from the two images;  

• for the images selected in previous step, the pairwise matching procedure with 
query image is executed between a limited number of most significant extracted 
key points. Trying to couple similar key points present in both images, the matched 
key points are validated by a geometric check [13] based on the concept that the 
statistical properties of the log distance ratio for pairs of incorrect matches are dis-
tinctly different from the properties of that for correct matches. 

2.4 The Estimation Procedure of Camera Parameters  

The second step of the location procedure, EO (External Orientation) parameters es-
timation (position and orientation), is based on the resolution of collinearity equations 
where key points of the query image are associated with 3D position information 
available in the reference image extracted from the database, with related spatial in-
formation (see 2.2). The 3D information is stored in construction of the solid images 
where for each pixel the distance (range) of the obstacle depicted in the image is re-
ported, together with internal/external orientation parameters of SI in terms of orienta-
tion, focal length and sensor position. 

The information that should be estimated in the location procedure are the EO pa-
rameters of the query image camera. The procedure to estimate these parameters from 
a solid image consists of the following steps: 

1. features extraction from query and reference images using SIFT detector [14] or 
CDVS key point detector [10]; 

2. CDVS geometric check (DISTRAT) [13] is used for a coarse preliminary rejection 
of matched outliers; the use of DISTRAT is required to speed up outliers rejection 
procedure. However, the DISTRAT output still contains few percentiles of outliers 
in the selected set of paired features; 
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3. given the set of common features selected out of DISTRAT geometric check, the 
fundamental matrix is estimated with a RANSAC procedure, where the fundamen-
tal matrix is a representation of the rototraslation of the camera between query im-
age and reference image [15]. This step allows to exclude remaining outliers out of 
DISTRAT check. In fact, the preliminary use of DISTRAT reduces the percentage 
of outliers from 30-70% order to few percentiles, this allows to strongly reduce the 
RANSAC execution time, approximately of 100 times  (at this stage focal length 
is assumed to be similar in both images out of retrieval step and the camera distor-
tion model are not taking into account); 

4. the spatial information (3D coordinates) of the common features between query 
and reference image is retrieved using the solid image information available for the 
reference images of the DB, derived from the 3D model of the scene; 

5. using the collinearity equations the EO parameters are estimated ([15], [16]), as 
this step is implemented through a non-linear Least Square estimation, as starting 
solution the EO parameters of the selected SI out of step 2.3 are considered.  

3 The Test Site 

An outdoor test has been done to validate the procedure analyzing the result accuracy. 
The defined area is along three blocks of via Garibaldi, an historical central pedestrian 
road, in Torino (Piedmont, Italy). A Faro laser scanner (series Cam2 Focus 3D) has 
been used for a TLS survey composed by six scans for a length of about 150 m. Ex-
amples of used scans are presented, as spherical images, in fig. 2 (right). However, if 
the interest area is larger, it is possible to acquire the colored point cloud and to gen-
erate the 3D model of the environment using Mobile Mapping Systems techniques 
(MMS), that allows to get information over a large area in a short time [17].  

  

Fig. 2. Example of spherical image in pedestrian downtown road 

In order to generate a reference images database characterized by an exhaustive 
cove-rage of all the possible perspective of the environment, a grid of points have been 
taken into account. Points are spaced 2 meters on the direction orthogonal to buildings 
front and 3 meter on the direction parallel to building front. For each points 16 differ-
ent headings on the horizontal plane and 4 different inclination of the vertical axe (0, 5, 
10 and 15 degrees) have been considered for a total of 64 images (Fig. 3, left), 1826 
images for a single laser scanner position [18]. Fig. 3 (right) shows a snapshot of some 
synthetic images of the DB. 
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Fig. 5 describes an examples of results of key points detection, matching and out-
liers rejection in a couple of query and reference images. Query images and TLS are 
acquired in not ideal condition including people and cars randomly present in the 
scene, good level of similarity is detected between the two images. A maximum num-
ber of 2000 key points have been selected, ranked by the absolute value in descending 
order of the response of the keypoint to the Laplacian of Guassian filtering (peak), 
bring benefit in terms of reduction of number of key points. 

Table 1. Accuracy results in outdoor trial for position (ΔX ΔY ΔZ) and attitude (Δω Δφ Δk) 

Param ΔX [m] ΔY [m] ΔZ [m] Δω [rad] Δφ [rad] Δk [rad] 
|Max| 0.420 0.500 0.320 0.139 0.037 0.118 
Mean 0.059 -0.023 0.045 0.035 -0.012 -0.081 

Dev.St. 0.249 0.383 0.191 0.098 0.047 0.093 

 

Fig. 5. Example of query and reference images key points matching results. 

4.2 Processing Load 

The tests have shown that the use of geometric check in pairwise matches outliers 
rejection allows to reduce processing time of a factor of 10 times or more with respect 
of pure RANSAC procedure, in case of medium degree of similarity between the 
query and the reference image, guaranteeing at the meantime an good accuracy. 

Table 2 describes the processing load results of outlier rejection procedure for pure 
RANSAC procedure versus the hybrid DISTRAT and RANSAC approach, for an 
Intel Core 2 T7500 processor. When the similarity between query and reference im-
age is not so high (the rate of good matches is around 30%) the hybrid approach pro-
vide strong benefit. Otherwise the processing load for the 2 approaches is similar. 

Table 2. Processing load gain: hybrid DISTRAT and RANSAC vs RANSAC 

Rate of inliers RANSAC only DISTART+RANSAC 
35% 10 sec 0.6 sec 
70% 0.5 sec 0.6 sec 

5 Conclusions 

The proposed location procedure offer a good level of accuracy with a standard error 
of few decimeters in the described scenarios. It is a very good results if we remember 



192 G. Ghinamo et al. 

that the approach is based on a single camera available on the smartphones, whose 
characteristics are significantly different respect to the cameras used for photogram-
metric purpose. In the collinearity equations the focal length and the principal point 
are assumed known (it is also possible to take the nominal focal length, but it was not 
used in these tests). The proposed technique can be a component of image based na-
vigation that we are now analyzing introducing the integration of the internal sensors 
data acquired from the smartphones or video odometry for consumer camera. 
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