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Preface

This volume composes the proceedings of the Ninth International Conference on
Genetic and Evolutionary Computing (ICGEC 2015), which was hosted by
University of Computer Studies, Yangon and was held in Yangon, Myanmar on
26–28, August, 2015. ICGEC 2015 was technically co-sponsored by Springer,
Ministry of Science and Technology, Myanmar, University of Computer Studies,
Yangon, University of Miyazaki in Japan, Kaohsiung University of Applied
Science in Taiwan, Fujian University of Technology in China and VSB-Technical
University of Ostrava. It aimed to bring together researchers, engineers, and poli-
cymakers to discuss the related techniques, to exchange research ideas, and to make
friends.

93 excellent papers were accepted for the final proceeding. Three plenary talks
were kindly offered by: Professor Chin-Chen Chang (IEEE Fellow, IET Fellow,
Feng Chia University, Taiwan), Professor Yutaka Ishibashi (IEICE Fellow, Nagoya
Institute of Technology, Japan), and Professor Jun Murai (Keio University, Japan).
Prof. Jun Murai is known as the “Internet samurai” and, in Japan has also been
called “the father of the Internet in Japan”.

We would like to thank the authors for their tremendous contributions. We
would also express our sincere appreciation to the reviewers, Program Committee
members and the Local Committee members for making this conference successful.
Finally, we would like to express special thanks for the financial support from
University of Miyazaki, Japan in making ICGEC 2015 possible.

June 2015 Thi Thi Zin
Jerry Chun-Wei Lin

Jeng-Shyang Pan
Pyke Tin

Mitsuhiro Yokota
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An Efficient Solution for Time-Bound
Hierarchical Key Assignment Scheme

Jeng-Shyang Pan, Tsu-Yang Wu, Chien-Ming Chen and Eric Ke Wang

Abstract Time-bound hierarchical key assignment (TBHKA) scheme is a crypto-
graphic method. It can assign encryption keys depending on time to a set of security
classes in a partially ordered hierarchy. Only the authorized user can compute the
encryption key to access the subscribing class (including lower down class) accord-
ing to the hierarchy. In 2005, Yeh firstly proposed a RSA-based TBHKA scheme
supporting discrete time period. However, it had been proved insecure against user
colluding attacks. Up to now, there are less study for TBHKA scheme supporting
discrete time period. In this paper, we propose a secure and efficient TBHKA scheme.
Our scheme is based on pairing-based public key cryptosystem and supports discrete
time period. The security analysis is demonstrated that our scheme is secure against
outside adversary and malicious user. Finally, we make comparisons between re-
cently proposed two TBHKA schemes and our scheme. It will show the advantages
of our scheme.

Keywords Hierarchical key assignment · Time-bound · Bilinear pairing · Security
1 Introduction

The access control (AC) problem is to dominate who can access the sensitive re-
sources in a system. According to users priority, users are organized in a hierarchy

J.-S. Pan
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formed by several disjoint classes called security classes. These classes have differ-
ent limitations on the resources. In other words, some users own more access rights
than others. In the real world, the AC problem is applied to several applications such
as hospital system, computer system, etc.. For example, in computer system, admin-
istrator has the high priority to access all files including sensitive files, but general
users only access some common files. Up to now, several famous hierarchical key
assignment schemes [1, 4, 10] had been published to solve the AC problem.

In some applications, time-bound property may be involved in the AC problem
such as Pay-TV system. In Pay-TV system, subscriber desires to subscribe some
channels for some certain time periods such as three month, half year, or one year.
Hence, subscribers should be assigned different keys for each time period. If the time
period expires, the subscriber should not derive any keys to access subscribed chan-
nels. Time-bound hierarchical key assignment scheme is a cryptographic method.
It assigns several encryption keys to a set of security classes in a partially ordered
hierarchy, where the keys are dependent on the time. Note that if two classes form
a relation, the subscriber who is in the higher class can access the resources in the
lower class, however not vice versa.

In 2002, Tzeng [12] proposed the first time-bound hierarchical key assignment
(TBHKA) scheme by using Lucas function. However, Yi and Ye [18] showed that his
scheme suffered from a user colluding attack. In 2004, Chien [8] proposed an efficient
TBHKA scheme by using two hash values. Unfortunately, his scheme also suffered
fromauser colluding attack [17]. In2005,Yeh [16] proposedanRSA-basedhierarchi-
cal key assignment scheme. Yeh’s scheme is the first TBHKA scheme
supporting discrete time period. However, his scheme also suffered a user colluding
attack [2]. In 2006, Ateniese et al. [3] defined a unconditionally secure and compu-
tationally secure setting for a TBHKA scheme. They also proposed a secure pairing-
based TBHKA scheme supporting discrete time period. In the same year, Wang and
Laih [13] proposed a TBHKA scheme by usingmerging. In 2012, Chen et al. [5] pro-
posed a TBHKA scheme without tamper-resistant device. In the same year, Tseng
et al. [11] proposed two time-bound keymanagement schemeswithout hierarchy. The
first schemecombinespairing-basedpublic keycryptosystemandLucas function [12]
and is suitable for continuous timeperiod.The second scheme fuses pairing-based and
RSApublic key cryptosystems and is suitable for discrete timeperiod.Recently,many
researchers focus on the study of TBHKA in cloud computing. In 2013, Chen et al.
[6] proposed the first hierarchical access control scheme in cloud computing named
CloudHKA. They usedCloudHKA to encrypt outsourced data so that the resulted data
are secure against honest but curious cloud server. In 2014, Wu et al. [15] extended
Chenet al.’s scheme [5] topropose thefirstTBHKAscheme incloudcomputing.Later
on, He et al. [9] proposed an efficient solution for TBHKA in cloud environment.

Up to now, there are less study for TBHKA scheme supporting discrete time pe-
riod. In this paper, we propose a secure and efficient TBHKA scheme. Our scheme
is based on pairing-based public key cryptosystem and supports discrete time pe-
riod. The security analysis is demonstrated that our scheme is secure against out-
side adversary and malicious user. Finally, we make comparisons between recently
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proposed two TBHKA schemes [3, 16] and our scheme.We can find that our scheme
is more efficient than Ateniese et al.’s scheme [3].

The rest of this paper is organize as follows: In Section 2, we introduce the related
background knowledge for our TBHKA scheme. Our concrete scheme is proposed
in Section 3. In Section 4, we demonstrate the security analysis of our scheme. The
performance analysis and comparisons are made in Section 5 and the conclusions
are draw Section 6.

2 Background Knowledge

In this section, we brief introduce the related background knowledge of our scheme
including partially ordered hierarchy, bilinear pairings, and the discrete logarithm
assumption in elliptic curve.

2.1 Partially Ordered Hierarchy

In a partially ordered hierarchy (C,�), there is a binary relation � partially orders
the set of classes C. For any two classes Ci , C j ∈ C, the notation C j � Ci means
that the priority of Ci is higher then C j . Hence, a user in Ci can access C j and the
opposite is forbidden. Obviously, Ci � Ci for any Ci ∈ C. In addition, the partially
ordered hierarchy (C,�) can be represented by a directional graph, where each class
corresponds to a vertex in the graph and there exists an edge from class Ci to C j if
and only if C j � Ci . For the detailed descriptions about partially ordered hierarchy,
readers can refer to [3, 12].

2.2 Bilinear Pairings

LetG1 andG2 be two groupswith a same large prime order q, whereG1 is an additive
cyclic group of an elliptic curve E(Fp) over a finite field Fp andG2 is amultiplicative
cyclic group of Fp. A bilinear pairing e is a map defined by e : G1 × G1 → G2 and
satisfies the following three properties:

1. Bilinear: For all P , Q ∈ G1, a, b ∈ Z
∗
q , we have e(a P, bQ) = e(P, Q)ab.

2. Non-degenerate: For all P ∈ G1, there exists Q ∈ G1 such that e(P, Q) = 1G2 .
3. Computable: For all P, Q ∈ G1, there exists an efficient algorithm to compute

e(P, Q).

The detailed descriptions for bilinear pairings can be referred to [14].

2.3 Discrete Logarithm (DL) Problem in Elliptic Curve

• Discrete logarithm (DL) problem: Given P , a P ∈ G1 for a ∈ Z∗
q , the DL

problem is to compute the value a.
• DL assumption: No probabilistic polynomial time (PPT) algorithm can solve the
DL problem.
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3 Proposed Scheme

In this section, we propose an efficient time-bound hierarchical key assignment
scheme. In the proposed scheme, we assume that each user can access some re-
sources in a set Ti of discrete time intervals, for example {January, March, June}.
Without loss of generality, we assume that these resources are stored in a set of classes
C = {C1,C2, . . . ,Cn}. Note that the n classes form a directional graph with the rela-
tion � mentioned in Subsection 2.1. Meanwhile, we define the maximal system life
time as T = {1, 2, . . . , z}, ie. Ti ⊂ T . The proposed scheme consists of following
three phases: System setup, User subscribing, and Encryption key derivation phases.

3.1 System Setup Phase

The system vender (SV) constructs a set of classes C and deploys the resources into n
classes. It means that a directional graph (C,�) is produced. Then, the SV generates
the needed keys and parameters as follows.

1. The SV selects a elliptic curve E over a finite field Fp and defines a bilinear
map e : G1 × G1 → G2 mentioned in Subsection 2.2. A generator P ∈ G1 is
generated and then a public value Ppub = s · P is computed, where s ∈ Z

∗
q is a

secret value kept by the SV.
2. For each class Ci , the system vender selects a secret value ai ∈ Z

∗
q kept by the

SV. Then, for each time period t ∈ {1, 2, . . . , z}, the system vender chooses
other secret values bt ∈ Z

∗
q , t = 1, 2, . . . , z, kept by the SV.

3. For each C j � Ci , ie. user in Ci can access C j (there exists a edge from Ci to
C j ), the system vender computes the public value Pi, j = (a j/ai ) · Ppub.

4. In order to protect the resource of class Ci in time period t ∈ {1, 2, . . . , z}, the
system vender compute an encryption key Ki,t = e(ai P, Ppub)

bt .

Finally, the SV publishes public parameters {e,G1,G2, q, P, Ppub, Pi, j }.

3.2 User Subscribing Phase

When a user subscribes class Ci in time period Ti ⊂ {1, 2, . . . , z}, the system vender
computes a key ai bt P for t ∈ Ti and sends it to the user. Note that ai bt P can be
used to derive the encryption key Ki,t .

3.3 Encryption Key Derivation Phase

For any user in class Ci with her/his subscribing time period Ti , she/he can compute
the decryption key K j,t of class C j if and only if C j � Ci and t ∈ Ti . The key
derivation is shown as follows:

K j,t = e(Pi, j , ai bt P) = e((a j/ai ) · Ppub, ai bt P) = e(a j P, Ppub)
bt .
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4 Security Analysis

In this section, we demonstrate the security of our scheme. Since the encryption key
Ki,t is computed by the public value Pi, j and key ai bt P , the security of Ki,t relies
on (1) the security of Pi, j and (2) the security of ai bt P .

Lemma 1. Under the discrete logarithm assumption in elliptic curve, any outside
adversary and inside user cannot obtain the secret value ai and a j from Pi, j =
(a j/ai ) · Ppub for all i and j .

Proof. By the discrete logarithm assumption, no probabilistic polynomial time al-
gorithm can be used to compute the secret value ai and a j from Pi, j . In other words,
given a public value Pi, j = (a j/ai ) · Ppub, anyone cannot obtain the secret values
ai and a j from Pi, j for some i and j .

Lemma 2. Under the discrete logarithm assumption in elliptic curve, any outside
adversary and malicious user cannot compute an unauthorized key ai bt P to access
some class Ci in some time period t.

Proof. Here, we consider the two cases:

(1) For the outside adversary, he wants to compute an unauthorized key ai bt P for
some i and t . By Lemma 1, any outside adversary cannot obtain the secret value
ai from public value Pi, j . Meanwhile, the value bt is kept by the system vender
secretly. Thus, this case is impossible.

(2) For the malicious user, he wants to access some unsubscribed class or access
some class in an unsubscribed time period. By the same reason from Case (1),
it is impossible.

By Lemmas (1) and (2), we have proven the proposed scheme is a secure time-
bound hierarchical key assignment scheme.

Theorem 1. Under the discrete logarithm assumption in elliptic curve, the proposed
scheme is a secure time-bound hierarchical key assignment scheme.

5 Performance Analysis and Comparisons

In this section, we make the performance analyze and comparisons between two
time-bound hierarchical key assignment schemes supporting discrete time periods
(Ateniese et al.’s scheme [3] and Yeh’s scheme [16]), and our scheme. In order
to convenience to evaluate the computational cost, we first define the following
notations:

• T Ge: The time of executing a bilinear pairing operation, e : G1 × G1 → G2.
• T Gmul : The time of executing a scalar multiplication operation of point in G1.
• Texp: The time of executing a modular exponentiation operation.
• Tinv: The time of executing a modular multiplicative inverse operation.
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In the system setup phase, it requires T Ge + Texp to generate the encryption key
Ki,t for class Ci in time period t . It requires T Gmul to compute a user key ai bt P in
the user subscribing phase. In the encryption key derivation phase, it requires T Ge

to derive the encryption key Ki,t . Finally, to compute the public value Pi, j requires
T Gmul + Tinv computational cost.

In the following Table 1, we demonstrate the comparisons between Ateniese
et al.’s scheme [3],Yeh’s scheme [16], andour scheme in termsof the key construction
and the computational cost of each phase. It is easy to see that Yeh’s scheme [16]
is based on the RSA public key cryptosystem and Ateniese et al.’s scheme [3] and
our scheme are based on the pairing-based public key cryptosystem. However, Yeh’s
scheme [16] suffered user colluding attack mentioned by Ateniese et al. [3].

On the other hand, the performance of our scheme andAteniese et al.’s scheme [3]
are the same except the user key generation and the public value generation. In [7],
the simulation results show that one modular exponentiation operation is about 2.5
times scalar multiplication operation of point in G1, ie. Texp ≈ 2.5T Gmul . Hence,
our scheme is more efficient than Ateniese et al.’s scheme [3]. In addition, both
schemes are provably secure.

Table 1 The comparison between the recent proposed time-bound hierarchical key assign-
ment schemes and our scheme

Yeh’s Ateniese et al.’s Our
scheme [16] scheme [3] scheme

Public key Pairing Pairing
construction RSA based based

Encryption key
generation 2Texp T Ge + T Gmul + Texp T Ge + T Gmul + Texp
User key
generation Texp Texp + Tmul T Gmul + Tmul

Encryption key
derivation Texp T Ge T Ge
Public value
generation × Texp + Tinv T Gmul + Tinv

Colluding Provably Provably
Security attacks [2] secure secure

6 Conclusions

In this paper, we have proposed a time-bound hierarchical key assignment (TBHKA)
scheme. The security analysis is demonstrated that our scheme is provably secure
against outside adversary and malicious user. With comparing the recently proposed
two TBHKA schemes supporting discrete time period, our scheme is very efficient.

Acknowledgments This work is supported by Shenzhen Strategic Emerging Industries
Program of China (No. ZDSY20120613125016389).
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Quaternion Principal Component Analysis  
for Multi-modal Fusion 

Meng Chen, Chenxia Wang, Xiao Meng and Zhifang Wang * 

Abstract This paper proposes a multi-modal fusion method that based on 
quaternion, and principal component analysis (PCA) in quaternion field is 
involved in our algorithm. We can fuse four different features into quaternion and 
complete the recognition process in quaternion field. This algorithm reduces the 
equal error rate (EER) while fusing more kinds of features. Our experiments that 
fuses three kinds of modalities and four different features with two kinds of 
modalities respectively show a observably improvement on recognition rate with 
the proposed algorithm. 

Keywords Quaternion field · Multi-modal fusion · PCA · KPCA 

1 Introduction 

Biometric identification technology achieve the individual identification by 
physiological(fingerprint, iris, face, etc.) and behavioral(gait, signature, voice, 
etc.) characteristics with inherent human body.[1] Compare with the traditional 
identity authentication, biological feature is universal, stable and sole. So the 
biometric identification technology has better safety, reliability and validity. It can 
not only achieve the authentication function, but also complete the binding of user 
ID and user’s biological feature. With the development of computer technology 
and the improvement of the demand of social public security and personal 
information security, biometric identification technology has been widely used 
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and developed in various fields. However, with the use of biometric identification, 
some problems of the traditional unimodal biometric identification have been 
appeared. It is mainly reflects in recognition performance and system security. 
Although the recognition rates of sundry unimodal biometric identification 
technology have been higher, it is not enough for some complex environments. 
For example the airport and station where has a high flow of people. Meanwhile, 
the progress of forgery technology makes the unimodal biometric identification be 
easy to cheat by false features. The multi-modal biological feature fusion 
technology can overcome these above defects. So it has a speedy development in 
recent years. 

It is start-up phase of multi-modal biological feature fusion from 1995 to 2000. 
The concept of multi-modal is came up by Bigun and Duc [2,3] in 1997. Their 
method  fused voice and face features by supervised learning and Bayesian theory 
with a high accuracy. With the development of multi-modal fusion technology, there 
are many feasible fusion algorithm that are came up in recent years. Ling Lin [4] 
proposed a fusion method that can fuse face and palm print features in the feature 
level in 2011. She extracted these biometrics features with Gabor wavelet and two 
dimensional principal component analysis techniques. And she fused biometric 
features of two modalities with a new weighting strategy. There are also face-ear 
fusion [5], palm print-hand vein fusion [6], etc. However, most of them can just fuse 
two single-feature modalities or one modality with two kinds of feature. Looking up 
the existing algorithms, Serial rule [7] and weighted sum rule [8] are two kinds of 
famous fusion method in the feature level. They can both improve the recognition 
rate comparing with single modality. But it is not good enough. 

In this paper, we will propose a quaternion based fusion algorithm that can fuse 
four different features at most. And the recognition rate of the proposed algorithm 
is better than single feature, serial rule and weighted sum rule. The content of this 
paper can be summarized as follows: Firstly, introduce the feature extraction 
method of different kinds of modalities. Secondly, give the related knowledge of 
quaternion. Then, propose the fusion method of these extracted features and 
expand PCA to the quaternion field. Finally, give the result of our experiments. 

2 Propose Algorithm 

2.1 Multi-feature Extraction  

We fuse different biological modality  in the feature level. At the beginning of 
our algorithm, it is needed to extract features. In this stage, we involve the PCA 
[9] and the Kernel Principal Component Analysis (KPCA) [10]. PCA gives linear 
features and KPCA gives non-linear features. When there are two modalities we 
need to fuse, we respectively extract the one with PCA and KPCA and then the 
other one. We can get four kinds of features with this method. When there are 
three modalities, we extract all of them with PCA and get three kinds of features. 
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2.2 Quaternion Based Multi-modal Fusion 

2.2.1 Quaternion and Quaternion Matrix   

 is named quaternion while , , ,   and i, j, k meet 1 , , , . Quaternion  
is made up of the real part and imaginary part, respectively are and 

. According to imaginary multiplication rule, we can also rewrite quaternion  
as . If , 

, then we can define the basal operation principles of quaternion by the 
following equation. 

Equality:    , , , . 

Addition and subtraction:                                                                                    . 

Multiplication:    ·                                                                                                                . 

Square:    2 2 2 . 

Conjugate:    . 

Rules:    0. 

Modulus:    | | √ . 

If Q is the set of quaternion and matrix , then the following concepts 
and propositions are involved in the algorithm we proposed. 

1) If , then  is named self-conjugate quaternion matrix.  
called the set of order self-conjugate quaternion matrix; 

2) If exist  and 0  make (or ), then call  
the right(or left) eigenvalue of  and  is the eigenvector belong to right(or left) 
eigenvalue of . Then name  the eigenvalue of , if  is both the right and left 
eigenvalue of ; 

3) If and , then  is named extended unitary 
matrix.  

4) Quaternion matrix can expressed as  . That is the sum of two 
plural matrices we mentioned in the first paragraph. Then the induced matrix of 

quaternion matrix  can be write as plural matrix ; 

5) If  is self-conjugate quaternion matrix, then   is Hermite matrix; 

6) Quaternion matrix  and its induced matrix  has the same eigenvalues; 



14 M. Chen et al. 

 

7) If quaternion matrix  has a induced matrix , and the eigenvalue of  

is , the corresponding eigenvector is , then the eigenvector of  that is the 

eigenvalue of quaternion matrix  is ; 

If quaternion , then it has the trigonometric expression as 
follow. | |  1√  √

 

Then the formula of quaternion n-th root expresses as | | 2 2 , 0,1,2, ,  

If Q is a quaternion vector, the Euclidean norm of Q expresses as 

Q Q, Q q  

2.2.2 Orthogonal Eigenvectors 

The associative law and the commutative law of quaternion addition and the 
associative law of quaternion multiplication are easy to verify. But the 
commutative law of multiplication is not applicatory in the quaternion field. The 
operation of quaternion matrix is more complex than real or plural matrix 
according to the above reason. If we want to expand the PCA to the quaternion 
field, it is necessary to figure out the orthogonal eigenvectors of quaternion 
matrix. In theory, we can figure out the eigenvectors with the method mentioned 
in the above proposition 7. However, the eigenvectors we get with the proposition 
7 method is uncertain to be mutually orthogonal in the process of practice 
programme. In view of this, we reference a reasonable way proposed by LANG 
Fang-Nian [11] to solve this problem. 

A random self-conjugate quaternion matrix (the train sample scatter 
matrix in this multi-modal fusion recognition application is a self-conjugate 
quaternion matrix), its induced matrix is  .And   is the feature 
equation of , that is 0. Let  be the eigenvalues and the 
corresponding eigenvectors of are , 1,2, , . Build the following 
expressions with different , λj. I A λ I A λ I  I A λ I A λ I  
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If 
12  and 12  respectively are the first column vector of the above two 

expressions, and 1, 2, 1, 2 have the same dimensions. Then ,  are the 

eigenvalues of quaternion matrix , and 1 2 , 1 2  are the 
corresponding eigenvectors. In addition, they are proved to be orthogonal. 

2.2.3 Expand to Quaternion Field 

Quaternion  is consist of four parts which are one real part  and three 
imaginary parts . Let these features extracted before build the four or 
three parts of quaternions. For example, if there are feature A, feature B, feature C 
and feature D. We can build a quaternion  like . And if 
there are feature A, B and C, we can build it like 0 . In this 
way, We can get an quaternion matrix that consist of these four or three different 
features. The training and testing sample set are built in this method. We finish the 
algorithm and deal with the sample set in the quaternion field with PCA. So, it is 
necessary to expand the general PCA to the quaternion field. 

It’s easy to expand the PCA to quaternion according to the method introduced 
in the 2.2.2. If , 1,2, ,  and       ,  is the 
normalized standard training sample set. Then the generating matrix should be 1

 

  is the ith training sample vector,  is the average vector of sample set and 
 is the total of training sample. Figure out the orthogonal eigenvector set of the 

generating matrix with the method proposed in the 2.2.2, and choose same 
eigenvectors which correspond these bigger eigenvalues as principal vectors, then 
the PCA can be applied to quaternion field with general definition in the field of 
real number. It’s worth noting that the generating matrix structured with above 
method is a self-conjugate quaternion matrix.  

3 Results and Analysis 

We performed two experiments about our algorithm. Figure 1 gives the process of 
one experiment. It involves four features with two kinds of modalities which are 
face and palm print. We extract facial feature with PCA and KPCA, extract 
palmprint feature with PCA and KPCA. Then fuse them like 

 that we mentioned before. Figure 2 gives the process of another experiment that 
involves three features which respectively are face, palm print and signature. We 
extract these features with PCA and fuse them like 0 . Then 
the fusion quaternion feature are dealt with quaternion PCA. 

In our experiments, modal images are provided by Yale face database, PolyU 
palm print database and ATVS-Synthetic Signature database. Yale face database 
is made by Yale university center for computational vision and control, 15 
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volunteers, 165 pictures with different illumination, expression and posture are 
involved in it. PolyU palm print database is build by The Hong Kong Polytechnic 
University and involves 100 volunteers with 6 pictures each. And ATVS-
Synthetic Signature database contains 25 signatures of 350 users. 

 

Fig. 1 The process of the proposed algorithm(four features of two modalities). 

  

Fig. 2 The process of the proposed algorithm(three modalities). 

False match rate(FMR) and False non-match rate(FNMR) are the major two 
parameters of recognition algorithm performance evaluation. The equal error 
rate(EER) can measure the overall performance of an algorithm. It unifies FMR 
and FNMR at the same time. FMR increases with the increase of the threshold and 
FNMR decreases with the increase of the threshold. EER refers to the value of the 
intersection of FNMR and FMR in the same coordinate. For a high-performance 
algorithm, there is a smaller value of EER. The DET curve is similar to EER, the x 
and y axis of it respectively are FMR and FNMR. Lower DET curve represents  
higher performance of algorithm. 
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Table 1 EER of two-modal(four features) fusion 

Feature EER(%)

Face with PCA 13.3

Face with KPCA 15.8

Palmprint with PCA 17.7

Palmprint with KPCA 19.7

Weighted sum rule 13.3

Serial rule 11.1

Proposed algorithm 6.6

Table 2 EER of three-modal fusion 

Feature EER(%)

Face 13.3

Palm print 17.7

Signature 6.1

Weighted sum rule 4.4

Serial rule 4.4

Proposed algorithm 2.2

 
Table1 gives the data of EER of four features with two kinds of modalities. 

Table 2 gives the data of EER of three modalities. And both of them involve the 
EER of weighted sum rule and serial rule. From these tables, we can clearly see 
that the EER of algorithm we proposed is lower than any single features and the 
other two fusion method. Figure 3 and figure 4 are the DET curves of these 
algorithms and the proposed algorithm is still the lowest of them. According to 
these experiments we did, it is obviously that our algorithm has a better 
performance than the others we mentioned. At the same time, it can fuse more 
features than most existing fusion method. 
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Fig. 3 DET of two-modal(four features) fusion 

 

Fig. 4 DET of three-modal fusion 

4 Conclusions  

We proposed a new quaternion based multi-modal fusion algorithm in this paper. 
We fused different features into quaternion and generalized the general PCA to the 
quaternion field. Then achieved the identity recognition in the quaternion field. 
Comparing with most of these existing algorithms, we enhance the number of 
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feature from two to four. And our experiments showed the recognition rate have 
greatly improved than single feature and other two fusion method. 
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A Novel Load Balance Algorithm for Cloud 
Computing 

Linlin Tang, Jeng-Shyang Pan, Yuanyuan Hu,  
Pingfei Ren, Yu Tian and Hongnan Zhao * 

Abstract A good scheduling algorithm is a key for load balance system, in which 
system’s load meets users’ requirement. Here, a new load balance algorithm based 
on swarm intelligence is proposed which can enhance the production of the 
systems while schedule tasks to VMs properly. Here tasks completion time is 
compared with some other classical algorithms. The result shows that the 
proposed algorithm could meet users’ requirement and get resource utilization 
higher. The algorithm is better for network of a large area which is simulated by 
CloudSim. 

Keywords Composite sequence · Power spectrum · Direct sequence spread 
spectrum · Interference avoidance 

1 Introduction 

Cloud computing has recently emerged as a new paradigm of hosting and 
delivering services over the Internet [1][2]. That is a new style in which we won’t 
compute on local computers, but on centralized facilities operated by third-party 
compute and storage utilities. The major computing is transferred from “endpoint” 
to “cloud”[3]. Since 2007, at the time when the concept of cloud computing was 
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put forward, more and more corporations have set foot in this area, such as 
Microsoft, Google, Amazon and so forth. They provide cloud computing products 
themselves respectively. It is a trend of Internet development to the future. As one 
of the most important aspects of cloud computing, load balance has earned more 
and more people’s attention these years. There are many different definitions for 
cloud computing, one of them can be described as below. 

“A large-scale distributed computing paradigm that is driven by economies of 
scale, in which a pool of abstracted virtualized, dynamically-scalable, managed 
computing power, storage, platform and services are delivered on demand to 
external customers over the Internet [4].” 

In fact, the aim of cloud computing is to outsource computing infrastructure to 
third parties. According to different types of service, three provision models where 
Clouds are used can be given: Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS) and Software as a Service (SaaS). Virtualization, parallel 
computing, grid computing and distributed computing can be seen as the 
important techniques to cloud computing [5]. The basic structure diagram can be 
shown in the following Figure 1 [6]. 

 

 

Fig. 1 The cloud computing scenarios diagram 

Load balance algorithm, which is an important part of cloud computing, is the 
topic of this paper. It belongs to combinatorial optimization problems. It is also a 
kind of task scheduling problem. Here, an algorithm based on the Artificial Bee 
Colony is proposed and experiments is operated on Cloudsim [7][8], a cloud 
simulation toolkit, are used to show its efficiency. 

 Worker bees occupy the biggest amount in a bee swarm and they are also the 
most diligent ones in it. They work together to collect honey, product honey, 
investigate environment, guard the swarm and so on. In our algorithm, we 
simulated the behavior of worker bees based on the action they present at the time 
when they work on collecting honey. When collecting honey, based on different 
responsibilities, worker bees could be classified into scout bees, employed bees 
and onlooker bees. 
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When collecting honey, firstly, based on the multitude of nectar, the scout bees 
look for the flowers that are blooming which are the targets to collect honey. 
Secondly, after the flowers chosen, scout will dance to send messages to their 
buddies and tell them where the source is. Scout are then changed to employed 
bee which stays on the spot waiting for buddies. Due to rigorous division of labor 
and cooperation with each other, worker bees own an efficient way to collect 
honey.  

From the above, It is obviously that the method bees collecting honey used is 
much better than some other random ones. In this paper, we originated using the 
artificial bee colony algorithm to solve the load balance problem exists in cloud 
computing. This is a new method by simulating the behavior of the worker bee to 
balance the load of the cloud computing system.  

Additionally, because of the lack of hardware compared to the requirement in 
some cases, resource consumption may become of vital importance. Here the 
proposed Artificial Bee Colony algorithm could even consume little more than the 
Roud Robin one, thus having enough reason to choose it. 

The content of this work is organized as follows: Related works are given in 
section 2, our proposed algorithm is shown in section 3. Experimental results and 
analysis are proposed in section 4. A conclusion for the whole and a look into the 
future are described in section 5. Acknowledgment is shown in section 6. 

2 Related Works 

Actually, more and more intelligent algorithms are also introduced to the cloud 
computing research area. Several important events are shown as below. 

(1) M. Maheswaran put forwards dynamic heuristic allocation strategy in the 
task scheduling of distributed systems in the Hadoop [10]. 

(2)Carretero solved task scheduling problem in the network by using a genetic 
algorithm [11], aiming at getting  the minimum flow time and the shortest job 
completing time. 

(3)Jijian Xiong put forward the dynamic model of a heterogeneous 
environment [12], it solves resource assignment problems in a dynamic hetero 
generous environment through the interaction of swarm and environment. 

(4)Kazem proposed an improved simulated annealing algorithm to solve the 
task scheduling problem in the network environment [13]. 

(5)Chen Yulanput forward a constraint algorithm based on service quality, 
aiming to solve the of resource scheduling problems in grid computing [14]. 

(6) Pandey S improved a kind of algorithm based on particle swarm 
optimization to solve the calculation and transmission system overhead  in cloud 
computing [15]. 

(7)Hua Xiayu [16] put forward an ant colony optimization scheduling 
algorithm for cloud computing. 
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As above, the algorithm is one of the major ways to solve the load balance 
problems. Some behaviors of animals and plants are simulated and so does the 
algorithm we used: here we use bees’ behavior as the object to illustrate our 
thought while we use flowers to indicate the VMs we got. 

What’s more, almost every heuristic algorithm has its own consideration about 
the load balancing problem exists in cloud computing, for the reason that 
intelligent algorithm could solve some kinds of NP hard problems properly and 
the existing load balancing problem lays in the kinds. 

3 Our Proposed Method 

3.1 Parameter Settings 

In order to describe the whole designed systems, the VMs and the cloudlets should 
be established firstly. So, their parameters based on the actual system should also 
be set in advance. Parameters of a VM show the characteristics of the VM, such as 
memory, storage, bandwidth and so forth. A task, which has a pre-assigned 
instruction length and amount of data, is represented by a cloudlet. 

The parameters of a VM can be described as follows: 

1) The identification of the VM is defined as vmid. It is the unique symbol of 
the VM that is used to distinguish different VMs in the system. 

2) MIPS are the millions of instructions per second which is used to show the 
computing speed. It is a fundamental variable to measure the speed of CPUs. 

3) The image size is defined as size. It is the size of storage in a VM and is used 
to set available space.  

4) The ram describes VM memory. As long as the computer is running, 
operation data will be transferred to the memory. When the tasks are completed, 
the results will be sent from the ram. 

5) The BW is used to describe bandwidth. It represents that how much data can 
be transmitted in a fixed period, and it also shows capacity of transmitting data in 
the transport pipeline. 

6) The number of cpu is pes number. 
7) The virtual machine manager’s name is VMm. 
The parameters of cloudlet can be described as follows: 
1) The cloudlet is marked as id. It is the unique symbol of a cloudlet in the 

overall system, so that we can use it to distinguish different cloudlets. 
2) The length of a cloudlet is recorded as length. It refers to the size of a 

cloudlet  which the VM operates. 
3) The size of a file is described as filesize. 
4) The size of an output file is outputsize. After tasks are completed, it figures 

the size of the cloudlets that will be output. 
5) The utilization of a cloudlet is utilizationModel. 
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3.2 Mathematical Model 

The load balancing problem discussed in this paper is based on the number of 
cloudlets and the capacity of VMs [17].The capability of VM is shown in the 
following formulation (1). 

                 (1) 

As we can seen above, the LOAD shows the capacity of Vm, the MIPS gives 
millions of instructions per second, the NumCPU illustrates the number of cups, 
and the BW presents the bandwidth. 

Generally speaking, capacity of a VM load is based on its own capacity of 
processing tasks  where the MIPS and the number of CPU indicate. On the other 
hand, cloud computing cannot do anything without network, so VM’s load is also 
decided by the bandwidth. 

There are no doubts that MIPS decides the computing capability of a virtual 
machine. And the bandwidth presents the amount that cloud systems are affected 
by the network. 

To meet the needs of load balance, we give the definition of  it firstly. It is 
bases on the variance of the tasks’ length sum and is scheduled by every VM used. 
It is shown in the following formulation (2). 

= iii FFP /                                 (2) 

In the above formulation (2), iP  is the percentage of load of a VM in the 

system. iF is the length of scheduled tasks of a VM that describes the load. 

 At last, we introduce a judgment of balance as shown in the following 
formulation (3). 

vmNumPvmNumPbla ii /)/)(( 2  −=             (3) 

Here, the vmNum is the number of all VMs from the sample or the overall 
system according to the actual circumstance. And the variance represents average 
rate about the load of a VM accounting to the load of all VMs. The bla will be 
used to estimate the load condition in the current system. Additionally we also 
control the system with it. Through making the bla in some interval, we can 
balance the system. 

3.3 Tasks Scheduling Algorithm 

Tasks scheduling algorithm aims at searching reasonable solutions for a tasking 
assignment system at one time. In other words, it gives a locally optimal solution. 
It means that the algorithm cannot have access to the optimal solutions for all 
problems, whereas it can produce a wide range of optimal approximate solutions 
for the global optimal solutions [18]. 

BWCPU*MIPS += NumLOAD
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The scheduling algorithm in this paper is presented as follows: 
1) Initialization: Initialize all parameters of VMs and cloudlets. they are set 

based on the actual environment which we need in our projects. 
2) Selection: According to the given rate (n%), n% of all VMs are chosen as a 

sample to imply the NO.i task. At this step, we will choose the optimal VM in all 
selected VMs by formulation (2). Because of less VMs, the efficiency can be 
accepted. 

3) Judging balance: If the system is under the balance situation, we will 
distribute the task to the chosen virtual machine. Otherwise, go to the next step. 

4) Iteration: After choosing a VM, as a result of the randomness of the VM 
selection in the Step 2, we can use the iteration formulation to search an efficient 
VM to accomplish the task. The iteration formulation by which we can find a 
much more optimal solution is shown in the following formulation (4). 

))()(()1( kLOADtLOADLOADtLOAD kiii −+=+ φ           (4) 

In the above formulation, the iterative times is represented by t, and φis a 
random number between 0 and 1. Through the iteration, a better solution that 
scheduling the task to VMs will be got. 

5) Judging overload: After computing “bla”, we can make the judgement that 
whether the current system is overloaded or not. According to the result, we 
decide whether to use the limited formulation to balance the system or not. If the 
system is  overloaded, then go to the Step 6. Otherwise go to the Step 8. 

6) Limited: If the result in the Step 4 shows that current system is overloaded, 
we will use the formulation below to renewing the system to schedule the task to 
another VM, as show in the following formulation (5). 

)(* minmax LOADLOADrLOADLOAD ii −+=              (5) 

In the above limited formulation, r is a random number between 0 and 1. 

maxLOAD and
minLOAD  represent maximum and minimum the load point 

respectively.  
7) Judging balance: If the system is not balanced, then judge the loop ends , 

based on which make a decision to decide whether to go to Step 3 or not. 
Otherwise go to the Step 8. 

8) Distributing tasks: In this step, if the system is under the balance situation, 
we distribute the task to the chosen virtual machine. However, if the system is still 
not balanced, we will distribute task to a random chosen virtual machine. Because 
after using the iteration formulation and limited formulation,  if there is still not 
an appropriate virtual machine to finish the task, we can infer the current system 
has been not balanced. 

9) Judging end: By judging whether there is another task, we will go back to 
Step 2 or stop the process. 
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4 Experimental Results 

To show the efficiency and the accuracy of our proposed load balance method 
based on the ABC algorithm, the CloudSim is used for testing and giving some 
experimental results.  

In the first experiment, 350 cloudlets, 30 VMs and 750 cloudlets, 70 VMs are 
used in the experiments respectively. The experiment is designed to show the 
stability and randomness of results of the ABC algorithm. Some results are 
described in the following figure 2. 

 

 

Fig. 2 The results in the first group 

 
The detailed experimental results are shown in the following two tables 

corresponding to the above two curves in figure 2. 

Table 1 Detail data for experiment 1 

 20 times testing “finish time” results for 70 VMs and 750 Cloudlets 
Group1(ms) 31349.53 20083.28 33729.2 23945.36 23914.7 
Group2(ms) 32920.51 33552.31 23413.74 32866.8 31647.99 
Group3(ms) 31413.04 25476.38 49233.06 31578.18 23515.54 
Group4(ms) 21933.93 35610.36 24949.06 31209.13 31800.49 

 
 20 times testing “finish time” results for 30 VMs and 350 Cloudlets 
Group5(ms) 31643.31 11309.4 16030.74 22470.5 47741.43 
Group6(ms) 22659.38 29474.47 22358.58 30478.46 22208.69 
Group7(ms) 21142.57 30029.56 26066.7 14929.83 21855.76 
Group8(ms) 32606.21 31522.05 28731.22 30811.19 19660.03 
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The above graph illustrates that there is a fluctuation between 10000 and 
50000. The reason behind is that the algorithm is an intelligent and random 
algorithm, which does not produce a constant value, in another word, it is a 
dynamic random algorithm. Particularly , the line for 70 VMs and 750 Cloudlets is 
above the other. This is because of more system consumption. 

The second experiment gives the results when the number of cloudlets and the 
number of VMs change simultaneously. As shown in the following figure 3. And 
table 2 shows the detailed data in this experiment. 

Table 2 Parameters and results in the experiment 2 

 Group1 Group2 Group3 Group4 Group5 
VMs 10 20 30 40 50 
Cloudlets 100 200 300 400 500 
Best(ms) 1957.91 4529.31 3808.55 6929.32 6401.9 
Worst(ms) 9432.57 24110.44 37572.82 50335.75 63061.89 
Average(ms) 3632.91 11347.72 15674.4 24322.16 16134.31 

 
 Group6 Group7 Group8 Group9 Group10 
VMs 60 70 80 90 100 
Cloudlets 600 700 800 900 1000 
Best(ms) 8836.42 18710.71 10001.59 10409.98 11071.48 
Worst(ms) 51454.2 33145.77 68567.37 54844.61 24230.93 
Average(ms) 19273.42 25819.79 23187.1 19144.77 13457.66 

 

 

Fig. 3 The results in the second group 

Three lines in the above graph represent the best results, the worst results and the 
average results in ten groups of a large multitude of experiences respectively. In the 
above figure, when the ratio of cloudlets and VMs is fixed in every group, with the 
number of cloudlets and VMs increasing simultaneously, all the values fluctuate. 
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The worst line sharply climbs between the first and fifth group, With a fluctuation 
from value 20000 to 70000followed. Due to the intelligent algorithm, the worst line 
shows some random results. However, the best line remains stable during the first 
and sixth group and then there is a slight fluctuation. Finally, a gentle grow exists in 
the average line till to the fourth group. Furthermore, the average line decreases 
slowly after a fluctuation. 

5 Conclusion 

Based on the ABC algorithm, we propose a load balance method to solve load 
problems exist in cloud computing. A large multitude of experimental results 
prove the efficiency of the ABC algorithm. 

A load balance method based on the ABC algorithm for cloud computing has 
been proposed in this paper. This is a reasonable method where the ABC 
algorithm is used in solving the load balance problems. It can schedule the tasks to 
reasonable VMs and keep the system under the balanced circumstance. From the 
sufficient experiments we done, we can draw a conclusion that the algorithm can 
load the system balance and meet the requirements given from the clients. 
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Interference Avoidance Function Research  
of Spread Spectrum System Using Composite 
Sequence 

Bing Zhao, Zuo Li and Fei Xu * 

Abstract Facing with some problems of there being more narrow-band 
interference than Anti interference tolerance of Communication system in 
communication channel, such as the serious deterioration of the communication 
system and the decreased communication quality. We put forward that generating 
a new mW sequence by composite m sequence and Walsh sequence. When we use 
mW sequence to change the cycle of m sequence and the line order of Walsh 
sequence, the position of composite sequence’s power spectrum in frequency band 
can be changed too. Using this we can avoid narrow-band interference in 
communication channel, and improve the reliability and efficiency of 
communication systems. By the MATLAB simulation of using the mW composite 
sequence as spread spectrum code, using single frequency interference to simulate 
narrow-band interference, and contrast on its power spectrum and bit error rate, 
we can illustrate that mW composite sequence can significantly improve the 
function of communication system. 

Keywords Composite sequence · Power spectrum · Direct sequence spread 
spectrum · Interference avoidance 

1 Introduction 

Electronic products have become to normal with the development of economy and 
the improvement of people's life standard, at the same time, the interference in 
wireless channel is becoming more and more complex. Time domain processing 
and transform domain processing are common technologies in interference 
restraining. Narrow-band interference restraining in time domain is easy to be 
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realized, but most of its arithmetic need much longer time to keep stable, and it 
does not act well in instantaneity and convergence speed, so it can only dispose 
with stable narrow-band signal [1]. Interference restraining in transform domain 
detects the position of narrow-band interference restraining in frequency spectrum, 
then multiplies interference signal's frequency spectrum and cutting function to 
realize interference restraining [2]. If the interference appears in useful signal 
bandwidth, although we can remove narrow-band interference, much useful signal 
energy will be lost so that serious distortion will exist in direct spread spectrum 
signal. 

In this article, we use mW composite sequence which is composited by 
different ordinal Walsh function sequence and m sequence as spread code, and 
build BPSK spreading-spectrum communication systems by MATLAB, in the 
environment of white gaussian noise, by analysing the position of power spectrum 
of modulated signal spread by different Spread spectrum code and narrow-band 
interference in frequency spectrum, explain that Walsh function sequence and m 
sequence dodge well in narrow-band interference, so it can improve the validity 
and reliability in information transmission. 

2 Pseudo Random Sequence 

Pseudo random sequence is a kind of certain sequence which has random 
characteristics. They are generated by shift register, while they have a kind of 
random characteristics. Because of its characteristics, we can't make a judgment 
from a sequence's characteristics about whether it is pseudo random sequence or 
real random sequence. We can just judge rely on the way that how a sequence is 
generated. Pseudo random sequence has good random characteristics, and it is 
almost the same as the correlation function of white noise, It can be determined in 
advance and it is repeatable. These characteristics make pseudo random sequence 
be wide used especially in some key problems of CDMA. 

2.1 The Generation of m Sequences 

m sequences is the abbreviation of the longest linear feedback shift register 
sequence, it is generated by add the feedback on shift register, it is a king of 
pseudo random sequence and has sharp autocorrelation. Figure 1 shows the 
structure of N linear feedback shift register is as figure 1 showed, 

0 1 2 1, , , ,n na a a a− −  are the initial state of shift register, 
0 1 2 1, , , ,n nc c c c− −  are 

feedback coefficients of shift register, ( )d t is the output m sequence, 0ic =  

means there is no feedback, disconnecting the feedback line; 1ic =  means there 

is feedback, connecting the feedback line [3]. 
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Fig. 1 The structure of N linear feedback shift register 

2.2 Walsh Sequences 

Walsh sequence is transformed by Hadamard matrix orthogonal square, a kind of 
Hadamard matrix's Recursive relation whose order 2 nN =  is as（1）showed 

1 1

1 1

n n
n

n n

H H
H

H H
− −

− −

 
=  −                          

 (1) 

Each line of Hadamard matrix can be seen as a binary sequence, so square rH , 
whose order 2 rN =  can have N sequences, the length of each sequence is N too, 
The concentration of any sequence of two sequences are orthogonal to each other. 
The cross-correlation function between each sequence which satisfies(2) this 
sequence is called Walsh sequences [4]. 

1

0

( ) 0
N

ab i i
n

R a bτ
−

=

= =                       (2) 

Walsh [5] function sequence matrix is column as rate order, it is called Walsh 
order. Where I is the Walsh order matrix column rate. When Walsh function 
sequence matrix is column as rate order, In the positive of don't consider half axis 
under the condition of spectrum, the center frequency of Walsh sequence (the 
maximum amplitude of Walsh sequence in frequency spectrum) is determined by 
the column rate, sequences with same column rate have same spectrum structure. k 
is the line number of Walsh sequences, when k is a even number, 2i k= ; when 

k is an odd, ( 1) 2i k= + . In case of cycle of Walsh sequence is N, code width 

is 
wT , Symbol rate is

wf , The center frequency of the sequence is: 

1
, 1,3,5,
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2
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f Nf i
fkN

k
N
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                  (3) 

In addition (0)W al  is DC signal, Line interval sequence between k is 2 p  

and 12 p −  is: 
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22 ( 1,2, , log )p wff p N
N

Δ = × =              (4) 

Its spectral line of the sequence is 2 wff
N

Δ = ×  

3 Composite Sequences 

The composite sequence is a new sequence formed by two or more than two 
sequences according to some special rules, the sequence which joins in operations 
called subsequence. In this article, we chose a new mW composite sequence 
formed by a ( )W a l k  sequence and a m sequence, the cycle of the ( )W a l k  

sequence is M, the cycle of the m sequence is N. In case of they have the same 
code width, Each element of m sequence is repeated M times then forms A 
sequence, each element of ( )W a l k  sequence is repeated N times then forms B 

sequence. Then one of the two elements corresponding with the other to get the 
new sequence by modulo two arithmetic, so it is mW composite sequence [6]. 
mW composite sequence like this can be to ( )W a l k  as the unit, according to 

each symbol in the m sequence values or anti reverse, a number of which are 
connected in series. 

In case of the cycle of the mW sequence is mWT , the cycle of the m sequence is

mT , the code width of Walsh sequence is
WT , 

then 

mW m WT M T M N T= =                          (5) 

So 

( )/ /mW m Wf f M f M N= =                      (6) 

put formula (6) in formula (3) 

1
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              (7) 

From formula (7) we can see that The main lobe of the center frequency of mW 
composite sequence keeps changing with k sequence , we can change the position 
of fixed length composite sequence in the main lobe in the power spectrum by 
changing the order k, So that the main valve can avoid interference and improve 
the effectiveness and reliability of information transmission. 
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4 The Composite Sequence of Narrowband Interference 
Avoidance System 

When we use mW composite sequence as spread spectrum code, if interference 
appears in the main valve position, then the spread spectrum system itself has to 
play a leading role by its high spreading gain. By changing the line number k we 
can change the position of mW composite sequence in the power spectrum to 
avoid the narrow-band interference effect. Based on the assumption of the 
environment in signal sampler, by Fourier transform we know the frequency of 
narrow-band interference 

1f , carrier frequency of BPSK modulation is
0f , the 

frequency of mW composite sequence is
mWf . 

According formula (8)we can figure out the line order k of Walsh sequence. 

1 0 1,2, ,
2k mW

N
f f f Mfα α− −  =                (8) 

In the formula, α  is adjustment coefficient, bigger the α  is, better the effect 
of avoiding. figure 2 shows the block diagram of spread spectrum. 

 

Fig. 2 The block diagram of spread spectrum 
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4.1 MATLAB Simulation 

Narrow-band interference avoidance system of composite sequence use BPSK 
modulation, carrier frequency is 1000Hz. we chose a new mW composite sequence 
a ( )Wal k sequence and a m sequence as spread spectrum code, the cycle of the m 

sequence is M=7, the cycle of the Walsh sequence is N=16. Multiply the spreading 
code and each symbol of source, then do spread spectrum processing, use single 
frequency interference simulation with narrow-band interference whose frequency 
is1000 Hz and SIR is -10dB. When 2α = , we can figure out odds whose 3k >  or 
even numbers whose 4k >  according to formula (3),(6)and(7),we can chose a mW 
sequence which is formed by (5)Wal  and m sequence and the cycle is 112 to do 

spread spectrum. When 3α = , we can figure out odds whose 5k >  or even 
numbers whose 6k >  according to formula (3), (6) and (7), we can chose (7)Wal  

and m sequence as spread spectrum code to do spread spectrum. Do MATLAB 
simulation on signal transform in the Gauss white noise channel. 
 

 

Fig. 3 k=2 power spectrum of modulation 
signal 

Fig. 4 k=5 power spectrum of modulation 
signal 

  
Fig. 5 k=7 power spectrum of modulation 
signal 

Fig. 6 Narrow-band interference power 
spectrum 
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From the figure 3 we can see, using the composite sequence generated by 
(2)Wal  and m sequence as spread spectrum code, its main lobe energy is 

concentrated in 
2 1000mWf = Hz, from picture 6 we can see that the energy of 

narrow-band interference concentrated in 1000Nf = Hz, composite sequence 

narrow-band interference avoidance system of (7)Wal  has large main lobe 

interference energy. From figure 4 and figure 5, We can see that the main lobe 
energy of (5)Wal  and (7)Wal  composite sequence of narrow-band interference 

avoidance system distribute on the two sides of 
2 1000mWf = Hz. It avoid the 

influence of narrow-band interference energy of the main lobe efficiently and 
reduce the influence of narrow-band interference on the system. And (7)Wal  

composite sequence of narrow-band interference avoidance system has better 
function than (5)Wal  does. So composite sequence with different order can 

change the position of Modulation signal in frequency band. Chose right order can 
avoid narrow-band interference in channel. Though using (5)Wal  composite 

sequence and (7)Wal  composite sequence and a m sequence whose cycle is 127 

as spread spectrum code, comparing the three sequence when there is no narrow-
band interference. 

 

Fig. 7 Curve of bit error rate 

We can see from figure 6 that when the SIR is -10dB, BPSK modulation's 
function can not ensure the normal transmission of information, while the spread 
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spectrum communication system is still working. Bit error rate of composite 
sequence when k=7 coincide with BER curve of No DSSS narrow-band 
interference. It confirms that it can avoid interference effectively. From the 
comparison between using m sequence as spread spectrum code and the spread 
spectrum communication system we know that composite sequence has a lower 
bit error rate than m sequence when they were used as the spread spectrum, it 
improves the reliability and validity of information transmission. 

5 Conclusion 

This article composite m sequence with Walsh sequence who has different line 
order, by analysis on narrow-band interference and Power spectrum of composite 
sequence with different line order, we know that different line order can change 
the position of the main lobe spread spectrum signal in power sequence. So that 
we can avoid the energy of the main lobe of narrowband interference effectively, 
reduce the impact on the spread spectrum signal of the main lobe and the loss of 
spread spectrum in transforming. From its BER curve we can see that when 
composite sequence is used as spread spectrum code, its BER is much lower than 
conventional way of DS. It can improve the effectiveness and reliability of the 
communication system effectively, enhance the performance of the 
communication system. 
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An Adaptive Kelly Betting Strategy for Finite 
Repeated Games 
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Abstract Kelly criterion is the optimal bidding strategy when considering a series 
of gambles with the wining probability p and the odds b . One of the arguments is 
Kelly criterion is optimal in theory rather than in practice. In this paper we show 
the results of using Kelly criterion in a gamble of bidding T steps. At the end of T 
steps, there are W times of winning and L  times of losing. i.e. T W L= + . 
Consequently, the best strategy for these bidding steps is using the probability 

/W T  instead of using p  in Kelly Criterion. However, we do not know the 

number of W , to put it better the information of p , before placing the bet. We 

first derive the relation of profits between using p  and /W T  as the winning 

probability in the Kelly formula, respectively. Then we use the proportion of 

winning and bidding numbers before time step t, denoted as tp , as the winning 

probability used in the Kelly criterion at time step t . Even we do not know the 
winning probability of p  in a gamble, we can use this method to achieve the 

profit near the optimal profit when using p  in the Kelly betting. 
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1 Introduction 

Kelly criterion, proposed by John Larry Kelly, Jr. [5] at 1956, has been applied in 
the solution of searching communication optimization and further in those of 
many aspects, such as the well-known BlackJack [2], Texas hold'em Poker 
(Hold'em or Holdem in short) and money management of trading financial 
instruments, including stocks, futures, options and currencies. 

Kelly criterion could be regarded as the optimization process of wagering ratio 
in the long term. Given a set of winning probability and odds, if the gamble could 
repeat unlimited times, the balance will grows at the fastest speed with the 
wagering ratio computed by Kelly criterion. However, in the real gamble, we 
cannot play again and again infinitely, so the interesting question we want to ask 
here is shown as follows:  

Facing the limited times of gambles, is betting by Kelly criterion still our best 
solution? 

Additionally, the condition of Kelly formula applies to is the fixed winning 
probability and odds, but that of the real gamble or trade is totally different. Ralph 
Vince [6], [7], [8] provided the coping strategy: the optimal   concept. It 
optimizes the wagering ratio depending on different odds and then let Kelly 
formula turn into a special case of this concept. Further, Vince proposed the 
Leverage Space Model [5] for the staking system similar to Kelly formula in 
multiple independent gambles, which can optimize the wagering ratio and then to 
enhance the gambler’s profit significantly. Gary. Gottlieb [3] also considered 
repeated games for Kelly betting. However, he considered an infinite sequence of 
wagers, which may not practical in real life. 

Due to the fact that the situation Kelly formula assumes is a long term of profit 
maximization process, but the gambles and trades cannot be repeated infinitely, 
this study tries to investigate the gap between the theory and the reality. We adopt 
the concept of online learning to computes the relation between the profit from 
Kelly formula and that from hindsight after  games each. The hindsight here 
means that after  times of bidding steps, if the wining times is , then we can 
replace the original winning probability of  in Kelly formula with ⁄ . By our 
derivation, the relation of profits between wagering by Kelly formula and by 
hindsight can be described by Kullback-Leibler divergence (short for KL 
divergence in short) [7]. In other words, if the winning probability used in Kelly 
formula matches that computed from the winning times within  round of 
bidding steps, then the profits from these two staking strategies will be almost the 
same as  goes to infinity. The more different between the winning times within 

 round of bidding steps and the given probability , the more between profits of 
these two strategies. 

The second achievement in this study shows that under the condition with 
unknown winning probability, we adopt the already known number of wining 
rounds divided by the number of bidding numbers as the winning probability 
needed in Kelly formula to wager, and then the following profit profile of this 
strategy compared to that of adopting real probability, i.e. hindsight, can be 
described by KL divergence.  
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The remainder of this paper is shown in the following: In Section 2, we give 
preliminaries, include Kelly criterion and KL divergences. In Section 3, the 
relation between traditional Kelly criterion and hindsight is described. Section 4 
analyze the variant of Kelly criterion in the case of unknown winning probability. 
Finally, we conclude in Section 5. 

2 Preliminaries 

2.1 Kelly Criterion 

Considering a gamble with the winning probability  and odds . Let a gambler 
with the initial capital being A , the -th step capital being A , and the wager ratio 
of , where 0 100%, the Kelly formula can be derived as follows:  

If the gambler wins the 1 -th round, then A A 1 . 

If the gambler loses the 1 -th round, then A A 1 . 

Since the gambler plays T rounds and has the winning probability of p, we can 
expect that he/she will win  rounds and lose 1  rounds. Then in 
theory, the value of A  should be: A A 1 1  

By the above equation, we can optimize A  to find the solution of  . 
Differentiate the above equation, we can find the optimal  value as following: 1 1

 

However, the numbers of winning and losing should depend on binomial 
distribution during the process of the real T rounds. For example, among 100 time 
of gambles with the winning probability 50%, it is not just composed of 50 time of 
wins and 50 time of loses. According to the binomial theorem, there will be the 
probability of 50% 50%  to win  times and to lose 100  
times. There is a little difference between theory and practice.  

Hence, the issue we want to investigate in this paper is described in the 
following: Within a sequence of -time gambles, there are  times of wins and 

 times of losses, what is the relation between the wagering profit from Kelly 
formula with the winning probability  and that with the hindsight 
probability ⁄ ? 

2.2 KL Divergence 

In this paper, we use KL divergence [4] to describe the difference of Kelly profits 
between theoretical expectation and practice. KL divergence measures the 
distance between its two input distributions [1]. It is a non-symmetric measure. 
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Assuming that  and  are two discrete distributions, we will have KL ||∑ ln . Note that KL || 0 as . 

3 On the Relation of Kelly Criterion on Theory and Practice  

First, let us define the so-called Hindsight here. During the -time steps in a 
gamble, even knowing the winning probability  , we can only compute the 
probability of winning  times within  time steps of the gamble, where  
could be 1, 2, …, , etc. In fact  is a random variable and will be found after 
the end of -time real gambles. No one can know it in advance. Therefore, should 
we know it in advance, we can substitute  ⁄  into the probability in Kelly 
formula, so as to use this wager ratio: 

 

Such kind of result will be better than that of the traditional Kelly formula’s wager 
ratio:  

 

This is why we call the use of  in Kelly formula for wagering 
propositionally as “Hindsight”. Next, supposing that using  and  as the wager 
ratios to play  times and the following results are E  and E  
respectively, we describe the relationship between E  and E  in the next 
theorem:  

Theorem 1. Consider a gamble with the winning rate of  and the odds of , if 
we wager  ratio of money by the Kelly rule, i.e., 1 1 ⁄ , and 
continue  time steps. We denote the expected payoff E . Further, if there are 

 times of wining and  times of losing (i.e. ) during the  time 
steps, the best hindsight is to wager  ratio of his money each time steps and get 
the payoff E , where  equals 1 1 . Then we have the following 
equation:  lnEE KL ||  

Before the proof of Theorem 1, we observe that the KL divergence of W/T and 
p are positive related to the ration of E  and E . As W/T approaches the 
winning rate p sufficiently,  E will converge to E  significantly. This 
means that although the winning rate p in the Kelly rule works well, the best 
hindsight is to adopt the alternative winning rate, that is ⁄ . One thing deserves 
to mention is that the difference of profit/loss (P/L) between these two betting 
methods will depends on the KL Divergence between  ⁄  and  . 
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The Proof of Theorem 1 
Within a -time gambles, we denote the number of winnings as   and the one 
of losings as . It is trivial to say that W . On one hand, according to Kelly 

criterion, we may set the optimal  , and then wager by it. The 

profit/loss, E , after -time of gambles can be computed as follows: E 1 1  1 1  

1 1  

1 1  

On the other hand, because the -time of gambles are composed of -time of 
winnings and -time of losings, the best staking strategy is to set the winning 
probability as ⁄ . Before the end of the  rounds of a gamble, no one will be 
able to make sure absolutely about the number of . Therefore this is why we call 
the staking strategy, which uses the W/T as the winning probability, as a 
hindsight. We want to compute the profit and loss from the hindsight and the 

traditional   throughout the gambles each. We hope to prove that the 

difference between the profits of wagering with Kelly formula and with hindsight 
will be not significant. The derivation we did is as follows:  

Replacing  with ⁄  in Kelly formula, we have  . Hence, 

using  to play  times will have the profit and loss like:  E 1 1  1 1  1 1  

Consequence, the ratio of the profits when bidding with  and  is 

EE  

We take the loge function and divide by T to get lnEE ln ⁄ 1 ln ⁄ KL || , 

which proves the Theorem 1.  
The aforementioned theorem proves that given a fixed winning probability, 

even after  round of simulations we cannot make sure of the numbers of 
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winnings and losings in reality. But by the Law of Larger Number, ⁄  will 
approach . Therefore, as the number of playing is enough, we can see that the 
difference between profits from  and from the hindsight will not significant. 
However, when the gap between ⁄  and  is large enough, the difference 
between them will be significant afterwards. The ratio of their profit is just the 
same as the KL divergence of ⁄  and .   

4 Learning from Probability Before Time Step  

We extend the results of Section 3 to the general case. Consider a gamble with the 
unknown win rate and the odds of . If we adopt the happened winning percentage 
as the winning probability and b as the odds, then we want to study the relation 
between profits of this new method and that of the hindsight. The process we 
deduce is as follows.  

Supposing the winning times before every time step   being  , we can 
assign 

1 

We use  as the winning probability at the time step . Consequently, we take  
into Kelly formula and then calculate the bidding fraction  at time step . That is, 1 1 1 1

 

Assume that the win/loss profile of this  rounds is r1, r2 , r3,…rT，where 
ri={win, lose}. Therefore, the profit after  rounds is  Profit 1 1 … 1 1 , 

where  if  is win, and 1 if  is lose. 
Without loss of generality, we rearrange the sequence of r1, r2 , r3,…rT. Those 

winning rounds are located at the front and those losing ones are moved to behind 
them in the same turn in each group. For example, if the sequence of win-lose is  , , , , , , … , , ,  

Rearrange the order of this sequence to  , , , … , , , , , … , ,  
We have Profit 1 1 … 1 1 1… 1  

Hence,  Profit ∏ 1 ∏ 1  
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∏ 1 ∏ 1  

∏ 1 ∏ 1  

∏ ∏ 1  

Thus, EProfit 1 1∏ 1 ∏ 1  

1 11 ∏ ∏ 1 1∏ ∏ 1  

Lemma 2. There exist a value  satisfying ∏ ∏ 1 1 . 

Proof of Lemma 2. The Lemma is trivial since  is just the solution of the 
polynomial with single variable. 

We call  the geometric mean of probability. After taking the loge and 
dividing by T, we have 1 ln EProfitT 1 ln 11  

ln ⁄ 1 ln ⁄ KL ||  

The above-mentioned result shows that wagering according to the sequential 
winning percentage, the final profit will depend on the KL divergence of 
geometric mean of probability and the real winning percentage. 

One thing deserves mention is that as the number of T increases,  will 
approach p. In other words, as the rounds of gambles increase, the happened 
winning percentage will present the unknown winning probability of this gamble. 
However, if we wager following the ratio computed from the winning percentage 
happened which used as the winning probability in Kelly formula, so long as the 
time we play is enough, i.e. T is large enough, and its profit will tend towards that 
of hindsight. 
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5 Conclusion and the Future Work 

This study first derives that when using Kelly formula, the relation between the 
real profit and loss and the expected one can be described by KL divergence, and 
then deduces the same result of KL divergence for describing the close relation 
between the profits from hindsight and from our adaptive winning probability, 
which is the winning percentage of the past events under the condition of 
unknown winning probability in real world in advance, combining the given odds 
to wager by Kelly formula in the long term. Applying this kind of technique, we 
hope to use the happened events under the situation with unknown winning 
probability and odds as the learning sample to predict the possible probability and 
odds needed for wagering by Kelly formula. Therefore, the study in this paper can 
be used in stock market prediction, money management and the development of 
trading strategy. 
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1 Introduction

Due to quick proliferation of electronic data from government, corporations and
organizations, the discovered knowledge may, however, implicitly contain confiden-
tial, private or secure information and lead to privacy threats if they are published or
misused [2, 4, 23]. Privacy-Preserving Data Mining (PPDM) was thus proposed to
hide the sensitive information by perturbing the original database and producing a
sanitized one [3, 7, 10]. As the similar considerations of PPDM, Privacy-Preserving
Utility Mining (PPUM) has also become an important topic in recent years. A sen-
sitive high utility itemset indicates that an itemset is a high utility itemset but is
concerned as a confidential or secure information and required to be hidden before
it is published or shared. Yeh et al. [26] first proposed Hiding High Utility Itemset
First (HHUIF) algorithm and Maximum Sensitive Itemsets Conflict First (MSICF)
algorithm to hide the sensitive high utility itemsets. Lin et al. presented a GA-based
algorithm for hiding sensitive high utility itemsets through transaction insertion [20].
Yun et al. proposed the Fast Perturbation algorithmUsing a Tree structure and Tables
(FPUTT) algorithm [27] to speed the sanitization process with an aided tree struc-
ture and the associated index table. The above approaches use the similar criteria
of PPDM to measure the performance of the developed algorithms in sanitization
process, which is insufficient for PPUM.

In this paper, an algorithm is proposed to efficiently hide the sensitive high utility
itemsets with minimal side effects. Since the previous criteria of PPDM [5] is not
suitable to evaluate the performance of the developed algorithms in PPUM, three
similarity measurements are also designed in this paper to show the effectiveness and
efficiency of the algorithms developed for PPUM. Experiments are then conducted to
show that the proposed algorithm has better results compared to the state-of-the-art
HHUIF and MSICF algorithms.

2 Related Work

Data mining can be concerned as a powerful way to reveal the implicit relationships
among the itemsets from a very large database [1, 6, 12]. In some applications, the
private or confidential information is required to be hidden before it is published
in public or shared with collaborators. Privacy-Preserving Data Mining (PPDM)
has thus become a critical issue in recent years. The purpose of PPDM is to hide
sensitive itemsets with minimal side effects. The relationship of itemsets before and
after PPDM procedure can be seen in Fig. 1, where F represents the large itemsets
of D; S represents the sensitive itemsets defined by users that are large; and F’ is the
large itemsets after some sanitization process. From Fig. 1, the α (hiding failure) is
the set of sensitive itemsets which were failed to be hidden after data sanitization
procedure; the β (missing cost) is the set of non-sensitive frequent itemsets in the
original database, but could not be mined out from the sanitized database; and the γ

(artificial cost) is the set of frequent itemsets appearing in the sanitized database but
not frequent ones in the original database.
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Database

Fig. 1 Three side effects of PPDM.

Verykios et al. proposed three strategies with five designed approaches to decrease
support or confidence for hiding sensitive association rules [22]. Sun et al. proposed
a border-based method to sanitize the database for hiding sensitive frequent item-
sets [21]. Li et al. proposed a kd-tree approach to recursively perturb the partitioned
sub-databases for PPDM [14]. Li et al. proposed MICF [15] algorithm to select the
victim item with the maximum conflict degree in a sensitive transaction. Hong et al.
proposed a SIF-IDF algorithm to hide sensitive itemsets based on the TF-IDF mech-
anism [13]. Lin et al. proposed a GA-based approach to hide the sensitive frequent
itemsets with transaction deletion [19].

High Utility Itemset Mining (HUIM) is an extension of frequent itemset mining
which considers both the quantity and profit factors to find profitable high-utility
itemsets (HUIs) from a transactional database [24, 25]. Several algorithms have
been extensively studied to efficiently mine the HUIs [17, 18, 24]. Since HUIM has
become an emerging topic in variant applications, Privacy-Preserving UtilityMining
(PPUM) has also become a critical issue in recent years. Yeh et al. first designed the
HHUIF andMSICF algorithms to hide SHUIs [26] in PPUM.Lin et al. first developed
a GA-based method to hide the sensitive high utility itemsets [20] by inserting the
dummy transactions. The above approaches only concern the similar three side-
effects of PPDM to evaluate the efficiency of the developed algorithms, which is
not sufficient in PPUM. In this paper, we develop a sanitization algorithm and three
utility-similarity measurements as the new standard to evaluate the effectiveness and
efficiency for hiding the sensitive high utility itemsets in PPUM.

3 Preliminaries and Problem Statement

Given a finite set of items I = {i1, i2, . . . , ik}, each item i j has its own positive unit
profit as p(i j ). An itemset X is a set of k distinct items in which X∈I. A quantitative
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database is denoted as D = {T1, T2, . . . ,Tn}. Each item i j in transaction Tq is asso-
ciated with its quantitative value as q(i j , Tq). A quantitative example and its profit
table are used as the running examples and respectively given in Tables 1 and 2.

Table 1 A transactional database.

TID Transaction (item, quantity)
1 (A, 2), (B, 1), (E , 3)
2 (C , 1), (D, 6)
3 (B, 1), (C , 2), (E , 1), (F , 1)
4 (A, 3), (B, 4), (C , 2), (D, 2), (E , 5)
5 (B, 3), (C , 5)
6 (A, 2), (E , 7), (F , 3)

Table 2 A profit table.
Item Profit

A 5
B 3
C 2
D 1
E 6
F 10

Definition 1. The utility of an item i j in a transaction Tq is denoted as u(i j , Tq),
which can be defined as:

u(i j , Tq) = p(i j ) × q(i j , Tq). (1)

Definition 2. Let X = {i1, i2, . . . , ik} be an itemset. The utility of an itemset X in a
transaction Tq is denoted as u(X, Tq), which can be defined as:

u(X, Tq) =
∑

i j ∈X∧X∈Tq

u(i j , Tq). (2)

Definition 3. The utility of an itemset X in D is denoted as u(X), which can be
defined as:

u(X) =
∑

X∈Tq∧Tq⊆D

u(X, Tq). (3)

Definition 4. An item/set is defined as a High-Utility Itemset (HUI) if its utility is
no less than the user-defined minimum utility threshold δ as:

HU I ← {X |u(X) ≥ δ}. (4)

Problem Statement: Given a set of the sensitive high utility itemsets to be hidden
as {s1, s2, …, sm}, in which each sd ∈HUI. The problem statement of Privacy-
Preserving Utility Mining (PPUM) is to completely hide the sensitive high utility
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itemsets until their utilities are less than the pre-defined minimum utility threshold
δ. For PPUM, it is insufficient to reveal the traditional three side-effects used in
PPDM. The utility factor should also be involved as the evaluation criteria to show
the efficiency and effectiveness for the algorithms developed in PPUM .

4 Proposed Sanitization Algorithm

In this paper, an efficient algorithm is proposed to hide the pre-defined sensitive
high utility itemsets with minimum utility consideration. The designed algorithm is
described in Algorithm 1.

Algorithm 1. Proposed algorithm
Input: D, the quantitative database; ptable, the profit table; SHUIs, the set of sensitive high-utility itemsets to be

hidden; δ, minimum utility threshold.
Output: A sanitized database D’.

1 build an index iTable ;
2 for each sd ∈ SHU I s do
3 find numbers of i j as f (i j ), i j ∈ sd ;
4 sort sd in descending order of f (i j );

5 for each sd ∈ SH T U I s do
6 du(sd ) := u(sd ) − δ;
7 if du(sd ) < 0 then
8 continue;

9 else
10 project Dsd ← (D, sd , iT able);
11 sort Dsd in descending order of u(sd , Td );

12 for i := 1 to
∣∣∣Dsd

∣∣∣ do

13 T vic ← {Td |d = i, Td ∈ Dsd };
14 ivic ← min{u(ik , T vic), 1 ≤ k ≤ ∣∣sd

∣∣ , i j ∈ sd };
15 if u(ivic) < du(sd ) then
16 delete ivic from T vic ;

17 du(sd ) := du(sd ) − u(ivic, T vic);
18 update SHU I s, iT able, Dsd ;
19 if du(sd ) ≤ 0 then
20 break;

21 else

22 dqvalue :=
⌊

u(ivic)

p(ivic)

⌋
;

23 q(ivic, T vic) := q(ivic, T vic) − dqvalue;

24 tu(T vic) := tu(T vic) − u(ivic);
25 delete sd from SHU I s;
26 update iT able, Dsd ;
27 break;
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5 Experimental Evaluation

From the conducted experiments, a real foodmart dataset [11] and a synthetic
T25I10D10K [9] dataset are used to evaluate the performance of the proposed algo-
rithm compared to those of the state-of-the-art HHUIF and MSICF algorithms [26].
Since the algorithms used in PPUM have different considerations compared to the
algorithms used in PPDM, three similaritymeasures namelyDatabase structure simi-
larity (DSS),DatabaseUtility Similarity (DUS), and ItemsetsUtility Similarity (IUS)
are designed as the novel criteria to evaluate algorithms developed in PPUM.

5.1 Runtime

The execution time of three algorithms under varied dataset sizes in two datasets are
compared and shown in Fig. 2.
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Fig. 2 Runtime w.r.t varied dataset sizes.

From Fig. 2, it can be seen that when the dataset size is increased, more compu-
tations are required to hide the sensitive high utility itemsets with the increasing of
their utilities. The reason is that when the dataset size is larger, the utilities of the
sensitive high utility itemsets are also increased. Thus, it is necessary to require more
times to find the appropriate transactions to delete the SHUIs or decrease the utilities
of them. The conducted experiments in Fig. 2 also indicates that the proposed algo-
rithm always has better results compared to the state-of-the-art HHUIF and MSICF
algorithms.
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5.2 Database Structure Similarity

A Database Structure Similarity (DSS) measurement is first designed in this paper
to evaluate the structure similarity before and after sanitization process, which indi-
cates the number of modified transactions in the sanitization process. The designed
evaluation criteria of DSS is given below.

Definition 5. Let D and D’ are respectively the original database and the sanitized
database. The pattern of a transaction tpk is represented as {i1, i2, ..., im}, in which
m is the number of items in the database D and i j is represented as 1 if it appears
in the transaction; otherwise, it is represented as 0. The DSS criteria is thus defined
as:

DSS =

√√√√√
|tpD

k ∪tpD′
k |∑

k=1

( f req(tpD
k ) − f req(tpD′

k ))2, (5)

where f req(tpD
k ) is the frequency of the represented pattern in the original

database D, and f req(tpD′
k ) is the frequency of the represented pattern in the per-

turbed database D’. The DSS results of four algorithms under varied dataset sizes
and sensitive percentages in four datasets are compared and respectively shown in
Fig. 3.
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Fig. 3 Database structure similarity (DSS) w.r.t. varied dataset sizes.

In Fig. 3(b), all algorithms have the same results in DSS criteria. From Fig. 3(a), it
can be seen that the proposed algorithm generally has better performance compared
to the HHUIF and MSICF algorithms.
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5.3 Database Utility Similarity

The Database Utility Similarity (DUS) is used to measure the degree of utility loss
in the entire dataset. This criterion can be used to reveal the actually reduced util-
ity (utility loss) in the sanitization process, which is more suitable in PPUM. The
evaluation equation is then shown below.

Definition 6. Let D, D’ are the original database and the sanitized database re-
spectively. The loss utility between the original database and the sanitized database
is denoted as Database Utility Similarity (DUS), which can be defined as:

DU S =
∑

Tq∈D′ tu(Tq)
∑

Tq∈D tu(Tq)
. (6)

The DUS results of three algorithms under varied dataset sizes in two datasets are
compared and shown in Fig. 4. FromFig. 4, it can be seen that the proposed algorithm
has the best results compared to the other two algorithms in two datasets. The reason
is that the minimum utility mechanism is adopted in the developed algorithm, fewer
utility loss may require to hide the sensitive high itemsets.
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Fig. 4 Database utility similarity (DUS) w.r.t. varied dataset sizes.

5.4 Itemsets Utility Similarity

In addition to the designed DUS criteria to evaluate the performance of the devel-
oped algorithms in PPUM, an Itemset Utility Similarity (IUS) is also designed as
another measurement to show the loss utilities of the discovered HUIs before and
after sanitization process in PPUM. The evaluation equation is then shown below.
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Definition 7. Let HU I s D and HU I s D′
are the discovered high-utility itemsets

(HUIs) mined from the original database D and the sanitized database D’, respec-
tively. The loss utilities of the discovered HUIs before and after sanitization can be
denoted as Itemset Utility Similarity (IUS), which is defined as:

IU S =
∑

X∈HU I s D′ u(X)
∑

X∈HU I s D u(X)
. (7)

The conducted experiments of three algorithms under varied dataset sizes in two
datasets are compared and shown in Fig. 5. From Fig. 5 , it can be seen that the
proposed algorithm still has better results compared to the other algorithms since the
minimum utility mechanism is applied to delete or decrease the utilities of items.
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Fig. 5 Itemsets utility similarity (IUS) w.r.t. varied dataset sizes.

6 Conclusion

In this paper, an efficient algorithm is developed to efficiently delete the sensitive high
utility itemsets or decrease the utilities of thembased onminimumutilitymechanism.
Three novel criteria namely Database Structure Similarity (DSS), Database Utility
Similarity (DUS), and Itemset Utility Similarity (IUS) are thus developed in this
paper to clearly reveal the efficiency and effectiveness of the developed algorithms
in PPUM. From the conducted experiments, the proposed algorithm generally has
better results compared to the state-of-the-art algorithms in PPUM.
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Security Analysis of an Anonymous
Authentication Scheme Based on Smart
Cards and Biometrics for Multi-server
Environments
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Abstract User authentication is an important technology for E-commerce, espe-
cially when it is done by using smart cards. Authentication schemes based on smart
cards can guarantee that a user using the smart card is legal and has the authorization
to access resources (eg., a bank account or a remote server) behind the smart card.
Due to its usefulness, authentication schemes based on smart cards have been widely
researched in recent years. In 2014, Choi introduced a security enhanced anonymous
multi-server authenticated key agreement scheme using smart card and biometrics.
Kuo et. al recently found that Choi’s scheme is insecure against card losing attack
and made an improvement to deal with the problem. However, in this paper, we
will show that Kuo et. al’s new scheme made the situation even worse. In their new
scheme, any server having communicated with and received information from a card
of a user can impersonate the user and enjoy the service (eg., on-line shopping) from
the server on behalf of the original user without the card on-hand. We conduct a
detailed analysis of flaws in their scheme in the hope that no similar mistakes are
made in the future. An improved scheme is left as a future work.
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1 Introduction

With the rapid development of the Internet technology, more and more people have
relied on Internet to access information, exchange knowledge, and process data in
distributed network environments. Moreover, e-commerce such as on-line shopping,
on-line transactions, on-line stock and on-line banking are more and more popular
thanks to the Internet technology. To achieve e-commerce smoothly and successfully,
network security as well as user authentication [2, 3, 7, 12] are indispensable. User
authentication is an important technology to guarantee that only the legal users can
access resources from a remote server. To achieve simplicity, efficiency and low-
communications, the techniques of user authentication based on smart cards are
becoming more and more important in today’s network environments.

1.1 Motivations and Our Contributions

In recent years, due to the cryptographic capacity, low cost, and the portability,
the smart card based authentication scheme is becoming more and more important
and providing various functionality [4, 13, 14, 17, 18]. There are many remote
user authentication protocols with smart card which have been proposed to improve
security, efficiency, and functionality extensively by many scholars in recent years
[6, 8, 9, 10, 19, 20]. Moreover, the compromise of user’s identity would lead to the
tracing of the previous network communications for the same user. To protect from
the risk of ID-theft, the user anonymity property is required for the privacy protection
of users [6, 20]. In 2008, Juang et al.’s [10] proposed a new password-authenticated
key agreement protocol based on elliptic curve cryptosystems. Their scheme not only
could provide identity protection but also construct the session key agreement and
enhance efficiency by using elliptic curve cryptosystems. Unfortunately, Sun et al.’s
proposed an improved scheme to overcome the weakness of Juang et al.’s, including
inability of the password-changing and the session key problem [19]. Later, there
are many password based authentications with smart card having been proposed to
achieve the user anonymity [6, 9, 16, 20].

Due to the smart card usually does not support powerful computation capability,
new authentication protocols with less calculation in the smart cards are required
[10, 16, 19]. In addition, for security considerations and convenience from users
perspective, many researchers proposed the smart card authentication scheme com-
bined with biometric information to enhance overall security [5, 15, 21, 22]. It is
pointed at [11] that biometric has the following five characteristics:

1. Universality: each entity should have its biometric trait.
2. Distinctiveness: any two of the entities should have different biometric features.
3. Permanence: biometric features do not change over time.
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4. Collectability: biometric features are measurable with simple technical instru-
ments.

5. Uniqueness: biometric is unique.

Biometric features including face, fingerprint, iris, hand geometry, palm print,
voice pattern...etc and have come into limelight in recent years for personal
authentication.

On the other hand, nowadays, ubiquitous computing has become very popular
where multiple servers are involved in authenticating their users. In multi-server
environments, single registration to a trusted registration center is the most important
feature and any user could receive desired services from various service providers
without repeating registration. Taking this advantage as a consideration, later on,
many convenient authentication schemes with smart cards and biometric have been
proposed for the multi-server environments [1, 5, 11, 22].

In 2014,Choi [5] introduced an enhanced anonymous authentication schemeusing
a smart card and biometric information for multi-server environment. Their scheme
is aim to improve the weaknesses they discovered in Chuang and Chen ’s scheme
[1]. Recently, Kuo et al. investigated Chois’s scheme [5] and found that their scheme
is still insecure against smart card losing attack and has no forward secrecy when
card lost. Kuo et al. consequently introduced an improved scheme [11] in 2015 and
claimed that the new scheme can overcome all the weaknesses they discovered in
Choi’s scheme.

However, in this paper, we will show that Kuo et. al’s new scheme is still insecure.
Moreover, it made the situation even worse for card holders. In their new scheme,
any server having communicated with and received information from a card of a
user can impersonate the user and enjoy the service (eg., on-line shopping) from the
server on behalf of the original user without the card on-hand. We will conduct a
detailed analysis of flaws in their scheme in the hope that no similar mistakes are
made in the future. An improved scheme is left as a future work.

The rest of the paper is organized as follows: in Section 2, we will review Choi’s
scheme [5] and show theweaknesses discovered in [11]. In Section 3, the new scheme
introduced by Kuo et. al. in [11] is reviewed. Section 4 demonstrates the security
weakness of Kuo et. al. ’s scheme. Finally, conclusions are given in Section 5.

2 Review of Choi’s Scheme and Its Security Weakness

We first review Choi’s scheme and show the insecurity of the scheme. The presenta-
tion in this section follows that of Kuo et. al’s paper [11]. Table 1 shows the notations
used in Choi’s scheme.

The scheme consists of three phases; registration phase, login phase and
authentication phase.
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Table 1 Notations of Choi’s Scheme

Notations Description

x A secret value of the registration center
RC The registration center

U I Di The identification of user i
S I Di The identification of server j

AU I Di The anonymous identification of user i
ASI D j The anonymous identification of server j

PWi The password of user i
B I Oi The biometric information of user i
h(.) A cryptographic one-way hash function
Ni A random number

P SK A secure and pre-shared key among RC and servers
|| A string concatenation operation
⊕ A string XOR operation

Registration Phase

• Ui → RC : {U I Di , h(PWi ⊕ B I Oi )}
User Ui with identity U I Di computes h(PWi ⊕ B I Oi ) and sends
{U I Di , h(PWi ⊕ B I Oi )} to RC via a secure channel.

• RC → Ui : {U I Di , h(.), Bi , Ci , Di , Ei , Fj }
After receiving the message from Ui , RC with its secret value x computers Ai to
Ei as follows:

1. Ai = h(U I Di ||x)

2. Bi = h2(U I Di ||x) = h(Ai )

3. Ci = h(PWi ⊕ B I Oi ) ⊕ Bi

4. Di = P SK ⊕ Ai

5. Ei = h(P SK ) ⊕ h(PWi ⊕ B I Oi )

6. Fi = [SI D1, SI D2, . . . , SI Dn]
Then, RC stores {U I Di , h(.), Bi , Ci , Di , Ei , Fi } into the smart card and sends it
back to Ui via a secure channel.

Login Phase

• Ui → SmartCard : {U I Di , PWi , B I Oi }
Ui inserts the smart card and inputs his personal information {U I Di , PWi , B I Oi }

• The smart card checks the identity U I Di and then computes B ′ = h(PWi ⊕
B I Oi ) ⊕ Ci using the information received from the user Ui at the previous step.

• Accept the login request if U I Di is valid and B ′ = B. Otherwise, terminate the
login phase.
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Authentication Phase. When user Ui wants to access the resources of server S j , the
following steps are performed between the smart card and the server S j .

• SmartCard → S j : {AU I Di , M1, M2, Di , T1}
The smart card generates a new random number N1 and computes AU I Di , M1
and M2 as follows:

1. M1 = h(Bi ) ⊕ N1 ⊕ h(P SK )

2. AU I Di = h(N1||U I Di ||SI D j )

3. M2 = h(AU I Di ||SI D j ||Di ||N1||T1), where T1 is a timestamp.

The smart card then sends {AU I Di , M1, M2, Di , T1} to S j through a public chan-
nel.

• S j → SmartCard : {ASI D j , M3, M4, T2}
S j first checks the timestamp and proceeds the following steps if T2 − T1 ≤ �T .
In this case, the timestamp T1 is said to be valid.

1. Ai = Di ⊕ P SK
2. N1 = M1 ⊕ h2(Ai ) ⊕ h(P SK )

3. M ′
2 = h(AU I Di ||SI D j ||Di ||N1||T1)

S j authenticates the smart card and recognizes it as legal if M ′
2 = M2. In this

case, S j then generates a new random number N2 and continues to calculate
M3, M4, ASI DJ and SKi j as follows:

1. M3 = N2 ⊕ h2(N1)

2. ASI D j = h(N2||U I Di ||SI D j )

3. M4 = h(AU I Di ||ASI D j ||Di ||N1||T2)
4. SKi j = h(N1||N2||AU I Di ||ASI D j )

S j then returns {ASI D j , M3, M4, T2} to the smart card of Ui .
• SmartCard → S j : {M5, T3}
After receiving {ASI D j , M3, M4, T2} from S j , the smart card checks the times-
tamp T3 − T2 ≤ �T . if timestamp is valid, the smart card computes N ′

2 =
M3 ⊕ h2(N1) and M ′

4 = h(AU I Di ||ASI D j ||Di ||N ′
2||T2) and checks whether

it is equal to M4. If they are equal, the smart card continues the following steps:

1. SKi j = h(N1||N2||AU I Di ||ASI D j )

2. M5 = h(SKi j ||h(N2)||T3)
The smart card sends {M5, T3} to S j via a public channel.

• After receiving {M5, T3}, S j checks the timestamp of T3(ie., T4 − T3 ≤ �T
where T4 is the current timestamp), if it is valid, then S j computes M ′

5 =
h(SKi j ||h(N2)||T3). If M ′

5 = M5, S j verifies the smart card and the session
key SKi j is successfully established.
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2.1 Security Weakness

Kuo et. al pointed out in [11] that Choi’s scheme is insecure against card losing
attack. If a card of a user is lost, then the session key will be compromised if the
communication between the user and a server is eavesdropped by the attacker.

Assume that the attacker picks up Ui ’s smart card and gets
{U I Di , h(.)Bi , Ci , Di , Ei } from the card. In addition, if the attacker has ever
intercepted the communication between the card and a server S j , he received
{AU I Di , ASI D j , M1, M3} from the communication. Then SKi j is computed as
follows:

• h(PWi ⊕ B I Oi ) = Ci ⊕ Bi

• h(P SK ) = Ei ⊕ h(PWi ⊕ B I Oi )

• N1 = M1 ⊕ Bi ⊕ h(P SK )

• N2 = M3 ⊕ h2(N1)

• SKi j = h(N1||N2||AU I Di ||ASI D j )

This proves that Choi’s scheme does not provide forward security when card is
lost.

Furthermore, Kuo et. al. also showed that the anonymity is not preserved and
the scheme is suffered from the impersonation attack once the card is lost. So, it is
concluded that Choi’s scheme is vulnerable against card losing attack.

3 Kuo et. al. ’s Scheme Revisited

Based on Choi’s scheme, in 2015, Kuo et. al. proposed an enhanced anonymous
authentication key agreement scheme [11] . The new scheme is aim to overcome all
of the security issues of Choi’s Scheme. Their new scheme consists of three main
phases: registration phase, login phase and authentication phase. The notations used
here is the same as those in Choi’s scheme.

Registration Phase

• Ui → RC : {U I Di , PWi , B I Oi }
User Ui with identity U I Di sends {U I Di , PWi , B I Oi } to RC via a secure chan-
nel.

• RC → Ui : {h(.), Ci , Di , Ei }
After receiving the message from Ui , RC with its secret value x computers Ai to
Ei as follows:

1. Ai = h(U I Di ||x)

2. Bi = h2(U I Di ||x) = h(Ai )

3. Ci = h(PWi ⊕ B I Oi ⊕ U I Di )

4. Di = P SK ⊕ Ai

5. Ei = U I Di ⊕ Bi
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Then, RC stores {h(.), Ci , Di , Ei } into the smart card and sends it back to Ui via a
secure channel.

Login Phase

• Ui → SmartCard : {U I Di , PWi , B I Oi }
Ui inserts the smart card and inputs his personal information {U I Di , PWi , B I Oi }

• The smart card computes C ′
i = h(PWi ⊕ B I Oi ⊕ U I Di ) using the information

received from the user Ui at the previous step.
• Accept the login request if C ′

i = Ci . Otherwise, terminate the login phase.

Authentication Phase. When user Ui wants to access the resources of server S j , the
following steps are performed between the smart card and the server S j .

• SmartCard → S j : {AU I Di , M1, M2, Di , T1}
The smart card generates a new random number N1 and computes AU I Di , M1
and M2 as follows:

1. Bi = U I Di ⊕ Ei

2. M1 = h(Bi ) ⊕ N1
3. AU I Di = h(N1) ⊕ U I Di ⊕ B I Oi

4. M2 = h(AU I Di ||SI D j ||Di ||N1||T1), where T1 is a timestamp.

The smart card then sends {AU I Di , M1, M2, Di , T1} to S j through a public
channel.

• S j → SmartCard : {SI D j , M3, M4, T2}
S j first checks the timestamp and proceeds the following steps if T2 − T1 ≤ �T .
In this case, the timestamp T1 is said to be valid.

1. Ai = Di ⊕ P SK
2. N1 = M1 ⊕ h2(Ai )

3. M ′
2 = h(AU I Di ||SI D j ||Di ||N1||T1)

S j authenticates the smart card and recognizes it as legal if M ′
2 = M2. In this case,

S j then generates a new random number N2 and continues to calculate M3, M4
and SKi j as follows:

1. M3 = N2 ⊕ h2(N1)

2. M4 = h(AU I Di ||SI D j ||N2)

3. SKi j = h(N1||N2)

S j then returns {SI D j , M3, M4, T2} to the smart card of Ui .
• SmartCard → S j : {M5, T3} After receiving {SI D j , M3, M4, T2} from S j , the
smart card checks the timestamp T3 − T2 ≤ �T . if timestamp is valid, the smart
card computes N ′

2 = M3 ⊕ h2(N1) and M ′
4 = h(AU I Di ||SI D j ||N ′

2) and checks
whether it is equal to M4. If they are equal, the smart card continues the following
steps:
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1. SKi j = h(N1||N2)

2. M5 = h(SKi j ||h(N2))

The smart card sends {M5, T3} to S j via a public channel.
• After receiving {M5, T3}, S j checks the timestamp of T3 (ie., T4−T3 ≤ �T where

T4 is the current timestamp), if it is valid, then S j computes M ′
5 = h(SKi j ||h(N2)).

If M ′
5 = M5, S j verifies the smart card and the session key SKi j is successfully

established.

4 Security Analysis on Kuo et. al.’s Scheme

The first security concern is about their registration phase. To avoid card losing
attack, in Kuo et. al.’s scheme, PWi and B I Oi are sent in plaintext form to RC (ie.,
the registration center). This means that RC stores and possesses all the passwords
and biometric informations of users having ever registered in the system. We all
know that passwords and biometric informations are very sensitive, especially our
biometric informations. Biometric information should not leak to anyone since it
does not change over time and is unique to us. Once it is disclosed, it may be abused
by others. If the RC system is vulnerable, attackers may hack the system and retrieve
our biometric informations. The administrator of RC may also abuse our personal
information if he/she is not so trustworthy. Consequently, it cannot be recommended
to allow anyone other than ourself to posses our biometric information.

Secondly, we will show that Kuo et. al.’s scheme is vulnerable to insider attacks.
Here insider means a server having communicated with a user and exchanged infor-
mation with the user before. In this attack, the server with only public information
can impersonate the user to communicate with other servers and finally get authen-
ticated and exchanged keys by the server. Most importantly, this attack uses only
public information and does not need a smart card of a user on hand. This means that
a user may not aware of his/her card being abused since the card is not lost.

Assume a server S j has ever communicated with a userUi , we describe the attack
procedure in detail in the following.

Pre-computation Phase

• S j has the following information since it has communicated with Ui before.

- M1 = h(Bi ) ⊕ N1
- AU I Di = h(N1) ⊕ U I Di ⊕ B I Oi

- M2 = h(AU I Di ||SI D j ||Di ||N1||T1)
- Di

These are received at the first step of the authentication phase
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• S j recovers N1 from

- Ai = Di ⊕ P SK
- N1 = M1 ⊕ h2(Ai ) = M1 ⊕ h(Bi )

Impersonation Phase. To impersonate Ui and to cheat a server Sk , S j has to send
valid information {AU I D′

i , M ′
1, M ′

2, Di , T ′
1} to Sk for authentication. These can be

done as follows:

• Pick N ′
1 at random.

• M ′
1 = M1 ⊕ N1 ⊕ N ′

1• AU I D′
i = AU I Di ⊕ h(N1) ⊕ h(N ′

1)• M ′
2 = h(AU I D′

i ||SI Dk ||Di ||N ′
1||T ′

1)

Then, S j can impersonate Ui and send {AU I D′
i , M ′

1, M ′
2, Di , T ′

1} to Sk .
Sk will authenticate the attacker S j as a valid user via checking M ′

2 with the value
he computed (following step two of the authentication phase of Kuo et. al.’s scheme).
After than, Sk will compute M ′

3 = N ′
2 ⊕ h2(N ′

1), M ′
4 = h(AU I Di ||SI Dk ||N ′

2) and
SKik = h(N ′

1||N ′
2). {M ′

3, M ′
4} are returned back to the fake user (i.e., S j ).

Session Key Discovery Phase. From M ′
3, the session key SKik can be computed as

follows:

• N ′
2 = M ′

3 ⊕ h2(N ′
1)• SKik = h(N ′

1||N ′
2)

M ′
5 can be computed accordingly so, at the end, S j successfully cheated the server Sk

and can impersonate Ui to enjoy the service provided from Sk using the identity Ui .

5 Conclusion

Recently, Kuo et al. investigated Chois’s scheme and found that their scheme is
insecure against smart card losing attack and has no forward secrecy whey card lost.
Kuo et al. consequently introduced an improved scheme in 2015 and claimed that
the new scheme can overcome all the weaknesses they discovered in Choi’s scheme.
In this paper, we showed that Kuo et. al’s new scheme is still insecure. In their new
scheme, any server having communicated with and received information from a card
of a user can impersonate the user and make on-line shopping without the card on-
hand. We conducted a detailed analysis of flaws in their scheme in the hope that no
similar mistakes are made in the future. An improved scheme is left as a future work.
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A Modeling Method of Virtual Terrain 
Environment 

Lian-Lei Lin, Ling-Yu Li and Xin-Yi Song* 

Abstract Terrain data is the most commonly used data in virtual test. In various 
applications, terrain data’s type and representation are also different, so we often 
need to convert terrain data according to the application demand. Aiming at this 
problem, this paper proposes a new terrain environment modeling method based 
on SEDRIS (Synthetic Environment Data Representation and Interchange Specifi-
cation), which we used to represent and exchange the terrain data. Firstly, the form 
and characteristics of all kinds of terrain data are analyzed, and then the appropri-
ate SEDRIS standard DRM class and the EDCS dictionary are selected to 
represent the original data, and the STF format terrain environment data with 
SEDRIS standard is generated. The research of this paper can enhance the norma-
tive representation and conversion efficiency of terrain environment data, and 
realize the terrain data sharing and reuse. 

Keywords Virtual test · Terrain environment · SEDRIS 

1 Introduction 

As the most complicated and widely-used component of synthetic nature envi-
ronment, terrain environment has close relation to all kinds of modeling and simu-
lation system[1], such as action model, maneuvering model with direct informa-
tion interchange and all kinds of environment model influenced by terrain etc.. 
Along with the development of simulation technology, many simulation field 
exploited terrain environment database which can meet their demand[2][3][4]. 
Under the condition, with no effective interchange mechanism, all kinds of terrain 
environment database can only use the particular way, point to point between 
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systems, to exchange, low conversion efficiency and high maintenance cost. 
Therefore, we need use efficiency method to representation and exchange terrain 
environment data. 

SEDRIS can realize environment data representation, intact, clearness, unambi-
guous, multi-state, and can realize the sharing, interchange, reusing of environment. 
After researching SEDRIS specification for many years internally [5][6], there are 
some descriptions of naval battlefield environment[7], atmosphere environment[8] 
and battlefield situation information[9] based on SEDRIS. Due to the complexity of 
terrain data, the presentation of terrain data based on SEDRIS has not been reported 
internally. Firstly, we analyzed the types of terrain data’s all elements. Secondly, we 
also selected applicable SEDRIS model to express terrain environment data accord-
ing to their own characteristic, and put forward the method of exchanging terrain 
environment data based on SEDRIS APIs, so that we construct synthetic environ-
ment database with STF (SEDRIS Transmittal Formal) format. 

2 Analysis of Terrain Environment Element 

Terrain environment data is complex, mainly divided into four types: altitude data, 
texture data, culture characteristic data and 3D model file, and this four type data 
describe terrain data from different aspects. It needs to establish different resolu-
tion models in a simulation system, including different resolution model in one 
simulation application. So that establishing synthetic terrain environment database 
need consider the type, property, resolution, range, characteristics changing with 
the time and the space etc., of which ,all kinds of terrain environment element. 

2.1 Altitude Data 

Altitude data is the digitalize representation for terrain surface shape, dividing into 
regular grid and irregular grid[3]. This paper chooses the altitude data of regular 
grid, and the vertex is evenly distributed. The common altitude data sources are 
USGS DEM and USGS DTED. USGS DEM file is constituted by logic record A, 
B, C. Type A, file header record, mainly records the information relation to alti-
tude data; type B is profile data, including profile header data (the maximum and 
minimum of profile data) and profile object data; type C, precision information, is 
always omitted. USGS DTED uses the area, covered by 1 degree in longitude X 1 
degree in latitude, as one file unit, including file header and data, and terrain point 
is decided by latitude and longitude grid.  

For regular grid altitude data, the best method to establish multi-resolution 
model is to build regular tree structure based on terrain altitude point, regular tree 
structure has mature and high efficient node traversal algorithm [11]. This paper 
use quad-tree structure, every node in the tree covers one rectangular area in ter-
rain, and root node covers all terrain area. The area covered by child node is a 
quarter of the area covered by father node, but the resolution is twice. At the same 
time, we divided altitude data into several blocks for more quickly retrieve.  
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2.2 Texture Data 

Texture data is the image that used to show ground feature, generally satellite 
picture, for corresponding to altitude data. Texture data always choose satellite 
picture, so that need to clip because its big size. Meanwhile, texture picture may 
be stitched by many pictures in sequence. Choosing GDAL, who can operate all 
gridded geography data format, to read out, write in, transition, and dispose. 

2.3 Cultural Characteristic Data 

Cultural characteristic data is the digital vector file formed by various kind of map 
element which is vector. The vector descriptions of nature or humanistic characte-
ristic is mainly about control point, settlement place and working condition con-
struction, traffic and subsidiary facilities, water system and subsidiary facilities, 
boundary, physiognomy, soil texture, vegetation etc., about the place relationship 
and relevant property relationship between different elements, among the most 
popular is ERIS Shapefile file. Shapefile use point, line, polygon to store the shape 
of element, but cannot store topology relationship. 

2.4 3D Model File  

3D model is the geometry representation for terrain surface and the architecture, 
vegetation and other who are embedded in the terrain surface[4]. Most simulation 
systems support the 3D model format, OpenFlight file, created by Creator Terrain 
Studio software. OpenFlight file describe 3D object by geometry hierarchy  
structure and node property such as database header node, group, object, surface, 
polygon and so on. The simplest method, saving OpenFlight file into STF format 
database, is to find the common part between OpenFlight and SEDRIS data repre-
sentation model. There are many nodes in OpenFlight structure can correspond 
with the class in SEDRIS. 

3 Terrain Environment Data Representation Based on 
SEDRIS 

SEDRIS includes two aspects of function target, which are data representation and 
data exchange. SEDRIS is mainly achieved by five core technique subassembly: 
Data Representation Model (DRM), Spatial Reference Model (SRM), Environ-
ment Data Coding Specification (EDCS), SEDRIS Interface Specification (API), 
SEDRIS Transmittal Formal (STF). Among them, SDRM, EDCS, SRM are used 
to realize the environmental data representation, and API and STF are used to 
realize data interchange. SDRM is the core of SEDRIS technology, using the ob-
ject-oriented thought and method, provides a complete data representation and 
exchange mechanism for the modeling and the natural environment, and can  
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clearly describe the environmental data and environmental data logical relation-
ship and relevance. SRM realizes the representation space position and coordinate 
transformation between different coordinate systems in spatial reference in differ-
ent coordinate systems. The EDCS defines the semantics of SEDRIS, and pro-
vides a standard semantic interpretation for all objects attributes and data. The 
EDCS dictionary is the core of EDCS specification, including the classifica-
tion/feature of SEDRIS, attribute codes and state codes. STF defines a middle 
database format and platform independent environment, support all SDRM data 
description information format, and realizes the cross platform data exchange 
environment. SEDRIS achieve data access to by hierarchical APIs. 

Figure 1 provides all kinds of simulation application system based on SEDRIS 
terrain environment data by the data representation model of SEDRIS. All  
emulator, sensor, map creating system gain terrain environment data needed  
by SEDRIS' standard port, then change it into the data format they need. This  
kind of structure makes the standardability and availability of environment data 
representation better. 

 

 

Fig. 1 Simulation system based on SEDRIS terrain environment database 

3.1 Data Representation Model DRM 

For all kinds of terrain environment data, there are four kinds of data representa-
tion model correspondingly, respectively raster data model, gridded data model, 
vector data model and polygonal data model[12][13]. 

(1) Raster Data Model: dividing terrain into regular grid array, defined by row-
column, and the code it contains is property type or magnitude of that point/node. 
It is usually the striograph and scanogram information of texture data. Raster data 
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is saved in Image Object Class, all Image Object Class saved in Image Library 
Class, mapping into the particular spatial position by Image Anchor Class, the 
same image can be used into texture data by many terrain model, and can be re-
lated to altitude data or characteristic data by Image Mapping Function. Figure 3 
shows the representation model of material. 

 

 

Fig. 2 Texture data representation model 

(2) Gridded Data Model: storing environment data measured value or estimated 
value who is relation to particular spatial position. Terrain altitude, depth of sea 
and atmosphere data are described by 2D or 3D gridded structure usually. Gridded 
data is stored in Property Grid objects Class, all Property Grid Class have one 
spatial coordinate axis at least, saved in Data Table Library Class, which can be 
related to spatial position. Corresponding data representation model is as Figure 4. 
LOD Related Geometry Class realizes the multi-resolution setting of terrain data, 
data relating to corresponding resolution level by Index LOD Data Class. At the 
same time, saving data into blocks with Spatial Index Related Geometry Class, 
relating by one block saving in Index LOD Data and Property Grid Class. If the 
data is time varying, it can be saved under time point by using Time Related 
Geometry. And the time point, described by Time constraints Data Class, is asso-
ciated with corresponding LOD Related Geometry. 

(3) Vector Data Model: the set of terrain feature abstraction, mostly point, line, 
face, object and describing the topological between each other. It always is used to 
describe coastline, roadway, vegetation, soil, as well as building, factory, and 
other cultural feature data. Vector data is saved into Feature objects Class, various 
Feature objects classes can be related by texture data and altitude data. All charac-
teristic data are divided into simple geometric feature (Union of Features Class), 
and the corresponding boundary of topological relations (Perimeter Related Fea-
ture Topology Class). Geometry features are divided into Point Feature Class, 
Liner Feature Class and Areal Feature Class. 
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Fig. 3 Material data representation model 
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Fig. 4 Altitude data representation model 
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 (4) Polygonal Data Model: the group of essential geometry element (point, 
line, polygon). It is usually used to describe terrain surface and the geometry em-
bedded into the terrain surface. Table 1 is the comparison of SEDRIS data  
representation model and OpenFlight model [14]. At the same time, we can define 
data extension plugin and extension instrument plugin in Multigen Creator. Read 
and display SEDRIS format terrain environment data by OpenFlight API and 
SEDRIS API. 

Table 1 The data representation comparison of OpenFlight and SEDRIS 

Description OpenFlight SEDRIS 
Header record Header node Geometry Model 

Group record Group node 
Union of geometry 

hierarchy 

Mesh record Geometry node 
Union of primitive 

features 
LOD record LOD node LOD related geometry 

Switch record Switch – node State related geometry 

Object Object node 
Union of primitive 

geometry 
Face record Polygon node Polygon 

Vertex record Vertex node Vertex 
 

Polygonal data is saved as Geometry objects Class, and different Geometry ob-
jects classes can be managed by texture data and altitude data. For 3D model file, 
it is saved by polygonal data model. Dividing 3D model into essential geometries, 
such as Point, Line, Arc, polygon, Ellipse, Volume Object etc.. Every point has its 
own texture settings, and can set properties like viewpoint and so on. 

3.2 Data Coding EDCS 

EDCS provides standard semantic interpretation for all object, property and data.  
For example, TREE, need to be described from TREE_BLOWDOWN, 
TREE_LINE, TREE_TRACT, and other aspects. The corresponding property 
information includes TREE_CANOPY_LEVEL_COUNT, TREE_CANOPY_ 
BOTTOM_HEIGHT, TREE_TYPE, TREE_COUNT, TREE_SPACING. 

4 Terrain Environment Data Based on SEDRIS 

The terrain environment data described by the SDRM above can be written into 
STF by Write API, the port standard provided by SEDRIS. Firstly, create trans-
mission. For all the objects presented by SDRM, Transmittal is instantiated by 
CreateObject, and assignment and setting corresponding properties by PutFields.  
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Fig. 5 Write API flow 

 

Fig. 6 Read API flow 
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Secondly, add the relationship between objects. Adding aggregation relationship 
by Addcomponent, and adding association by AddAssociate. Finally, adding it 
into Transmittal by setRootObject. Reading terrain environment data from STF 
based on Read API, can get specific classes by visiting aggregation node or com-
ponent node directly, as well as, we can traverse STF database by iterating seItera-
tor class and seSearchIterator class, then getting the objects. We choose seIterator 
for the object who need traverse only one layer, seSearchIterator for who need 
traverse multi-layer. Starting from one object, we do iteration traverse for other 
objects. Figure 5 and 6 gives us the flow chart of Write API and Read API. 

5 Conclusions 

SEDRIS technique accelerates interoperability between simulations and the reuse 
of environment data, as an effective data representation and interchange mechan-
ism. This paper researches the terrain environment of synthesis natural environ-
ment, and introduces the elements and the creation of synthesis environment data-
base according with SEDRIS standard detailed. By using SEDRIS API, other 
simulation systems can gain terrain environment data from synthesis terrain envi-
ronment database, to build native terrain database, thus improving the utiliza-
tion efficiency of terrain environment data. 
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Method of Founding Focusing Matrix  
for Two-Dimensional Wideband Signals 

Jiaqi Zhen, Zhifang Wang, Lipeng Gao, Hongyuan Gao and Ruihai Yang * 

Abstract The super-resolution direction finding for wideband signals usually 
requires preliminary direction of arrival(DOA) estimation, whether it is accurate 
or not will play an important part to the final result. In order to avoid the process, 
paper proposed a method of founding focusing matrix for two-dimensional 
wideband signals without preliminary DOA estimation, it is founded on Robust 
coherent signal subspace method (R-CSSM), the results achieved has a preferable 
robustness and higher precise than conventional Rotational signal subspace(RSS) 
method, wherever, there are no special requirements for the array manifold, 
computer simulations proved the effective performance of the method. 

Keywords Direction of arrival estimation · Wideband signal · Focusing 
matrix · Robust coherent signal subspace method 

1 Introduction 

The spatial spectrum estimation super-resolution algorithms are widely used in 
radar, sonar and mobile communication in recent years, for example, multiple 
signal classification (MUSIC) [1] and estimation of signal parameters via 
rotational invariance techniques (ESPRIT) [2] are two representative methods of 
them, but they are only adapt to narrowband signals.  

DOA estimation methods for wideband signals can be classified into two 
groups: Incoherent signal subspace method (ISSM) [3] and Coherent signal 
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subspace method (CSSM) [4-7], the former needs to eigen-decompose to the 
covariance of every frequency, then calculate their spectrum function, so its 
calculation is very complicated, and the performance of some of the frequency is 
poor, this method needs a higher signal to noise ratio (SNR). The CSSM is 
proposed to the problem, it uses the idea of focusing, array manifold matrix of 
every frequency is aligned to the reference point, such as RSS [5], SST [6] and 
TCT [7], reducing the amount of calculation relative to ISSM, then many 
improving algorithms are proposed based on CSSM, Sellone [8] proposed Robust 
coherent signal subspace method based on RSS and SST methods, optimizing the 
freedom degree further, and it avoids pre-estimated of DOA. Feng [9] used 
Focusing Khatri-Rao (FKR) subspace method to change the covariance matrix to 
be a multiple dimensional matrix, estimated DOA of wideband signals by 
founding Khatri-Rao subspace, its precision is higher than classical CSM, but the 
calculation is still complexity. Huang kesheng [10] founded the focusing matrix 
by Jacobi-Anger spreading direction matrix, then acquired the Krylov subspace of 
array covariance matrix by multi-stage weiner filter (MSWF), reducing the 
amount of calculation greatly. Palanisamy [11] and Zhang jin[12] estimated DOA 
of wideband signals by propagator method, eliminated the colored noise by space 
difference technology. 

The paper proposed a new method of focusing matrix for two-dimensional 
wideband signals based on robust coherent sub-space method, it uses iterative 
process. First, a group of focusing matrices with robustness to the whole angle 
space are generated, so the rough DOA can be acquired, shrink the searching area, 
then another group of focusing matrices with robustness to the angle space after 
shrinking are obtained, repeat the iteration process many times, the DOA of the 
higher precision can be calculated.  

2 Array Signal Model 

It is shown in Fig.1, the setting of the source detection problem is stated as followed: 
assume that N far-field wideband signals impinge on M-element (N<M) arbitrary 
placed plane array from distinct directions 1 1( , ), ,( , )N Nθ ϕ θ ϕ , iθ and iϕ is the  

 

θ

ϕ

 

Fig. 1 Signal Model 
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azimuth and elevation of the ith signal, the coordinates of the mth sensor is
( , ) ( 1, 2, , )m mx y m M=  , the output of the ith sensor can be expressed: 

1

( ) ( ) ( )
N

m i mi m
i

x t s t n tτ
=

= + +   ( 1, 2, , )m M=           (1)  

where 
cos cos sin cosm i i m i i

mi

x y

c

θ ϕ θ ϕτ +
= , ( )mn t  is the temporally and 

spatially white Gaussian noise of mth sensor, suppose the observation time of data 
collection is TΔ , the initial sampling frequency of incident signal on each sensor 
is sf , the sampling times is sK Tf= Δ , equation (1) can be transformed by 

Discrete Fourier Transform(DFT):  

1

( ) ( ) exp( j2π ) ( )
N

m i mi m
i

X f S f f N fτ
=

= − +               (2) 

then the output of the array can be decomposed into some narrowband parts by 
filter bank, that is 

( ) ( , , ) ( ) ( )i i i i i if f f fθ ϕ= +X A S N  1, 2, ,i J=            (3) 

where 

i s

i
f f

K
=                            (4) 

3 Principle of the New Method 

3.1 RSS Method 

As there is no focusing loss in the process when the focusing matrix is unitary, the 
constraint of this condition has been added for the found of the focusing matrix. 
RSS method is to make sure that the error between array manifold after focusing 
and that at the reference frequency point is minimum in the condition that 
focusing matrix is unitary, that is 

2

0
   ( )

H

 min  ( ) ( ) ( ) ,    1,  2, ,

   s.t.        ( ) ( )

j
j j Ff

j j

f f f j J

f f

 − =

 =

T
A T A

T T I


            (5) 

where 
F

⋅  is the Frobenius model, in fact, the optimal problem above is to 

solve the least square solution in the condition of unitary matrix, so solve the 
equation above, we have 

H
0( )j jf =T V V                              (6) 

where 0V  and 1V  are respectively the matrix composed by the left and right 

singular vectors of H
0( ) ( )jf fA A  after singular value decomposition (SVD). 
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Another problem is choosing the reference frequency 0f , we can choose the 

center frequency of the signal as the reference point in many cases, but maybe it is 
not optimal, one of the best selection can be solved as follows: 

0

2

0
( )

1

 min min ( ) ( ) ( )

    s.t.        ( ) ( )        1, 2, ,

j

J

j j j Ff f
j

H
j j

w f f f

f f j J

=

 −

 = =


T

A T A

T T I 
             (7) 

where jw is a normalized weighting coefficient who is proportional to the SNR 

of the jth frequency component, when the power of the signal in the band is flat, 

define
1

jw
J

= . The equation (7) can be changed into the solution of the problem 

below 

( )
0

0
1

max ( )
K

i i
f

i

fμ σ
=
 A                       (8) 

where ( )
1

( )
J

i j i j
j

w fμ σ
=

= A , and ( ),  1,  2, ,i i Kσ ⋅ =  means singular values of 

matrix who arranges in non increasing order, K is the number of column of 
direction matrix. The equation above is one dimensional optimizing problem, the 
optimal reference frequency 0f can be easily acquired by searching frequency 

space. 

3.2 Proposed Method 

According to the model of the wideband signal, the array covariance matrix of 
frequency if  can be expressed as 

H

H 2

( ) ( ) ( )

            ( ) ( ) ( )

XX i i i

i SS i i

f E f f

f f f σ

 =  
= +

R X X

A R A I
                 (9) 

where 

H( ) ( ) ( )SS i i if E f f =  R S S                       (10) 

here, a theorem is listed below [8]: 
Theorem A, B M LC ×∈ ( )L M≤  are two arbitrary matrices with full column rank, 

they satisfy the following minimization problem: 

{ }2 H
opt arg  min        s.t. MF

= − =
T

T TA B T T I           (11) 
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where M MT C ×∈ , when 1L M> − , there is only one solution for the equation 
above; when 1L M= − , there are two solutions; when 1L M< − , there are 
infinite solutions. Specifically, define  

H
11H H

1 2 H
2

  
  [   ]    

    

  
Δ = =   

    

VΛ 0
C AB UΛ V U U

0 0 V
           (12) 

it is the singular value decomposition (SVD) of the matrix C, then the 
disaggregation can be expressed as 

H H H
opt 1 1 2 2= = +T VU V U V U                          (13) 

where 1 1, M LC ×∈U V  is the only certain unitary matrix, and ( )
2 2, M M LC × −∈U V  

is the arbitrary matrix who satisfy the property below: 
H
2 2

H
2 1 , 

H
2 2

H
2 1 , 

 

 

 

 

M L

M L L

M L

M L L

−

−

−

−

 =


=


=
 =

U U I

U U 0

V V I

V V I

                               (14) 

where ( )M M L× −0  is ( )M M L× −  dimensional matrix. 

It can be deduced from the theorem above, RSS algorithm is a special situation 
of the optimal problem of equation (11), if the number of signal is smaller than 
that of the array, the solution is not single, so a further constraint can be added to 
ensure the uniqueness of the focusing matrix and a better performance. This idea 
will be used for design of the focusing matrix based on R-CSM, so the constrain 
can be described as: in the view of some particular partition the total focusing 
effect is the best, that is to increase the robustness of the focusing matrix to 
incident angle. 

The R-CSM is made up of two classes of focusing matrix, they respectively use 
for the different stages of iterative estimation. The first one is used for the initial 
stage, there is no any priori knowledge about the DOA, so it must be designed for 
the matrix which is still effect under the circumstance of no any priori knowledge; 
The second one is used from the second stage, it has the DOA information 
obtaining from the last stage, if we want to acquire the better performance to 
calculate the true DOA, it is necessary to enhance the robustness of the focusing 
matrix of different direction variable. 

The first kind of focusing matrix at the initial stage is obtained by solving the 
optimal problem below: 

1
2

2
1 0
2

H

 [0] arg min ( )  ( , ) ( , ) d

          s.t.          ,    1,  2, ,

j j F
w u u f u f u

j J

−

  
= −  

  
 = =

T
T Ta a

T T I 

        (15) 
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where N NC ×∈T , N is the number of sensors, ( , )ju fa  is the array manifold at 

frequency jf  and spatial frequency 
cos cos sin cosx y

u
θ φ θ φ

λ
+= , 0f  is the 

focusing frequency, ( )w u  is the normalized weighted function, here define

( ) 1w u = . Its physical significance is to minimize the focusing error in the whole 

angle space, the optimal solution of the problem above is given from reference [8] 
H[0]j j j=T V U                                 (16) 

where jV  and jU  can be acquired from SVD of the matrix below 

1
H H2

1 0
2

( , ) ( , )  ( ) d  j j j j ju f u f w u u
−

= =Q a a U Λ V               (17) 

After focusing matrix [0]jT  is used at the initial stage, we can obtain a group 

of initial estimation of DOA. After the second iteration, the second kind of 
focusing matrix is used, it can be obtained by solving the following two optimal 
problems, a kind of matrix can be calculated according to the theorem 

( ) ( ){ }2

0

H

ˆ ˆ [ ] arg  min   [ 1], [ 1] ,

        s.t. ,      1,  2, ,

j j
F

i i f i f

j J

 = − − −

 = =

T
T TA u A u

T T I 
         (18) 

where ˆ  [ 1]i −u  is spatial frequency vector of the (i-1)th step. Then the only 

robust focusing matrix is estimated by solving the following problem: 

( ) 2

0[ ]
1 [ ]

H

 [ ] arg min  [ ] , ( , ) ( ) d

         s.t.    [ ] [ ] ,      1,  2, ,

j
k

K

j j ji F
k v i

j j

i i u f u f w u u

i i j J

=

    = − 
   


= =

 T
T T a a

T T I 

       (19) 

where ][ivk  is called robust region. After the first step of iteration, there is no 

need to focus the array manifold of the whole view area, the more degree of 
freedom can be used for the more robustness to the estimated spatial frequency. 
So the robust region should be diminishing as the increase of the iteration times, 
and the spatial frequency of the last estimation is defined as the region center, one 
of the robust area can be selected as: 

1 1 1 1
ˆ ˆ[ ] max , [ 1] ,min , [ 1]

2 22 2k k kp p
v i u i u i

i i

    = − − − − +        
           (20) 

where ˆ [ 1]ku i −  is the spatial frequency of the kth signal acquired from the last 

iteration, p>0 is a variable related to the convergence speed of the robust area, and 
it can be optimized, here define p=2. 

The solution of equation (19) is 
H H H

1 1[ ]j i = +T V U YFG X                            (21) 
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where 1V  and 1U  are obtained from the following SVD 

[ ]
H

11H H
0 1 2 H

2

  
ˆ ˆ( , ) ( , )      

    jf f
  

= =   
    

VΛ 0
A u A u UΛ V U U

0 0 V
          (22) 

where all the columns of X form a group of orthogonal basis in orthogonal 
complementary space of 1U , that of Y form a group of orthogonal basis in 

orthogonal complementary space of 1V , the matrix F and G are obtained from the 

SVD below: 
H H H=Y Q X FΔG                         (23) 

where  

H
0( , ) ( , ) ( )d

k

K

j
k v

u f u f w u u=Q a a                 (24) 

Thus, the method is summarized as follows: 

Step1: Apply a DFT to the array output to sample the spectrum of data, then use 
equation (9) to solve the covariance matrix of every frequency, then determine the 
reference frequency 0f ; 

Step2: Use SVD to the covariance matrix of every frequency, then calculate 
focusing matrix [0]jT  according equation (21); 

Step3: Focus the covariance matrices of every frequency on the reference  
point 0f , then estimate initial DOA by the method adaptive to narrowband signal; 

Step4: Take the initial estimating result into equation (20) to compute robust area; 
Step5: Calculate the further focusing matrices by equation (21), (22), (23), (24); 
Step6: Repeat the step 3 to 5 until the result converge. 

As the method adapts to two-dimensional wideband signals, so we can call it 
TDR-CSM method for short. 

4 Simulations 

In order to verify the effective of the APA method, three simulations are presented 
with matlab below, consider some wideband chirp signals impinge on 8 arbitrary 
placed plane array, their coordinates are (0, 0), (-0.15, 0.15), (-0.078, 0.22), (-0.2, 
0.061), (-0.23, -0.049), (0.053, 0.12), (0.22, 0.08), (0.066, -0.041), it is in meters, 
the center frequency of the signals is 3GHz, the width of the band is 20% of the 
center frequency, TDR-CSM and RSS methods are respectively used for the 
simulations, and comparing with their spatial spectrum figures, resolution 
probability and angle measurement accuracy, the center frequency of the signals is 
selected as the reference frequency. 

In the first simulation, two wideband coherent signals with the same power 
impinge on the array from directions (30 ,40 )  and (50 ,60 )  , the snapshots of 
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every frequency is 100, 300 times Monte-Carlo simulations have run for each 
iteration, take the average value as the final result. Fig.2 and Fig.3 respectively 
show the Root mean square error (RMSE) of the estimation when SNR are 3dB 
and 8dB below. 

 

Fig. 2 RMSE versus iteration times when SNR is 3dB 

 

Fig. 3 RMSE versus iteration times when SNR is 8dB 

It is seen from the Fig.2 and Fig.3, when SNR is 3dB, RMSE is tending 
towards stability as iteration times is 11; and when SNR is 8dB, RMSE is tending 
towards stability as iteration times is 9, that is to say the iteration times under 
circumstance of high SNR is less than that of low SNR, we can modify the 
iteration times according to the actual SNR. 

In the second simulation, two wideband coherent signals with the same power 
impinge on the array from directions (30 ,40 )  and (50 ,60 )  , the snapshots of 

every frequency is 100, 300 times Monte-Carlo simulations have run for each 
iteration, take the average value as the final result. Fig.4 shows the Root mean 
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square error (RMSE) versus SNR with the methods of TDR-CSM and RSS below, 
where iteration times of TDR-CSM is 12. 

 

Fig. 4 RMSE of different methods versus SNR 

It is seen from Fig.4, the RMSE of the two methods is tending towards stability 
as SNR increases, and the performance of TDR-CSM is better than RSS. 

5 Conclusions 

The paper proposed a new method of founding focusing matrix for two-
dimensional wideband signals, it overcomes the shortcoming of need for pre-
estimate to the direction, the focusing matrix is built by the process of iteration, it 
needs to form a group of robust focusing matrix to the DOA in every step. We can 
see from the simulation, as the robust area decreases of the TDR-CSM along with 
the iteration, its performance is improving, besides, the method has low demand 
for the position of the plane array, it adapts to arbitrary plane array for two-
dimensional DOA estimation. 
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Network Adaptive Flow Control Algorithm  
for Haptic Data Over the Internet–NAFCAH 

George Kokkonis, Kostas E. Psannis and Manos Roumeliotis * 

Abstract This paper deals with the transfer of real time haptic data over the Inter-
net. Some interested transport protocols have already been proposed for the trans-
port of real time haptic data. This paper presents the related work on haptic data 
transferring. A new network adaptive flow control algorithm is proposed. The new 
algorithm combines most of the known flow control algorithms while taking into 
account the network conditions οf the Internet and the significant haptic events. 

Keywords Haptics · Tele-Haptics · Transport protocols · Teleoperation · Interative 
applications · Real time protocol · Flow control · Congestion control 

1 Introduction 

Real time data were considered until recently only video and audio data. With the 
optimization of telerobotics and the improvement of Internet status, a new kind of 
data made its appearance the last decade. This is tele-haptic data. With the word 
haptics we refer to the tactile and kinesthetic human sense. As human population 
grows older, the need for teleoperation is getting bigger. With the help of tele-
haptics some risky jobs, such as nuclear disposal and wreckage exploration could 
be made with great safety. Furthermore, applications as tele-surgery, tele-
mentoring, haptic video games, and augmented reality are only few examples of 
the many sectors of our daily life that tele- haptics could be applied to.  

The main obstacle that impedes tele-haptics from flourishing is the delay and 
the jitter that is being encountered in the Internet. Several congestion/flow control 
algorithms have been proposed for the limitation of the negative effects of the 
delay and jitter. Some of them are the TCP congestion window [1], the Additive 
Increase/Multiplicative Decrease AIMD[2], the Rate Based Congestion Control 
RAP [3], and the TCP Friendly Rate Control (TFRC) [4], and the variable Inter 
packet Gap (IPG) [5].  
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Apart from the common congestion control algorithms some rather interesting 
technics intent to reduce the transfer rate of the haptic stream such as the packeti-
zation intervals [6], the differential coding with quantization [7], the haptic event 
prioritization [8], the dead-reckoning [9] and the perception based compression 
using Kalman filters [10]. 

Furthermore, the adaptive buffering [9], the haptic packet prioritization [11] 
and the wave variables [12] try to mitigate the jitter and the delay of the network. 

The rest of the paper is organized as follows. Section 2 presents the related 
work on congestion/flow control algorithms that could be applied to haptic appli-
cations and describes network conditions that should be fulfilled for a satisfying 
QoE. Section 3 analyzes the new proposed flow control algorithm for tele-haptic 
applications. Section 4 presents graphical representations of experimental data. 
Finally section 5 identifies conclusions and future work. 

2 Related Work on Congestion/Flow Control Algorithms 

Lot of research has been done for the mitigation of the negative effects of the  
network delay and jitter. One way to avoid congestion is by minimizing the trans-
mitted haptic packets when delay and jitter show increasing signs [5]. Another 
method tries to minimize the transmitted packets by forcing the receiver to predict 
the packets that hasn’t receive [10]. A further technique transmits only the packets 
that produce haptic feedback perceptible form human senses [9]. Other methods 
try to compress the haptic data with lossy data reduction techniques such as the 
quantization and the differential coding [13]. Furthermore, some researchers send 
the haptic packets with different priorities [8], the most important packets are sent 
with higher priority and more reliable than other packets. One more method for 
minimizing the transfer rate is the packetization intervals [6], where a number of 
packets are grouped together in a frame and sent to the receiver as a packet.  

Each of the above techniques presents some advantages regarding bandwidth, 
packet loss, and jitter at the expense of precision and average delay. Depending on 
the application most of the above techniques improve Quality of Experience 
(QoE) of the user at specific network conditions.  

Table 1 QoS Requirements for Multimedia Streams [14 - 18] 

 APPLICATIONS 

QOS HAPTICS VIDEO AUDIO GRAPHICS 

JITTER (ms) ≤ 2 ≤ 30 ≤ 30 ≤ 30 

DELAY (ms) ≤ 50 ≤ 400 ≤ 150 ≤ 100-300 

PACKET LOSS (%) ≤ 10 ≤ 1 ≤ 1 ≤ 10 

UPDATE RATE (Hz) ≥ 1000 ≥ 30 ≥ 50 ≥ 30 

PACKET SIZE (bytes) 64-128 ≤ MTU 160-320 192-5000 

THROUGHPUT (Kbps) 512-1024 2500-40000 64-128 45-1200 
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The preferred network conditions may vary from application to application. 
Many studies [14 - 18] conclude that the network condition should satisfy the 
limitation of Table 1, in order the QoE of the user to be satisfactory. 

3 The Proposed Flow Control Algorithm-NAFCAH 

Since the network conditions of the Internet are time-varying, the algorithm that 
controls the transmission of the packets should be network adaptive. Apart from 
the adaptive transmission rate and bandwidth, priority should be enforced in the 
haptic packets. Some packets are more important than others. These packets 
should be sent with higher priority and more reliably. If the network conditions are 
deteriorating some packets with lower priority should not be sent at all. Another 
metric that should be network adaptive is the size of the transmitted packets. 
Techniques as the differential coding and the quantization, should modify their 
parameters, in order to change the packet size, and as a consequence the band-
width of the haptic stream. The transmission rate of the packets should be network 
adaptive as well. If the network shows some little signs of congestion as increased 
delay, jitter and packet loss, then the transmission rate should be reduced in order 
heavy congestion to be avoided. 

Apart from the maximum values of the network delay, jitter and packet loss of 
Table 1, intermediate values should be established, in order to escalate the QoS and 
as a consequence the QoE of the users. The maximum values of Table I should be 
escalated into three values. The first scale of these values is [0-max/3] that corres-
ponds to perfect network conditions and the QoE should increase in order to reach 
its maximum value. The scale (max/3 –2*max/3] corresponds to fair network condi-
tions where the QoE should increase slowly. The scale (2*max/3 –max] corresponds 
to acceptable conditions but with high possibility of diversion. The flow algorithm 
should try to avoid this diversion by keeping the QoE steady. When network condi-
tions are worse than the maximum allowable value of Table 1, the flow algorithm 
should lower the QoE rapidly, so as to avoid congestion. One way to measure the 
network conditions of the Internet is by sending periodically ICMP packets over the 
UDP protocol from the sender to the receiver. The delay of the ICMP packets cor-
responds to the delay of the network dnet. 

Base on the above assumptions the Network Adaptive Flow Control Algorithm 
for Haptic data – NAFCAH is proposed. The system model of the NAFCAH is 
depicted in Fig. 1. 

 

 

Fig. 1 System model of Network Adaptive Flow Control Protocol –NAFCAH 
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0.08                                                                                     1 2                                      , /3 1                     , /3 2 /3                                           ,2 /31 2 0.3                               ,          (4) 

 
The packets that pass the perception priority filtering, are passing to the next 

stage of the sorting. 

Prediction Priority pp 
Packets that can be predicted by previous packets [7] should obtain a lower Pre-
diction Priority pp. Several Interesting studies [10] have shown that most of the 
transmitted packets could be predicted based on the previous data. If the move-
ment of the HIP is linear the prediction is precise. The prediction unit is installed 
both at the sender and at the receiver. If the prediction unit at the sender calculates 
that the current packet could be predicted at the receiver from the last packets that 
were send, then the current packet is not transmitted. In order the algorithm to be 
network adaptive, apart from the identical predicted packets, predicted packets 
that are similar to the real packets could be excluded from the transmission. Again 
this algorithm should be based on Weber’s law of the JND to decide which pack-
ets could successfully be predicted at the receiver side. If the predicted packet 
doesn’t produce greater difference on the stimulus intense dI to the users from the 
real packet than the threshold ΔΙ΄, then the packet is not transmitted, but it will be 
predicted on the receiver’s side. In this case, the Weber fraction mi could have 
different value from the variableκ of equation (3). Again the variable mi should be 
changed according to the network conditions. The equations that decide which 
packets are predicted successfully are depicted in (5) and (6). The factor 0<j<1 is 
set by the user and represents how rapid the alteration of m will be. 

 
ΔΙi΄=I*mi    (5) 

 0.08                                                                                     1 2                                        , /3 1                       , /3 2 /3                                             ,2 /31 2 0.3                                   ,               (6) 

3.2 Adaptive Transmission Rate 

Wirz et al. have shown that the network adaptive transmission rate of the haptic 
stream improves teleoperation [5]. The main obstacle in the variation of  
the transmission rate is the stable production of packages in the source. If the  
haptic interface produces update packets steadily and the sender fluctuates the 
sending rate, a buffer is necessary at the sender side to absorb the fluctuation [9]. 
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The negative aspect of this technique is that if the haptic interface produces pack-
ets at very high update rate ur, usually 1 KHz [21], the sender should transmit its 
packets sometimes even faster to compensates the previous lower rates. This even 
higher update rate often results in congestion and packet loss. In order to lower the 
update rate, an interesting proposal is to integrate a group of packets in a frame 
and sent them as a unified packet, a technic called packetization interval. Fujimoto 
and Ishibashi [6] have proven that a packetization interval of npmax=8 packets that 
is sent every 8 ms improves the systems performance in overloaded networks. 
Another interesting study [11] has shown that the number of the integrated packets 
npi should vary, depending on the network delay, in order not to overcome the 
maximum allowable delay dmax. Every packet that is integrated in the frame adds 
1/ur sec of delay. If we take into account the network delay dnet, then the maxi-
mum number of integrated packets npi,max is: 

 
npi,max= (dmax-dnet)*ur     (7) 

 

The number of integrated packets is described at equation (8). 
 8                                                                                  2 0                                       , /31 0           , /3 2 /3                                    ,2 /3  2 8                                            ,   (8) 

3.3 Network Adaptive Quantization 

The bandwidth that a haptic stream absorbs, depends on two factors, the frame 
rate, that is determined from equation (8) and the size of the frame. The frame size 
could be reduced if differential coding and quantization [13] is enforced on the 
packets that are grouped in the frame. The technique that is recommended is the 
Differential Pulse-Code Modulation (DPCM). In case of a slow motion of the HIP, 
most of the haptic packets have similar values. The differential coding will pro-
duce smaller values than the original ones. Smaller values mean fewer bits. The 
quantization of the differentiate values could be made with variable quantization 
step qsi. The Adaptive Differential Pulse-Code Modulation (ADPCM) for haptic 
packets was introduced in [13]. Cyrus et al. proposed to alter the quantization step 
according to the difference size. In this paper the authors propose to change the 
quantization step according to the network conditions. When the network condi-
tions deteriorate the qsi should increase in order fewer bits to be required for the 
reconstruction of the original values. The qsi is calculated based on equation (9). 
The factor 0<l<1 indicates how rapid the alteration of qsi will be, in accordance to 
the network feedback. 
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0.3                                                                           1 2                            , /31         , /3 2 /3                               ,2 /31 2 1                       ,   (9) 

The initial quantization step qs0 in [22] after experiment regarding Mean Opi-
nion Score (MOS) is recommended qs0=0.3 mm. 

The flowchart of Network Adaptive Flow Control Protocol -NAFCAH which is 
based on the above priorities and compressions is depicted in Fig. 4. 

 

 

Fig. 4 Flowchart of Network Adaptive Flow Control Protocol –NAFCAH 

4 Conclusions and Future Work 

It is known that the network conditions of the Internet are constantly changing. 
The metrics such as the network delay, the jitter and the packet loss are not stable. 
In such a variable environment a flow control algorithm for transferring haptic 
data is necessary. In this paper a network adaptive flow control algorithm named 
NAFCAH is presented. It is a quit flexible algorithm where the user can adjust its 
sensitivity to the network variations by configuring the factors n, h, j, l. All the 
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known congestion and flow control techniques have been enforced, in order to 
achieve the desired result. Packet priorities such as the event priority, the percep-
tion priority and the prediction priority are described and defined. Packetization 
Interval technique and lossy compression methods such as the Adaptive Differen-
tial Pulse-Code Modulation are enforced.  

It has already been scheduled to evaluate the presented flow control algorithm 
in simulations and real world experiments. These experiments will have as a pri-
mary target to define the proposed values for the factors n, h, j, l, and the initial 
and the maximum values of κ, m,qs that the user should set for the sensitivity of 
the flow control algorithm. 
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An Efficient Content Searching Method
Using Transmission Records with Wasted
Queries Reduction Scheme in Unstructured
Peer-to-Peer Networks

Yasuaki Ozawa and Shinji Sugawara

Abstract A lot of content searchingmethods applied to Peer-to-Peer (P2P) networks
have been researched recently. However, especially in unstructured P2P networks,
the amount of traffic grows when a flooding-based content searching is adopted
because of a lot of wasted queries. Accordingly, we proposed a content searching
method for unstructured P2P networks in our former research, in which each peer
keeps query transmission records and guides queries properly so as to reduce wasted
ones according to the records by canceling query transmissions to the peers with
low content existing probability. In this paper, we improve the proposed method
by adding wasted query reduction scheme which works while the usual flooding is
executed, and reduce the network traffic without degradation of content acquisition
rate. In addition, we discuss the availability of the newly proposed method with its
evaluation results given by computer simulations.

Keywords Contents searching · Transmission record · Unstructured peer-to-peer

1 Introduction

A lot of content searching methods applied to Peer-to-Peer (P2P) networks have
been researched recently. However, especially in unstructured P2P networks, the
amount of traffic in the network grows enormously when flooding-based content
searching strategy is adopted. Accordingly, we proposed a content searching method
for unstructured P2P networks in our former research, in which each peer keeps
query transmission records and guides queries properly so as to reduce wasted ones
according to the records by canceling query transmissions to the peers with low
content existing probability.
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In this paper, we improve the prosed method by adding wasted query reduction
scheme which works while the usual flooding is executed, and try to reduce the net-
work traffic furtherwithout degradation of content acquisition rate. Then,we evaluate
the efficiency of the newly proposed method by computer simulations, comparing to
both former proposal and conventional flooding-based contents searching, from the
viewpoint of network traffic and contents acquisition rate.

The remaining part of this paper is constructed as follows. Related works are
introduced and proposed method is illustrated in Sections 2 and 3, respectively.
Evaluation including some discussions is stated in Section 4 and at last, Section 5
concludes this paper.

2 Related Works

In this section, some typical conventional methods for content searching in peer-to-
peer networks are introduced, which strongly related to the method proposed in this
paper.

2.1 Breadcrumbs

Breadcrumbs [1] is a method to improve the efficiency of contents delivery for client-
server based contents sharing systems by caching content items in network routers
(nodes). In this method, load concentration to the content server can be reduced by
deploying query guiding information on the nodes located on the content delivery
pathways.

Figure 1 illustrates a typical behavior of Breadcrumbs.When a node located more
closer to the server than another, the former node is called as an upstream node of
the latter node. In an opposite manner, the latter node is called as an downstream
node of the former node. In fig. 1, node D is upstream node of nodes A, B and C,
and node A is downstream node of nodes B, C and D.

In this figure, node A already retrieved a certain content item from the server, and
each node of B, C and D keeps query guiding information for the searching of the
content item. The arrows possessed by the nodesmean the query guiding information
showing their downstream nodes.

When nodeE requires a content item,which is the same item that nodeA requested
in the past and still possesses now, node E sends a query for the item to node C and
F. The query sent to node C is guided only to node B and then to node A, finally
the item is found at node A and node E retrieves the item sent by node A reversely
following the query’s trail. Note that no query is sent from node C to D for this
searching. By using query guiding, no wasted queries are sent along the trail after
node C, and this method reduces more wasted queries for the discoveries of content
items than flooding-based methods.
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Fig. 1 Typical Behavior of Breadcrumbs.

2.2 APS

In Adaptive Probablistic Search (APS) [2], each peer keeps a table which consists of
indices and index values. Indices are a list of adjacent peers which can be candidates
of query forwarding destinations. Index value means adequacy of sending a query to
the corresponding adjacent peer for finding the corresponding content item.

Basically, the higher index value an adjacent peer has, in the higher probability
the adjacent peer is selected as a query forwarding destination. When a peer sends
a query to a selected adjacent peer, the index values of all the adjacent peers in the
table are uniformly reduced by a constant amount. After that, when the target content
item is found by sending the query to the adjacent peer, the item is sent reversely
following the query’s trail, and an amount which is larger than the reduced amount
is added only to the index value of the adjacent peer.

2.3 TTL Dynamic Control

TTL dynamic control [3] aims to improve the number of hit-queries (the query
which reaches the peers possessing its target content item) per one query packet. In
this method, each peer has a table which is similar to the one of APS and consists
of adjacent peers’ IP addresses and hit count which means the number of successful
relaying to the peers possessing target content items.

Each query packet has TTL (Time To Live) value. The reducing amount of TTL
for a relay from a peer to another is dynamically changed at each peer according
to the hit count, in order to give larger TTL to the queries sent to the promising
directions.
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2.4 Conventional Method Using Content Transmission
Records

This method is proposed by the group of one of the authors [4][5]. Originally, Bread-
crumbs described above is for client-server system and accumulates query guiding
information in the routers in the network. The concept is applied to the peer-to-peer
network in this method, and query guiding information is used in both routers and
peers simultaneously.

3 Proposed Method

In the conventional method introduced in section 2, the number of queries multiplied
in the relaying peerswhich do not haveTRs (TransmissionRecords) is not sufficiently
reducedyet. Therefore in this paper,we improve the conventionalmethodby applying
a concept of TTL dynamic control method, introduced in section 2, in order to reduce
the number of queries further.

3.1 Assuming Situation

Before illustrating the proposed method, we need to explain the assuming situation
of contents sharing in this paper. Major assumptions are as follows.

– A number of peers are connected each other andmake an unstructured peer-to-peer
network for content sharing.

– Each peer has a certain limited capacity for possessing content items in its storage,
and share the items with the other peers.

– Each peer can be disconnected from the network, and conversely, the disconnected
peer can be connected again, any time with a certain probability.

– Each peer can be set TRs, that show the directions of sending content items from
itself to adjacent peers just like Breadcrumbs introduced in section 2.

– When a peer requires a content item, basically the peer can find the item by
flooding-based searching, and if the item is found, it is sent to the requesting peer
reversely tracing the route of the query which reached the possessing peer.

3.2 Algorithm of Proposed Method

The algorithm of the method we propose is shown in the form of a combination of
procedures each peer runs as follows. Because Breadcrumbs-like query control is
executed basically based on the conventional method, precise explanations of some
parts are omitted and we focus on the newly added part in this paper.
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Content-Requesting Phase.In the proposed method, when a user requests a content
item, the item is searched by flooding. In the case where a flooding based search-
ing succeeds to find a target content item, each query-relaying peer memorizes the
number of successes of target contents discoveries (i.e., Nhit ) after relaying queries.
The main contribution of this paper is to propose a method to reduce the number of
wasted queries further by greatly decreasing queries’ TTLs at the peers with small
Nhit .

Parameters used in the explanation of the method are shown below. Note that the
direction a TR points in to content-possessing peer on the route of content transfer
is called “downstream,” and the opposite direction is called “upstream.” (Cf. Fig. 2)

Fig. 2 Directions of “Upstream” and “Downstream.”

– Elapsed time of possessing content n in the peer: T (n)

– Number of acquisition request from the other peers for content item n to the peer
(initial value is zero): NR(n)

– Availability of content n in the peer (initial value is zero): FR(n)

– Threshold concerning the availability of a content item (an appropriate value is
supposed to be given): Rth

– Number of TRs concerning content n in the peer (initial value is zero): NT R(n)

– TTL (Time To Live) value each query has (an appropriate initial value is supposed
to be given): VT T L

– Number of hops a query advanced from requesting peer to content possessing peer:
H

– Threshold concerning the querys’ hops (an appropriate value is supposed to be
given): Hth

– Threshold concerning the number of links to adjacent peers from a peer (an ap-
propriate value is supposed to be given): Lth

– Number of successes of target content discovery resulting from relaying queries
to adjacent peer x (initial value is zero): Nhit (x)

– Threshold concerning decrement of queries’ TTLs (an appropriate initial value is
supposed to be given): Cth
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<Procedure begins>

1. When the content n the user requires is not in his/her peer, start the content
searching. If NT R(n) = 0 in the requesting peer, go to 2. Otherwise, go to 4.

2. Requesting peer or the peer received the query for the content n sends queries
by flooding. If a query’s VT T L is zero, end this procedure in failure.

3. If the peer that receives the query has content item n, the procedure ends in
success at the peer and switch to Content-Discovery Phase stated in the next
part. Otherwise, if NT R(n) = 0, once go to sub-procedure, explained later, to
decrease VT T L , and then, just after returning from the sub-procedure, go back
to 2. In the case of NT R(n) �= 0, go to the next step. (Cf. Fig. 3)

4. At the peer, refer to the last updated TR concerning the requested content n and
guide the query downstream according to the TR. During the guiding the query,
VT T L is not decremented. If the peer that receives the query has the requested
content item n, the procedure ends in success at the peer and switch to Content-
Discovery Phase stated in the next part. If the link to the peer to which the
query is supposed to be guided is missing, go to 5. If the query reaches the most
downstream peer, and the content n does not exist at the peer, go to 6.

5. Disable the TR of the downstream direction. Go to the next step.
6. Guide the query upstream according to the TRs until the query reaches the most

upstream peer. During the transfer of the query, the peers on the path update their
TRs, so as to reverse the guiding directions. If an upstream link is missing along
the way, or the intended content item n does not exist in the most upstream peer,
disable all the TRs concerning the content item n, and decrement NT R(n)s in all
the peers on the path, and then, go back to 2. If the intended content n is stored
in the most upstream peer, the procedure ends in success at the peer and switch
to Content-Discovery Phase stated in the next part.

<Procedure ends>

Fig. 3 TTL Control.
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<Sub-procedure begins>

1. In the peer, if the number of links to the adjacent peer is smaller than Lth , send
the query to all of the adjacent peers and go back to the main procedure shown
above. Otherwise, go to the next step.

2. Refer to all of the adjacent peers for their Nhit s, and calculate the average
Av(Nhit ).

3. Check each of the adjacent peers whether its Nhit is smaller than Av(Nhit )−Cth .
If it is true, go to the next step. Otherwise, decrement the query’s TTL, send the
query to the adjacent peer and go back to the beginning of this step 3. If all of
the adjacent peers are checked, go back to the main procedure.

4. If VT T L > 2, subtract 2 from VT T L (i.e., VT T L ← VT T L − 2), send the query to
the peer and go back to 3. Otherwise, give zero to VT T L (i.e., VT T L ← 0), send
the query and go back to 3.

<Sub-procedure ends>

Content-Discovery Phase. After the discovery of a content item n, the following
procedure is activated.

<Procedure begins>

1. In the peer at which the query found the intended content item n, increment
NR(n), and from the peer, send the item to the requesting peer along the route
the reached query advanced.

2. In each peer on the route, if there is the adjacent peer x which was sent the query
which was eventually to discover the content, increment Nhit (x).

3. In each peer on the route, if H is larger than or equal to the threshold Hth ,
create a TR concerning content item n if the peer does not have it yet, and set
downstream direction toward the peer the target content item was discovered at.
Otherwise, go to 6.

4. If FR(n) is larger than or equal to the threshold Rth , place the replica of content
item n on content requesting peer, and increment the value of NR(n) at the peer.

5. All of the directions of TRs concerning content item n deployed along the route
are reset, so as to guide the query to the newly placed replica from the next
content request.

6. The value of FR(n) at the peer which possesses the content item n is recalculated
by the following equation (1). W in (1) is set to an appropriate value as a weight.

FR(n) = NR(n) − W · NT R(n)

log T (n)
(1)

<Procedure ends>



110 Y. Ozawa and S. Sugawara

Table 1 Simulation Parameters.

Parameters Values
Simulation Period (unit time) 5,000
Number of Simulation Runs 100

Number of Peers 5,000
Number of Contents 10

Number of Replicas per Each Content 10
TTL 2-7

Peers’ Join-in and Drop-out Frequency
(λ of Poisson distribution) 0.4-0.8

Hth 1-3
Lth 4
Cth 0.3

4 Evaluation

In this section, we show the effectiveness of the proposed method by computer
simulations.

4.1 Measures of Evaluation

In order to compare the effectiveness of the methods, we use two measures, i.e.,
content acquisition rate and communication costs. The definitions of them are as
follows.

– Content Acquisition Rate:
Ratio of the number of successes of target content acquisitions in the total number
of content requirements.

– Communication Costs:
Summation of the numbers of hops the queries and messages are forwarded from a
peer to another in the networkwhen contents searching,makingTRs, and renewing
TRs.

4.2 Conditions for Computer Simulations

For the computer simulations, we set the parameters to the values shown in Table 1.
Network topology is defined according to Barabási-Albert model [6].

Proposed method is compared with the other typical content searching methods
such as Flooding and Conventional method explained in section 2 by the measures
shown above.
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4.3 Evaluation Results and Discussions

The results of the evaluations are as follows. Figure 4 shows the relationship between
initial number of TTL and acquisition rate, and Fig. 5 illustrates the relationship
between churn rate and communication costs. Note that the term “churn rate” here
represents the frequency of peers’ joining in or dropping out of the network, and
actually means the arrival rate λ of Poisson distribution.
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Fig. 4 Relationship between Initial Values of TTL and Acquisition Rates. (Churn Rate: 0.6)

In Fig. 4, the acquisition rates are getting larger and larger along the increase
of initial number of TTL, and finally, they saturate and reach almost 100 % in any
case of using one of the three methods. Proposed method achieves almost the same
acquisition rate with conventional method and much higher rate than flooding in the
condition where initial TTL is small. If sufficient values of initial TTL are given,
acquisition rates reach 100 % by using any methods, however in that case, flooding
sends a lot of wasted queries and this causes a heavy load in the network. Note that λ
is set to 0.6 in this simulation (churn rate: 0.6). We evaluated in the situations where
λ was changed to 0.4 and 0.8, and confirmed that the results were almost the same.

Fig. 5 illustrates the relationship between λ and communication costs. Proposed
method successfully controls the cost better than conventional method and much
better than flooding. Although the initial TTL was set to 7 in this simulation, we also
evaluated in the case where the initial TTL was set to 3 and 5, and the result showed
almost the same tendency.

Totally from the results of the simulations shown above, we can confirm that
the proposed method achieves acquisition rate well at almost the same level with
conventional method, and at the same time, controls communication costs better
than the other methods.
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5 Conclusion

We proposed an improved contents searching method using transmission records
in unstructured peer-to-peer networks. The main contributions in this paper is to
control the number of wasted queries. In this method, when a query is not guided by
Transmission Records (TRs) in a peer, the query is forwarded only to the adjacent
peers with sufficient past successful experiences of finding target content items by
forwarding queries to the peers.

According to the results of the evaluation, we confirmed that the proposedmethod
achieved better performance than the conventional methods. As a future work, we
will continue to improve the proposedmethod furthermainly in the process of wasted
queries omitting.

Acknowledgments This researchwas partially supported by JSPSKAKENHIGrant Number
25330129.

References

1. Rosensweig, E.J., Kurose, J.: Breadcrumb: efficient, best-effort content location in cache
networks. In: Proc. IEEE INFOCOM 2009, pp. 2631–2635, April 2009

2. Tsoumakos,D., Roussopoulos,N.:Adaptive probabilistic search for peer-to-peer networks.
In: Proc. ICS 2003, pp. 102–110, September 2003

3. Honma, T., Kawakami, H., Asatani, K.: A study on TTL dynamic control for efficient
search in P2P networks. NS003-253, OCS2003-137, IEICE Technical Report, pp. 61–64,
January 2004. (in Japanese)



An Efficient Content Searching Method Using Transmission Records 113

4. Tomimatsu, T., Sugawara, S., Ishibashi, Y.: An efficient content searching method using
transmission records in unstructured peer-to-peer networks. NS2012-86, IEICE Technical
Report, pp. 37–42, October 2012. (in Japanese)

5. Tomimatsu, T., Sugawara, S., Ishibashi, Y.: Query guidance with transmission records for
efficient content searching in unstructured peer-to-peer networks. In: Proc. IEEE 2013
International Communications Quality and Reliability (CQR) Workshop, May 2013

6. Barabási, A.L., Albert, R.: Emergence of scaling in random networks. Science 286,
509–512 (1999)



Reliability Specification of
Telecommunication Networks Based on the
Failure Influence by Using Evolutional
Algorithm

Pingguo Huang and Hitoshi Watanabe

Abstract For the first step of the reliability design of telecommunication networks,
the reliability requirements should be determined. The method to determine the reli-
ability requirements which takes account of the social loss caused by service outage
has been established for telephone network in Japan. The feature of above method is
to determine the reliability requirement of network element by solving the equation
between the loss and reliability of the simple structure of networks, i.e. subscriber
areas or transit lines. Therefore, the previous method cannot be applied for the gen-
eral structure of networks, i.e. the NGN architecture consisted of various control
equipment. This paper has investigated the possibility to determine the reliability
requirement of network element evolutionally by allocating the traffic demand and
the loss caused by failure to the concerned element.

Keywords Telecommunication networks · Reliability · Design · Requirement

1 Introduction

There are various countermeasures for improving network reliability. The Japanese
telecommunication networks have experienced various failures and disasters and
improved its reliability from the lessons learned by these experiences. Then, the
backbone of Japanese telecommunication network has achieved the adequate relia-
bility. To achieve high reliability under the reasonable cost, the reliability design is
important. The process, i.e. to determine the reliability requirements, to evaluate the
reliability of the possible alternatives, and to select the optimum solution is important.
Especially to determine the reliability objective is the most important process.
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About the reliability specification of telecommunication networks, a method tak-
ing account of the social loss caused by service outage has been established for
telephone network in Japan [1]. The feature of this method is to determine the relia-
bility requirement of network element by solving the equation related to the loss and
reliability of the simple structure of networks, i.e. subscriber areas or transit lines.
Therefore, this method cannot be applied for the general structure of networks, i.e.
the NGN architecture consists of various control equipment. The authors have tried
to establish the more general method for reliability specification [2], [3]. This paper
describes the possibility to determine the reliability requirement of network element
evolutionally by allocating the traffic demand and the loss caused by failure to the
concerned element.

2 The Present Method

Because telecommunication networks have complex and spreading structures, there
are various reliability measures and to select the appropriate measures for specifi-
cation is difficult. Considering these situations, the telephone network is modeled
as the network which consists of the subscriber areas and transit network (Fig. 1)
and the following three measures are used for reliability specification. The first is
the end to end reliability. This is the probability that the path between the concerned
pair of users in network is available. The second is the unavailability requirements of
subscriber exchanges considering system size. The third is the area to area reliability
as the function of degradation rate of transmission capacity.

Fig. 1 The model of telephone network.

Here, the reliability requirements of subscriber exchanges are determined as
following process by using the concept of social loss caused by the service out-
ages [4], [5]. A failure of subscriber exchange yields the complete service outage of
the area. It is thought that the area suffered a certain loss per unit time. Therefore, it
can be defined the total loss per unit time caused by the failure. The loss is explained
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Fig. 2 Service by exchanges with different sizes.

as L(x). Let consider the two cases for serving telecommunication as shown in Fig. 2.
One exchange with size x serves total area in the case (a) and n exchanges with size
x/n serve for same area in case (b).

From the view point of users, the total expected loss of whole area per unit time
should be equal in these cases, because the way to service is the matters of provider
and the users have nothing to do it. Then, the equation about the relation of expected
loss of two cases is obtained as formula (1)

U (nx)L(nx) = nU (x/n)L(x/n) (1)

Here, U( ): Unavailability
L( ): Loss

This is a functional equation of U(x). Therefore, U(x) is solved as follows.

U (x) = kx/L(x) (2)

Here, k is the constant

This formula enables to determine reliability requirement as a function of its size
by using the concept of social loss caused by service outages. Here, the meaning of
social loss should be concerned. There are some understandings. The first is a kind of
thought experiment. The literature [4] thinks that the users may go to the outside of
subscriber area to communicate if the service stops. Then, the total moving distance
of users in that area represents the social loss. Therefore, the following formula
is obtained, because the average distance is proportioned to radius of the area and
number of users is proportioned to square of radius.

L(x) = cx1.5 (3)

Here, c is constant

In this case, the unavailability objective of system with size x is proportioned to
-0.5 power of x. There are other investigations about the social loss. Literature [6]
analyzed the field data of outage in America and yielded a social loss as a function of
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outage duration and number of users affected by outage. Literature [7] analyzed the
Japanese field data in details not only for telephone service but also for other telecom-
munication services. These results reinforce that the social loss is proportioned to
1.5 power of number of affected users.

In transit network, the reliability requirements are expressed as the function of
transmission capacity between two areas. The influence of failure of facilities appears
to the degradation of transmission capacity in transit networks. For example, the two
area connected by two routes (Fig. 3) has the three levels of degradation. Those are
complete cut off, half cut off and normal state. Therefore, to determine the reliability
objective as the function of degradation rate of transmission circuits is reasonable. In
actual design, the function is specified as like as a step-wise graph and the network
hierarchy is reflected to the severity of requirements [1].

Fig. 3 Reliability requirements of transit networks.

3 Reliability Design of Signaling Network

The call processing in telephone network is carried out by using the call control
signals. Currently these signals are transmitted by the network which is constructed
separately with the voice transfer network. This is called Common Chanel Signaling
Network(CCS Network). The CCS network is very important, because its failure
must yield the large service outage. Therefore, the question how to keep the high
reliability of CCS network with reasonable cost occurred. The current redundancy is
the complete double and those two networks are constructed separately in the level
of physical routes and only one network has the adequate transmission capacity.
Although this structure may be thought too much reliability, this is the reasonable
in practical sense. Because the transmitted information amount by CCS network is
much smaller than voice transfer network, the complete redundancy does not increase
so much cost in total.

However, the appropriateness of this simple design method is questionable in
the future networks, such as NGN, in which the control network and transmission
network cannot be separated clearly and the amount of transmitted information by
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Fig. 4 The CCS Network.

control network become to be large. In these conditions, the new design method is
required. Then, the problem is modelled as follows.

4 Model and Problem

– The network offers a telecommunication service to an area with distributed users
with homogeneous density. This area is divided into N subareas.

– Each subarea has its representative node, which is supposed as a subscriber ex-
change.

– The number of users in subarea k is nk . These users are connected to their repre-
sentative node k (k= 1, ... , N).

– The number of user in whole areas is NZ.
– There are (M-N) nodes except for above N nodes.
– The transit network consists by connecting those M nodes by links with arbitrary
topology.

– In normally, there are two paths between two nodes. A path consists of the series
of nodes and links. The communication between two nodes is available only when
at least one of these paths is available. Although there are various methods to set
two paths between two nodes, the following method is assumed here.
(1) The first path is the shortest route from starting node to destination node.
(2) The second path is the shortest route which is consist by the remained links
after eliminate links used by the first route. If there is not such route, only the first
path is considered in analysis.

– S servers are distributed on the above M nodes. Each node has at most one server.
– The necessary and sufficient condition for communicating two nodes is that there
is at least one path between two nodes and at least one server can be reached from
starting node.

– Nodes and links have their own failure probability. The failure probabilities are
expressed as unavailability. The failures are occur independently.

The problem is to determine the unavailability of nodes and links in accordance
with some kind of criteria. The followings are candidate criterion. The first is to keep
the reliability degradation caused by control network enough smaller than it caused
by the failures of voice transfer network. The second is to equalize expected loss of
users in overall network. This paper investigated the second way.
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Fig. 5 The model of networks. Fig. 6 The allocation of demand and loss.

From formula (2), the following formula is obtained.

U (x)L(x)/x = k (4)

This means that the formula (2) can be recognized as the method to equalize the loss
of user in network. In other word, that realizes the equalization of user’s loss and
builds a network which is well balanced reliability. Therefore, also in this paper, the
second criteria will be investigated.

5 Determination of Unavailability of Elements

5.1 The Basic Procedure

The left-hand side of formula (2) is obtained by dividing the number of users in the
area by thewhole expected loss. Then,we apply this formula to determine the unavail-
ability of network element also in general structured networks as shown in Fig. 5. Of
course, thisway is not strict. Because, in the general network, an element takes the part
of different combination of communication, the relationship between unavailability
and loss is not described as simple as the formula. However, we apply this method for
obtaining the first order approximation. The procedures are summarized as follows.

Procedure 1 (When only 1 path is available)
Provide the two parameters LXk and L fk . Let∧i be the total originating rate of com-
munication from user i to another users. Pick out the elements which are necessary to
communication all combination of i and j (Fig. 6). Let m be the number of necessary
elements. The above parameters LXk and L fk are incremented as following way.

L Xk = L Xk + λi j Li j (5)

L fk = L fk + λi j/�i j (6)

Here, λi j is the originating rate from user i to j and Li j is the loss when the com-
munication stops. In another word, this process is called as an allocating process
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of telecommunication demand and loss to passed elements. After the allocation, the
unavailability is obtained by the next formula.

Uk = cL fk/L Xk (7)

Here, c is the constant

Procedure 2 (When two paths are available)
The elements on the path between node i to j are divided into two classes. The
first is the elements which cause the stop of communication when only the element
fails. Let call such element as “one failure element". The second is that which cause
stop of communication when the failure occur in said element and other element
at same time. Let call such element as “two failures element". An element which
is once recognized as “one failure element" is also recognized in other occasion as
“two failures element" according with the difference of communication pairs. Then,
4 parameters are provided and the 2 parameters are for “one failure element" and
another 2 are for “two failures element". The allocation of “one failure element" is
carried out by formula (5) and (6). The allocation of “two failures element" is carried
out by the following formulae (8) and (9).

LYk = LYk + λi j Li j (8)

Lgk = Lgk + λi j/�i K (9)

Here, K is the number of elements relates to the concerned communication.
After the above allocation, the unavailability is obtained as follows. Let consider

the effects of the failure of an elements with unavailability U. The effect is expressed
as the following formula.

L = U�Li + U 2�L j (10)

Here, Li is the loss suffering to user i yielded by the roll of “one failure element"
and L j is the loss yielded by the roll of “two failures element". Because the ordinary
unavailability is much smaller than 1, U 2 is much smaller than U. Therefore, the
second term of right-hand side is rather smaller than first term. Therefore, when the
considered element plays both kind of element, the second term can be neglected.
Therefore, in such case, the unavailability is obtained by the formula (7).

On the contrary, when the concerned element plays only as “two failures element"
for any communication, the unavailability is obtained by the following formula.

U 2�L j/x = const (11)

Then, U is obtained as follows.

U = C(LYk/K gk)
1/2 (12)

Here, C is the constant.
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5.2 Evaluation Method of Expectation of Loss

As this paper supposes that failures occur independently, the expectations of loss
of each user are evaluated as follows. At first, the state whether elements are up
or down are listed up. In the system with N elements, the number of states is 2N .
This becomes to be rather large number in actual system. However, if the states are
restricted in which the largest number of failed element is some number, the number
of concerned state is not large. In actually, as the probability of failure is rather
small, this approximation is reasonable. Secondly, the probability of each state is
calculated. Thirdly, the propriety of communication between whole combinations of
users is examined and loss of each user is cumulated.

5.3 Increase the Precision by Evolutional Process

The process mentioned in section 5.1 is only approximationmethod. Then, this paper
proposes the evolutional process to increase the accuracy by repeating the allocation
process. The concrete process is described as follows.

Let note the following characteristics of the expected loss of each user. Let { U1,
U2, ... ,UM } be the unavailability of element and { L1, L2, ... , L N Z } be the expected
loss of each user. Li (i = 1, ... , NZ) are increasing functions of Uk (k = 1, ... , M).
Therefore, if the unavailability of the element related to the communications of user
which has large expected loss is reduced, the expected loss of the user becomes to be
small. On the contrary, the allocating method mentioned in section 5.1 is the method
to reduce the unavailability of element with importance to be small. Therefore, the
allocatingmethod has the possibility to revise unavailability of elements. Concretely,
the additional allocation is carried out by the following process. At first, specify the
subarea to be reduced or increased its expected loss. In case to reduce the user loss,
only the denominator is incremented in allocation process. In case to increase, only
the numerator is incremented.

However, this revision may affects to other users and there is the possibility of
degradation of total balance in network. Therefore, we have investigated the effec-
tiveness of this method by some network models.

6 Evaluation Examples

6.1 Necessity of Reliability Specification

Fig. 7 is the analyzed area. The area is divided into 6 subareas. The users are dis-
tributed in this area with homogeneous density. The loss means the distance between
two users with communication.

Fig. 8 shows the expected loss of whole users when the unavailability of node
are equal and unavailability of link is 0. It shows that the expected loss of user
in subarea 6 is much greater than other areas. The area become to be greater, the
combination and distance is become to be greater in nonlinearly. To balance these
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Fig. 7 The area concerned.

Fig. 8 Expected loss (1). Fig. 9 Expected loss (2).

two tendencies, set the reliability objective of greater exchange be smaller is the
reasonable solution. Then, Fig. 9 shows the expected loss of users under the condition
that the unavailability of exchange is proportioned to -1.5 power of the number of
user in subareas. The expected losses of users are well equalized. Fig. 10 shows
the expected loss of users when the unavailability of elements are obtained by the
method of allocating. Here, table 1 shows the unavailability obtained by our method.
This shows that our proposed method has the possibility to determine the reliability
objective automatically according to the importance of elements.

6.2 The General Network with Control Servers

There is no control server and only one path between nodes in the example of sec-
tion 6.1. The next example is the network with control server and has rather general
network topology and which has two paths between nodes (Fig. 11).

The unavailability of nodes and links are determined by the method in section 5.1
and the expected losses of users are evaluated. In these graphs, the average expected
loss in each subarea is shown. Fig. 12 (a) shows the result of first allocation. In
this result, the loss of subarea 1 is large. Therefore, in the second allocation process,
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Fig. 10 Expected loss (3). Fig. 11 The network with servers.

Fig. 12 Equalization of user loss by evolutional algorithm.

the allocation is carried out to reduce unavailability of elements related to the com-
munication of subarea 1. Eventually, the allocation is repeated four times and the
expected loss have become to be rather equalized. This shows that possibility of our
proposed method.

Next case is the networkwith changing the location of servers.As shown in table 2,
reliability objective is severer than Fig. 12. This is concluded from that Fig. 13 has
only one server.
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Fig. 13 Networks concerned.

Table 1 Unavailability of Element.

NE Unavailability
1 3.58 × 10−5

2 3.57 × 10−5

3 3.78 × 10−5

4 3.23 × 10−5

5 3.93 × 10−5

6 9.02 × 10−6

7 0.048
8 0.05
9 0.03
10 0.019
11 0.062

Table 2 Unavailability of Element.

NE Network 1 Network 2 Network 3
1 6.21 × 10−5 6.41 × 10−5 0.00017
2 0.000201 0.000161 0.000199
3 0.00024 0.000124 0.0000167
4 0.000312 8.96 × 10−5 0.000126
5 0.000165 9.18 × 10−5 0.000124
6 8.03 × 10−5 3.48 × 10−5 7.78 × 10−5

7 6.72 × 10−5 4.14 × 10−5 9.81 × 10−5

8 6.72 × 10−5 7.24 × 10−5 0.000101
9 6.81 × 10−5 0.000101 8.02 × 10−5

10 9.37 × 10−5 0.000123 8.32 × 10−5

11 5.98 × 10−5 8.47 × 10−5 7.06 × 10−5

12 0.000123 5.54 × 10−5 5.49 × 10−5

13 9.6 × 10−5 9.35 × 10−5 0
14 6.66 × 10−5 3.37 × 10−5 3.37 × 10−5

7 Conclusion

This paper proposed a new method to determine the reliability objective of telecom-
munication networks. The feature is to allocate communication demand and loss
to network elements. This method has the possibility to apply for general network
structure, such as the network which is not separate clearly transmission layer and
control layer. This paper investigated the effectiveness only for restricted models.
We would like to investigate in more general network models.

This work was supported by JSPS KAKENHI Grant Number 25350460.
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Trade-off Relationship Between Operability and 
Fairness in Networked Balloon Bursting Game 
Using Haptic Interface Devices 

Mya Sithu, Yutaka Ishibashi, Pingguo Huang and Norishige Fukushima * 

Abstract This paper investigates the trade-off relationship between the operability 
of haptic interface device and the fairness between players by carrying out subjec-
tive and objective QoE (Quality of Experience) assessments in a networked bal-
loon bursting game. In the game, two players burst balloons in a 3D virtual space 
by using haptic interface devices, and they compete for the number of burst bal-
loons. As a result, we confirm that there exists a trade-off relationship between the 
operability and fairness; that is, if we try to improve the fairness, the operability is 
degraded when the network delays are different from terminal to terminal; if we 
try to improve the operability, the fairness is damaged. We also find that the con-
tribution of the fairness is larger than that of the operability to the comprehensive 
quality (i.e., the weighted sum of the operability and fairness). Assessment results 
further show that the output timing of terminals should be adjusted to the terminal 
which has the slowest output timing to maintain the fairness when the difference 
in network delay between the terminals is large. In this way, the comprehensive 
quality at each terminal can also be maintained as high as possible. 

Keywords Networked real-time game · Virtual environment · Balloon bursting 
game · Haptic interface devices · Network delay · Quality of experience · Operability 
· Fairness 

1 Introduction 

Players can achieve a high sense of immersion by using haptic interface devices  
in networked real-time games [1]-[4]. When the players play such games over a  
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network like the Internet, the consistency (e.g., the positions of an object at ter-
minals are the same) of objects in a 3D virtual space at the players’ terminals may 
be disturbed owing to the network delay, delay jitter, and packet loss.  

To keep the consistency high at the terminals, we can employ the local lag con-
trol [5], which buffers the local information for a constant time called the local lag 
according to the network delay from the local terminal to the other terminal. Thus, 
the interactivity is degraded. The operability of haptic interface device is also 
deteriorated [6]. Moreover, when the difference in network delay between the 
terminals is large; the fairness among the players is largely damaged [7]. Note that 
the fairness in the game means that the same condition is provided to all the play-
ers [8]. For example, in a networked real-time game when two players play, when 
the network delay from a terminal to the other terminal is large, and that in the 
opposite direction is small, the operability is seriously degraded only at the ter-
minal with the larger network delay under the local lag control. This leads to un-
fairness between the players. 

To maintain the fairness high, we can use the adaptive ∆-causality control [9], 
which also employs the local lag control. The adaptive ∆-causality control gener-
ally sets the local lag at each terminal to the maximum network delay among the 
terminals. Therefore, when the maximum network delay is large, the operability of 
the haptic interface device may seriously be degraded, but the fairness is main-
tained high. Based on this relationship of the operability and fairness, we can say 
that there is a trade-off relationship between the operability and fairness as shown 
in [3] and [9], where the influence of network delay on the operability and fairness 
for hard objects are investigated. It is also important to carry out the investigation 
for soft objects. This is because the influences for soft objects may be different 
from those for hard objects. 

In [6], a balloon bursting game in which two players burst balloons (i.e., soft 
objects) using haptic interface devices is dealt with in a 3D virtual space. The 
influence of the network delay on the operability of haptic interface device is in-
vestigated by QoE (Quality of Experience) [10] assessment. Assessment results 
show that the operability depends on the local lag, and the characteristics of soft 
objects change when the local lag is large; that is, the balloon becomes harder and 
more slippery. The change in characteristics of soft objects is different from that 
of hard objects; the hard ones become heavier as the network delay increases in 
[11]. The allowable range of local lag is around 150 ms; that is, the deterioration 
in the operability is allowable when the local lag is smaller than or equal to about 
150 ms. In [7], QoE assessment on the fairness between players is carried out for 
the balloon bursting game [6]. In the game, the players compete with each other 
for the number of burst balloons. Each player who bursts more balloons than the 
other player wins the game. Assessment results show that the fairness between 
players is mainly dependent on the difference in network delay between the ter-
minals, and the allowable range of the absolute difference in network delay be-
tween the players is within around 75 ms. In [6] and [7], QoE assessments on the 
operability and fairness are carried out separately. It is not clear how the operabili-
ty  
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and fairness are related to each other. Therefore, it is important to investigate  
the relationship in detail by QoE assessment in which we should also assess the 
comprehensive quality (i.e., the weighted sum of the operability and fairness) to 
examine which QoE (operability or fairness) has larger contribution to the com-
prehensive quality. Also, we should clarify how much local lag should be set at 
each terminal to maintain the comprehensive quality as high as possible. For ex-
ample, if the fairness has larger contribution to the comprehensive quality, the 
comprehensive quality may be maintained high by adjusting the output timing of 
the terminals to the terminal which has the slowest timing as in the adaptive ∆-
causality control. 

Therefore, in this paper, we investigate the trade-off relationship between the 
operability and fairness by carrying out subjective QoE assessment on operability, 
fairness and comprehensive quality in the balloon bursting game [6], [7]. The 
reason why we employ the game is that we here examine the relationship between 
the operability of haptic interface device [6] and the fairness among the players [7] 
for soft objects. We also perform objective QoE assessment at the same time as 
the subjective assessment. We further investigate the relationship between subjec-
tive and objective results.  

The remainder of this paper is organized as follows. Section 2 describes the 
balloon bursting game. Assessment environment is explained in Section 3. As-
sessment results are presented in Section 4, and Section 5 concludes the paper. 

2 Balloon Bursting Game 

The system configuration of the balloon bursting game is shown in Fig. 1, where 
there are two terminals (terminals 1 and 2), each of which has a PC with a display, 
a haptic interface device (Geometric Touch [12]), and a headset. Each of two 
players (players 1 and 2) bursts balloons with his/her haptic interface device in a 
3D virtual space. The two players compete with each other for the number of burst 
balloons. As shown in Fig. 1, we employ four balloons for simplicity in the virtual 
space. Each player employs his/her haptic interface device to move the virtual 
stylus in the 3D virtual space. In Fig. 1, the virtual styli are placed at the initial 
position. When the player touches the balloon with the tip of the stylus, the reac-
tion force is perceived through the haptic interface device; he/she can feel the 
softness of the balloon. The balloon is distorted when the player pushes it with the 
stylus. If he/she pushes it strongly, the balloon is largely distorted, and it is burst 
and disappeared. Then, he/she hears a sound of bursting it via the headset. 

In this paper, player 1 bursts two blue balloons alternately on the left side of the 
virtual space, and player 2 bursts two pink balloons on the right side as in [7]. This 
purpose is to avoid the situation of trying to burst the same balloon simultaneously 
at the two terminals for simplicity. Before the start of the game, the players stand 
ready by placing their styli at their respective initial positions (see Fig. 2 (a)). The 
players start to burst the balloons when “START” message is displayed on the 
screen (see Fig. 2 (a)) and a buzzer sound is output. During the game, the numbers 
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of balloons burst by the two players are displayed on the screen (see Fig. 2 (b)). 
The players stop the game when “GAME OVER” message appears on the screen 
30 seconds after the beginning of the game (see Fig. 2 (c)). The buzzer sound also 
alerts the players to stop the game at that time. A player who bursts more balloons 
than the other player wins the game. When a balloon is burst and disappeared, a 
new balloon automatically appears at the location of the burst balloon. Both play-
ers try to burst their respective balloons from the front side of the balloon as fast 
as they can.  

The reaction force applied to the haptic interface device is generated by the 
haptic rendering engine [13], which uses the object shape and material properties 
such as s tiffness and friction for calculation of the reaction force. The force ap-
plied to a balloon when the player pushes the balloon with the stylus is equal to 
the reaction force against the player. The player feels larger reaction force as the 
penetration depth of the stylus becomes larger; the volume of the balloon decreas-
es in this paper. The penetration depth of the stylus is the distance from the surface 
of the balloon to the tip of the stylus. There may be several methods of judgment 
of bursting a balloon. In this paper, we use a method in which a balloon is burst 
when the volume of a balloon reaches a threshold value as in [6]. We set the thre-
shold value to 90% of the initial volume of the balloon in our assessment. The size 
of the balloon in the virtual space can be changed. In this paper, the radii of three 
dimensional axes (x, y, and z) of the balloon are 1.1, 1.5 and 1.1, respectively (see 
the virtual space in Fig. 1), where we assume that the length of the stylus is 1.0. 

 

 

Fig. 1  System configuration of balloon bursting game. 

 
 
 

Terminal 1 Terminal 2

DisplayPC 
Headset

Haptic interface device

Player 1 Player 2 

Balloons

Network

Display
Headset

PC 

Haptic interface device

Player 1’s 
stylus

Player 2’s 
stylus

Delay 1
Delay 2

Local lag 1 Local lag 2

3D virtual space



Trade-off Relationship Between Operability and Fairness  131 

 

 
 

3 Assessment Environment 

3.1 Assessment System 

In our assessment system, the two terminals are connected to each other via a 
network emulator (NIST Net [14]) which is used instead of the network shown in 
Fig. 1. The network emulator generates an additional constant delay for each 
packet transmitted between the terminals. Note that the network delay jitter can be 
absorbed by buffering under media synchronization control such as the Virtual-
Time Rendering (VTR) algorithm [15]; we here take account of the jitter by in-
cluding the buffering time in the constant delay as in [16]. We call the constant 
delay from terminal 1 to terminal 2 delay 1, and that from terminal 2 to terminal 1 
delay 2 (see Fig. 1). We call the local lag at terminal 1 local lag 1 and that at ter-
minal 2 local lag 2.  

3.2 Assessment Methods 

Before the assessment, each pair of subjects played the balloon bursting game for 
three times to get used to the game on the condition that delays 1 and 2 are set to 
0 ms; that is, the same condition is provided to the pair. By practicing, each sub-
ject knows how to burst a balloon by using a haptic interface device. We carried 
out the assessment by setting delay 1 to 0 ms or 200 ms, and setting delay 2 to 50 
ms, 100 ms, 200 ms, 300 ms, or 500 ms. We carried out QoE assessment with 16 
subjects (males and females) whose ages were between 20 and 30. 

Assessments in which delay 1 is set to 0 ms and 200 ms are referred to as cases 
1 and 2, respectively. Local lag 1 is changed from 0 ms to 500 ms at intervals of 
50 ms, and local lag 2 is set to the same value as delay 2. In each case, the order of 
combinations of delays and the local lags were changed in random order for the 

 
 
 

  

  
(a) Start of game (b) During game (c) End of game 

Fig. 2 Displayed images in virtual space. 
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pair. It took 30 seconds for each stimulus. After each stimulus, each subject was 
asked to base his/her judgment about the operability, fairness, and comprehensive 
quality in terms of wording used to define the five-grade impairment scale (5: 
Imperceptible, 4: Perceptible, but not annoying, 3: Slightly annoying, 2: Annoy-
ing, 1: Very annoying) [17]. In each stimulus, if the pair obtained almost the same 
results about victory or defeat as those in the practice, the pair regarded the fair-
ness as high and valued the score at 5. The comprehensive quality is the weighted 
sum of the operability and interactivity; thus, the comprehensive quality is the 
most important. Each subject gave a score from 1 through 5 to each stimulus. By 
averaging the scores of all the subjects, we obtained Mean Opinion Score (MOS) 
[17]. We also adopted the number of burst balloons as an objective assessment 
measure. The total assessment time for each case was about two hours per a pair.  

4 Assessment Results 

4.1 Subjective Assessment Results 

4.1.1 Operability and Fairness  

We show the MOS values of operability at terminals 1 and 2 as a function of local 
lag 1 in Figs. 3 and 4, respectively. In Figs. 5 and 6, we also plot the MOS values 
of fairness at terminals 1 and 2, respectively. In the figures, we show only assess-
ment results of case 1. We do not show results of case 2 since they had similar 
tendencies to those in case 1.  The 95% confidence intervals are also plotted in 
the figures. 

In Fig. 3, we see that the MOS values of operability for all the values of delay 2 
at terminal 1 decrease as local lag 1 increases. This is because the local informa-
tion at terminal 1 is buffered for a time of local lag 1; thus, since the interactivity 
is degraded, each subject feels that the balloon becomes harder and more slippery, 
and it is difficult to burst the balloon. From Fig. 4, we find that the MOS values at 
terminal 2 hardly depend on local lag 1, and they depend on mainly delay 2 or 
local lag 2. This is because the local information at terminal 2 is buffered for a 
time of delay 2. 

In Figs. 5 and 6, we notice that when delay 2 is 50 ms, the MOS value of fair-
ness hardly depends on local lag 1. For the other values of delay 2, the MOS val-
ues increase as local lag 1 increases. This is because each subject feels fairness 
strongly when the absolute difference of local lags 1 and 2 becomes smaller.  

By comparing Figs. 3 and 5, we confirm that there is a trade-off relationship 
between the MOS value of operability and that of fairness at terminal 1; that is, the 
MOS value of operability becomes smaller when that of fairness becomes larger. 
Also, from Figs. 4 and 6, we note that the MOS value of operability at terminal 2 
does not change when the MOS value of fairness becomes larger.  

To clarify the optimum local lag values at both terminals, we have also calcu-
lated the average MOS values of two terminals, which are shown in Figs. 7 and 8. 
In Fig. 7, we see that the average MOS value of operability for two terminals de-
creases as local lag 1 becomes larger for each value of delay 2. In the figure, we 
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also find that delay 2 of 50 ms has the highest MOS value, and delay 2 of 500 ms 
has the lowest one for each value of local lag 1. In Fig. 8, we notice that when 
delay 2 is 50 ms, the average MOS value of fairness for two terminals hardly  
depend on local lag 1. For the other values of delay 2, the average MOS values 
increase as local lag 1 becomes larger. From the average MOS values of two ter-
minals, we further confirm that the trade-off relationship exists between the MOS 
value of operability and that of fairness. 

 

Fig. 3 MOS of operability at terminal 1. Fig. 4 MOS of operability at terminal 2. 

Fig. 5 MOS of fairness at terminal 1. Fig. 6 MOS of fairness at terminal 2. 

 

Fig. 7 Average MOS of operability for two 
terminals. 

Fig. 8 Average MOS of fairness for two 
terminals. 
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4.1.2 Comprehensive Quality  

We show the MOS values of comprehensive quality at terminals 1 and 2 in Figs. 9 
and 10, respectively. The average MOS value of comprehensive quality is also 
plotted in Fig. 11.  

Fig. 9 reveals that the MOS values of comprehensive quality for all the values 
of delay 2 at terminal 1 hardly depend on local lag 1. In Fig. 10, we find that the 
MOS value hardly depends on local lag 1 when delay 2 is 50 ms or 100 ms. For 
the other values of delay 2, the MOS values increase as local lag 1 becomes larger. 
From Fig. 11, we note that the average MOS value for delay 2 of 50 ms hardly 
depends on local lag 1. For the other values of delay 2, the average MOS values 
slightly increase as local lag 1 becomes larger. When delay 2 is 100 ms, the opti-
mum value of local lag 1 is 100 ms. When delay 2 is 200 ms, 300 ms or 500 ms, 
the optimum value of local lag 1 is within the range from about 125 ms to around 
200 ms, from about 225 ms to around 300 ms, or from about 425 ms to around 
500 ms, respectively.  

From Figs. 9 and 10, we notice that the contribution of the fairness is larger 
than that of the operability to the comprehensive quality. From Fig. 11, we can 
also clarify how local lags should be set to maintain the comprehensive quality as 
high as possible at both terminals. Local lags 1 and 2 should be set to the same 
values of delays 1 and 2, respectively, if the difference in network delays between 
the terminals is smaller than or equal to about 50 ms. When the difference is larger 
than about 50 ms, for simplicity, the local lags can be set to the larger value of 
network delays between the terminals as in the adaptive ∆-causality control.  

 

Fig. 9 MOS of comprehensive quality at 
terminal 1. 

Fig. 10 MOS of comprehensive quality at 
terminal 2. 
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Fig. 11 Average MOS of comprehensive quality for two terminals. 

5 Objective Assessment Results 

We show the average numbers of burst balloons at terminals 1 and 2 in Figs. 12 and 
13, respectively. The average difference in the number of burst balloons is also 
shown in Fig. 14. The 95% confidence intervals are also plotted in the figures.  

In Fig. 12, we see that the average number of burst balloons at terminal 1 be-
comes smaller as local lag 1 increases for each value of delay 2. In Fig. 13, we 
find that the average number of burst balloons at terminal 2 hardly depends on 
local lag 1. By comparing Figs. 12 and 13 with Figs. 3 and 4, respectively, we can 
say that the MOS value of operability decreases as the average number of burst 
balloons becomes smaller for each value of delay 2. From Fig. 14, we notice that 
the average difference in the number of burst balloons becomes smaller as local 
lag 1 increases for each value of delay 2. This is because the local lag difference 
between the two terminals becomes smaller as local lag 1 increases. By comparing 
Fig. 14 to Fig. 5 or 6, we see that the tendencies of the curves are inverses of each 
other; that is, the highest MOS value can be obtained when the average difference 
in the number of burst balloons is the smallest for each value of delay 2. 

5.1 Relations between Objective and Subjective Results 

As described in Section 4.2, by comparing the objective results to subjective re-
sults, we found that they are related to each other. We should clarify how they are 
related to each other in detail, and examine whether the subjective results can be 
estimated from objective results or not. To investigate the relationship between the 
average number of burst balloons (or the local lag) and the MOS value of opera-
bility, we carried out the regression analysis [18]. As a result, we obtained esti-
mated equations shown in Table 1 for both terminals of the two cases. In Table 1, MOS denotes the estimated MOS value of operability,  is the average num-
ber of burst balloons, ∆ is the local lag, and R2 is the contribution rate adjusted for 
degrees of freedom [18], which shows goodness of fit with the estimated equation. 
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Fig. 12 Average number of burst balloons 
at terminal 1.  

Fig. 13 Average number of burst balloons at 
terminal 2. 

Fig. 14 Average difference in number of burst balloons between terminals. 

 
Since the contribution rates are very high in Table 1, we can say that the MOS 
value of operability can be estimated with a high degree of accuracy from the 
average number of burst balloons or the local lag. 

We also carried out regression analysis to investigate the relationship between 
the MOS value of fairness and the absolute value of average difference in the 
number of burst balloons, and that between the MOS value of fairness and the 
absolute value of local lag difference. As a result, we obtained equations shown in 
Table 2 for both terminals in the two cases. In Table 2, MOS is the estimated 
MOS value of fairness,  is the average difference in the number of burst 
balloons, and ∆ is the local lag difference. From Table 2, we find that the 
contribution rates are high. Thus, we can say that the MOS value of fairness can 
be estimated with a high degree of accuracy from the absolute value of average 
difference in the number of burst balloons or the absolute value of the local lag 
difference. Furthermore, according to high contribution rates shown in Table 3, 
where MOS is the estimated MOS value of comprehensive quality, we can say 
that we can estimate the MOS value of comprehensive quality with a high degree 
of accuracy from the average number of burst balloons and the average difference 
in the number of burst balloons, or from the lcoal lag and the local lag difference. 
In addition, we examined the relationship between the average MOS values of two 
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terminals and the objective results. As a result, we obtained the similar results as 
in Tables 1, 2 and 3. 

6 Conclusions 

In this paper, we investigated the trade-off relationship between the operability 
and fairness in a networked balloon bursting game by carrying out subjective and 
objective QoE assessments. As a result, we confirmed that there exists a trade-off 
relationship between the operability and fairness. We also clarified how local lags 
should be set at each terminal as follows. Local lag at each terminal can be set to 
the same value of network delay from the local terminal to the other terminal 
when the absolute difference in network delay between the terminals is smaller 
than or equal to about 50 ms. When the difference is larger than about 50 ms, we 
can set the local lags to the larger value of network delay between the terminals. 

We further examined the relationships between subjective and objective as-
sessment results. We found that the MOS value of operability can be estimated 
from the average number of burst balloons or local lag with a high degree of accu-
racy. We illustrated that the MOS value of fairness can roughly be estimated from 
the average 

Table 1 Estimated equations for MOS 
of operability. 

 
Table 2 Estimated equations for MOS of 
fairness. 

Equation R2  Equation R2 MOS 4.347 +2.428 0.968  MOS 4.311 19.226 0.889 MOS 137.230∆+643.900 0.968  MOS 135.980| ∆| 597.310 0.936 

Table 3 Estimated equations for MOS of comprehensive quality. 

Equation R2 MOS 0.112 0.107 1.891 0.931 MOS 0.003∆ 0.003| ∆| 4.196 0.928 

 
difference in number of burst balloons or the absolute value of local lag differ-
ence. Moreover, we noted that the MOS value of comprehensive quality can be 
estimated from the average number of burst balloons and the absolute value of 
average difference in number of burst balloons, or from the local lag and the 
absloute value of local lag differnce to a large extent. 

As our future work, we will carry out QoE assessments to confirm the trade-off 
relationship in other networked real-time games. We also need to confirm whether 
the MOS value of comprehensive quality can be kept high or not at both terminals 
by setting local lags according to the difference in network delay between the 
terminals as described in Section 4.1. Furthermore, it is important to carry out the 
confirmation in real-time games over the Internet. 
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The Effect of Spatiotemporal Tradeoff
of Picture Patterns on QoE in Multi-View
Video and Audio IP Transmission

Toshiro Nunome and Yusuke Tsuya

Abstract In this paper, we study QoE (Quality of Experience) of Multi-View Video
and Audio (MVV-A) transmission over IP networks. This paper assesses the effect
of the tradeoff relationship between improvement of image quality and degradation
of viewpoint change response owing to the picture patterns. When the length of GOP
(Group of Picture) is short, the viewpoint change response is quick, but the image
quality is not good. On the other hand, in the long GOP, the image quality is good
owing to high coding efficiency, while the viewpoint change response is slow because
the new viewpoint cannot be shown until receiving the next I picture. We employ
two contents and assess QoE multidimensionally by a subjective experiment.

1 Introduction

For giving higher presence to the users, MVV (Multi-View Video), in which the users
can change the viewpoint, has been studied [1]. The ultimate goal of the network
services is to provide high QoE (Quality of Experience), which represents the over-
all acceptability of an application or service, as perceived subjectively by the end-
users [2].

In [3] and [4],MVV-A (MVV and Audio), which isMVV accompanied by audio, is
transmitted over the IP network, and QoE assessment has been conducted. However,
the papers only consider I pictures only for the picture pattern of the video stream.
When we employ P pictures, i.e., utilizing inter-frame prediction for encoding, even
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               : 100 Mb/s 
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Fig. 1 Experimental system

if the users change the viewpoint, the new viewpoint cannot be shown until receiving
the next I picture. It degrades viewpoint change response. On the other hand, the
inter-frame prediction improves coding efficiency; it can provide high image quality.

Thus, in this paper, we assess the effect of the tradeoff relationship between
improvement of image quality and degradation of viewpoint change response owing
to the picture patterns. We assess QoE multidimensionally by a experiment with two
contents.

The remainder of this paper is organized as follows. Section 2 describes the
experimental method. Section 3 explains the QoE assessment method. Section 4
presents experimental results. Section 5 concludes this paper.

2 Experimental Method

Fig. 1 shows the configuration of the experimental system.Media Server is the server
of MVV-A, and Media Receiver is the client of MVV-A. Load Server is the server
of the load traffic, and Load Receiver is the client of the load traffic. Both Router 1
and Router 2 are Cisco 2811. Two routers are connected by a full duplex Ethernet
line of 10 Mb/s. All the other links are 100 Mb/s Ethernet.

The server captures the video of each camera. At the same time, the audio is
captured by the microphone. The server sends the audio and video of a selected
viewpoint to the client as two separate UDP packet flows. The client receives these
packets and outputs the audio and video decoded from them. The client can choose
one viewpoint from the four cameras by sending a request with a UDP packet.

The specifications of audio and video are shown in Table 1. We refer to the
transmission unit at the application-level as an MU (Media Unit). A video MU is
a video frame and an audio MU is 320 audio samples. Each MU is transmitted as



The Effect of Spatiotemporal Tradeoff on QoE in MVV-A 141

Table 1 Specifications of audio and video.

audio video

coding method G.711 µ-law H.264
picture size [pixels] - 704 × 480
picture pattern - I, IPPPP, I+14P’s
encoding bit rate [kb/s] 64 1000
average MU rate [MU/s] 25 30
duration [s] 20

Camera 1 Camera 2

Camera 4 Camera 3

Fig. 2 Camera arrangement (magic)

a UDP packet. We employ frame skipping as the output method of video. That is,
when some packets consisting of an MU is lost, output of the MU is skipped.

Load Server generates UDP packets including 1472 bytes payload with expo-
nentially distributed interval and sends them to corresponding Load Receiver. We
assume two values of the average amount of UDP load traffic: 5.9Mb/s and 8.4Mb/s.
We consider that the average load traffic 5.9 Mb/s and 8.4 Mb/s are lightly loaded
and heavily loaded, respectively.

In this paper, playout buffering control is used for absorbing delay jitter in Media
Receiver. In the MVV-A system, playout buffering control brings trade-off between
the viewpoint change response and output quality [3]. In order to investigate the
effect of the playout buffering time, we employ three values: 70, 150, and 300 ms.

In the experiment, we employ two contents. One is a table magic with cards
(namely, magic). The other is a toy train running on plastic rails (namely, train).
Figs. 2 and 3 show the camera arrangements in magic and train, respectively.

We employed 15 male students in their twenties as assessors. We have totally 36
stimuli to be evaluated because of the two contents, the three picture patterns, the
two patterns of load traffic, and the three types of playout buffering time. The total
time for the experiment to an assessor is about 40 minutes.
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Direction

Camera 1

Camera 3Camera 2

Camera 4

Fig. 3 Camera arrangement (train)

3 QoE Assessment Method

In the experiment, we perform multidimensional QoE assessment with 10 pairs of
polar terms. The pairs in the subjective experiment are shown in Table 2 and are
classified into six categories; there are three pairs for video, a pair for audio, a pair
for synchronization, two pairs for response, two pairs for psychology, and a pair for
overall satisfaction.

Table 2 Adjective pairs

category adjective pair

The video is rough - smooth
video The video is blurred - sharp

The video is hard to grasp - easy

audio The audio is artificial - natural

synchronization The audio and video are out of synchronization
- in synchronization

response The viewpoint change response is slow - fast
The viewpoint change response is unstable - steady

psychology I am irritated - not irritated
I feel impatient - relaxed

overall Bad - Excellent

Note that the experiment was performed with the Japanese language. This paper
has translated the used Japanese terms into English. Therefore, the meanings of
adjectives or verbs written in English here may slightly differ from those of Japanese
ones.
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For each pair of polar terms, the subject gives a score to the stimulus by the rating
scale method [5] with five grades. The best grade (score 5) represents the positive
adjective (the right-hand side one in each pair in Table 2), while the worst grade
(score 1) means the negative adjective. The middle grade (score 3) is neutral. Finally,
we calculate the mean opinion score (MOS), which is average of the rating scale
scores for all the users.

4 Experimental Result

4.1 Application-Level QoS

Figure 4 shows the MU loss ratio of video. It is the ratio of the number of MUs
not output at the recipient to the number of MUs transmitted by the sender. The
abscissa means the combination of the playout buffering time and the content. Each
plot shows the result for the combination of the picture pattern and the average load
traffic.

We see in Fig. 4 that under lightly loaded condition, theMU lossmerely occurs.On
the other hand, under heavily loaded condition, we notice that theMU loss occurs for
the playout buffering time 70ms; theMU loss ratio decreases as the playout buffering
time increases. This is because the small buffering time cannot absorb network delay
jitter under the condition.

We also find in Fig. 4 that as the GOP length becomes long, the MU loss ratio
increases under heavily loaded condition. This is because the video output is skipped
until the next I picture when an MU cannot be received. In addition, the MU loss
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Fig. 5 Viewpoint change delay

ratio of train is larger than that of magic. This is due to the characteristics of contents;
the toy train moves largely in train, and the movement is small in magic.

Figure 5 depicts the average viewpoint change delay. It is defined as the time in
seconds from the moment the user inputs a request for viewpoint change by the user
interface until the instant a new viewpoint is output at the client.

In Fig. 5, the viewpoint change delay is approximately the summation of the round
trip delay between the server and the client and the playout buffering time. That is,
the playout buffering time degrades the response of the viewpoint change.

On the other hand, under heavily loaded condition with small buffering time, the
viewpoint change delay is large. This is because one ormoreMUs of a new viewpoint
can be discarded owing to their delayed arrival, and then the video freezes until the
new viewpoint is displayed. In this situation, train has larger viewpoint change delay
than magic. This is also the effect of the characteristics of contents.

4.2 QoE

In this section, we picked up the results of two adjective pairs. Figure 6 shows the
MOS for “The viewpoint change response is slow - fast”. Figure 7 depicts the MOS
for “Bad - Excellent”.

In Fig. 6, we find that the viewpoint change response for picture pattern I is faster
than the other picture patterns especially in short buffering time. This is because
with the picture patterns IPPPP and I+14P’s, the client needs to wait until the next I
picture when the viewpoint change request occurs.
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We also see in Fig. 6 that the viewpoint change response for train is lower than
that in magic. This is because train has larger action than magic and then requires
quick response for viewpoint change.

In Fig. 7, we can observe that the overall satisfaction for picture pattern IPPPP is
the best among the three picture patterns considered in this paper. This is because
the picture pattern has a good balance between the viewpoint change response and
picture quality.
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We notice in Fig. 7 that when the playout buffering time is set to 70 ms under
heavily loaded condition, the overall satisfaction for all the picture patterns degrades.
This is because the short buffering time cannot absorb network delay jitter.

In addition, we find in Fig. 7 that regardless of the average load traffic, the picture
pattern I has smaller MOS values than the other two picture patterns. This is because
the picture pattern has low coding efficiency and then cannot provide high picture
quality with the encoding bit rate in this paper, i.e., 1000 kb/s.

As for the effect of the contents, we see that the difference ofMOS values between
train and magic is small for the playout buffering time 150 ms and 300 ms. This
implies that the spatiotemporal tradeoff differs by the contents; train has largerweight
of viewpoint change response than magic. Thus, the overall satisfaction of IPPPP
and I+14P’s in train becomes smaller than that in magic.

5 Conclusions

In this paper, we evaluated the effect of the tradeoff relationship between improve-
ment of image quality and degradation of viewpoint change response owing to the
picture patterns. As a result, we noticed that the effect of spatiotemporal quality
tradeoff on QoE differs from the contents.

In future work, we need to assess QoE in other picture patterns. In addition, we
will devise appropriate setting methods of picture patterns.
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Anomalous Behavior Detection in Mobile 
Network 

Mon Mon Ko and Mie Mie Su Thwin 

Abstract New security threats emerge against mobile devices as the devices’ 
computing power and storage capabilities evolve. Preventive mechanisms like 
authentication, encryption alone are not sufficient to provide adequate security for 
a system. In this work, we propose User Group Partition Algorithm and Behavior 
Pattern Matching Algorithm to extract anomalous calls from mobile call detail 
records effectively. The system accepts the proper input of normal mobile phone 
call detail records as training dataset and fraud mobile phone call detail records as 
testing dataset. Two main processes are included in this system: grouping mobile 
phone calls in training dataset according to similar phone call patterns and match-
ing the new input mobile phone call detail records with grouped mobile phone call 
patterns to examine the input mobile phone call detail record is normal or not. If 
the system detects the anomalous mobile phone behavior, the system warns the 
user that the suspicious mobile phone call is detected and asks the user which 
action will be taken. 

1 Introduction* 

Mobile devices have evolved and experienced a great success over the last few 
years. Such devices are capable of performing sophisticated tasks and communi-
cate through various wireless interfaces [1]. However, along with their popularity, 
mobile devices face an everyday growing number of security threats. This is de-
spite the variety of peripheral protection mechanisms proposed in the literature in 
recent years. Without doubt, authentication and access control methods can be 
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used in many cases, but alone, they are not sufficient to offer integral protection 
against intrusions [2]. Overall, with the increasing risk of mobile malware, the 
theft or loss of mobile devices and the physical vulnerability, i.e. rewiring a circuit 
on the chip or using probing pins to monitor data flows to retrieve private keys or 
find flaws in the hardware components, designing a highly secure mobile device is 
still a very challenging task [3].  

While more than four billion people enjoy their mobile devices using 2G/3G 
mobile networks, Kaspersky Lab has very recently identified 39 new mobile mal-
ware families (SMS trojans, iPhone malware, Android spyware) with 143 modifi-
cations [4]. According to a Scan Safe report malware volumes grew 300% in 
2008, and it is noted that most of the legitimate web pages crawling on the Internet 
are not trustworthy or infected by different kinds of viruses [5]. Moreover, accord-
ing to the UK Home Office, 69% of robberies include a mobile device. As a result, 
a need for more intelligent and sophisticated security controls such as Intrusion 
Detection Systems (IDSs) for mobile devices is necessary[6]. In general, there are 
two basic approaches in IDS to detect an intrusion: a) misuse based (also called 
signature-based), and b) anomaly based (also called behavior-based). Although 
misuse based IDS can immediately be employed to monitor the mobile environ-
ment, only an anomaly-based IDS is able to detect new, unforeseen vulnerabilities 
and variants of known attacks [7]. Anomaly-based intrusion detection profiles 
normal behavior and attempts to identify patterns of user activities that deviate 
from a predefined or dynamically updated profile [8, 9]. Whilst much research has 
been devoted to IDS, in the context of anomaly detection, the exploration of what 
is defined as “normal” has been limited and several important problems remain 
unsolved [10, 11]. 

In this paper we concentrate on anomaly-based IDS for mobile network. We use 
a data set generated from a database of real world mobile communication network 
information. The database provides the following information for each transaction 
(use of a service by a customer): the initiation time, the duration (in minutes), and 
the type of the service. From the database, we generated a data set with 13,280  
examples.  

1.1 Motivation 

The motivation behind this approach is to seek proper as opposed to normal beha-
vior. It also to overcome the drawbacks of existing approaches such as specifica-
tion increasing, high false alarm rate, and to provide the solve options for users. 

1.2 Purposes of the System 

The purposes of this System are: 

• To study anomaly detection in mobile network elaborately. 
• To propose an effective detection system using GP algorithm and BPM algo-

rithm and summarizing mobile user behavior. 
• To eliminate the drawbacks of previous works in anomaly detection in mobile 

network. 
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• To develop the applicable anomaly detection system of mobile network effec-
tively. 

• To help for getting high accuracy in detection of anomalies in call detail 
records. 

• To highlight the importance of anomaly detection process for mobile telecom-
munication network. 

• To observe the usefulness of mobile user behavior patterns. 
• To pinpoint the impacts of CDR features for mobile user behavior monitoring. 

2 Literature Review 

This chapter presents some knowledge and overview of approaches in the litera-
ture concerned with anomalous behavior detection in mobile phone system.  

The work in proposed a prototype of a tool, based on a supervised Artificial 
Neural Network (ANN), to detect anomalous behavior on mobile communica-
tions, such as service fraud and Subscriber Identity Module (SIM) card cloning 
[12]. The authors, based on their prototype, report accuracy of a 92.50% detection 
of fraudulent users and a 92.5% correct classification of legitimate users. The 
work in proposed the Bayes Decision Rule (BDR) towards the generation of mo-
bility user profiles within the Global System for Mobile Communications (GSM) 
network [13]. By utilizing their method the authors managed to achieve a TPR of 
83.50%. One problem with this approach is the privacy of the end-user’s usage log 
files, which are exposed to the telecom carriers in order to detect mistrusted users, 
as explained in [14]. 

Hollmen has proposed fraud detection techniques in mobile networks by means 
of user profiling and classification [15]. Specifically, the author used ANN and 
probabilistic models to detect anomalous usage and achieved a TPR of 69%. 
However, the presented method for fraud detection is based on an available large 
database with billions of records. As a result, this method can be seen only as a 
specific user profiling problem in fraud detection. The authors in used ANN to 
form short and long-term statistical behavior profiles for GSM and Universal Mo-
bile Telecommunication Systems (UMTS) networks [16]. They define two time 
spans over the call data records, i.e. a shorter sequence or Current Behavior Profile 
(CBP) and a longer one or Behavior Profile History (BPH).  

Also, the authors proposed an on-line anomaly detection algorithm, based on 
Markov Model, where the key distinguishing characteristic is the use of sequences 
of network cell IDs traversed by a user [17]. Recently, the authors presented a 
tested for experimenting with anomaly detection algorithms and demonstrated its 
properties using two unsupervised anomaly detection methods, i.e. Self-
Organizing Map (SOM) and clustering [18]. They conclude that both methods are 
suitable for network monitoring. 

The work presented a behavioral detection framework for malware targeting 
mobile devices [19, 20]. Particularly, the framework generates a malicious beha-
vior signature database by extracting the key behavior signatures from the mobile 
malware.  
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3 Research Methodology 

The objective of this Research is to develop an anomalous behavior detection 
system for mobile network, should be able to effectively detect the anomalous call 
and messages in mobile network communication. In order to accomplish this ob-
jective, a study of existing approaches to anomalous behavior detection in mobile 
network is conducted. The problem of anomalous behavior detection in mobile 
network has been investigated by researchers and many kinds of anomalous beha-
vior detection methods have been proposed. In general, there are two Approaches 
which can be observed.  

The first Approach is Anomaly-based Detection. Most of the Intrusion Detec-
tion Methods use the Anomaly-based intrusion detection. Actually Anomaly de-
tection relies on models of the intended behavior of users and applications and 
interprets deviations from this ‘normal’ behavior as evidence of malicious activity. 
The second Approach, Specification-based intrusion detection defines the precise 
expected behavior of the system for specific events like messaging and calling.  

Actually anomalous behavior detection for mobile phone network is needed to 
reduce the drawbacks of previous works in anomaly detection in mobile phone net-
work. And a relatively lightweight and fast method is also needed to do the grouping 
and matching mobile phone call patterns. So in this System, the mobile phone call 
detail records are used as inputs to effectively detect the anomalous mobile phone 
call behavior. 

3.1 Proposed Approach 

We have two key ideas for our proposed approach: a call detail record user as-
sessed and how the anomalous call record has been detected. Based on these ideas, 
call detail record; there are three main steps for detecting the anomalous call 
record behavior. They are 1) grouping the normal mobile phone users according to 
their mobile phone usage, 2) matching the abnormal mobile phone user with 
grouped mobile user, 3) determining the new mobile phone transaction is normal 
or not. 

First of all, we apply data preprocessing step to eliminate the mobile phone 
transaction which duration is less than or equal to 0 and if the CDR is not com-
plete CDR. 

Later, we apply the user group partitioning algorithm to group the mobile 
phone users with similar mobile phone usage. 

Alogorithm : CDR_Partition 
Input  : Interval, CDR 
Output : Group k 
Begin 
  Group_list = Null 
  For I= 0 to i<CDR.Count 
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 { 
  If group_list = Null 
  { 
   Group_list = Group1; 
   Int_In_Count_Min = CDR(i).Int_In_Count – Interval 
   Int_In_Count_Max = CDR(i).Int_In_Count + Interval 
   Int_In_Duration_Min = CDR(i).Int_In_Duration – Interval 
   Int_In_Duration_Max = CDR(i).Int_In_Duration + Interval 
   Int_Out_Count_Min = CDR(i).Int_Out_Count – Interval 
   Int_Out_Count_Max = CDR(i).Int_Out_Count + Interval 
   Int_Out_Duration_Min = CDR(i).Int_Out_Duration – Interval 
   Int_Out_Duration_Max = CDR(i).Int_Out_Duration + Interval 
   If Int.Data <0 then Int.Data = 1; 
   Group1.Data = Int.Data 
 } 
 Else if group_list > 0 
 { 
 If check = false 
 { 
 Group_list = Group_list.Count + 1; 
  Int_In_Count_Min = CDR(i).Int_In_Count – Interval 
  Int_In_Count_Max = CDR(i).Int_In_Count + Interval 
  Int_In_Duration_Min = CDR(i).Int_In_Duration – Interval 
  Int_In_Duration_Max = CDR(i).Int_In_Duration + Interval 
  Int_Out_Count_Min = CDR(i).Int_Out_Count – Interval 
  Int_Out_Count_Max = CDR(i).Int_Out_Count + Interval 
  Int_Out_Duration_Min = CDR(i).Int_Out_Duration – Interval 
  Int_Out_Duration_Max = CDR(i).Int_Out_Duration + Interval 
    If Int.Data <0 then Int.Data = 1; 
    Group1.Data = Int.Data 
   } 
  } 
 } 
End 

Then, we apply the behavior pattern matching algorithm to detect the anomal-
ous mobile phone calls.  

Algorithm : Matching_Call_Behavior 
Input  : Group_Data, Test_Data 
Output : Maximum Similarity 
Begin 
 Similarity = 0; 
 X = 0.1; 
 For i=0: i< Group_Data.Count; i++ 
  For each index (j) of Group_Data and Test_Data 
  If index(j) holds odd number 
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   { 
    If Group_Data(j) == Test_Data(j) then 
    Similarity = Similarity +1; 
   If index(j) holds even number 
    If Test_Data(j) <= (1-X) * Group_Data(j) and  
        Test_Data(j) >= (1+X) * Group_Data(j) then 
    Similarity = Similarity+1; 
  For k = 0; k< Test_Data(Count); k++ 
   If Test_Data(k).Similarity <= 4 then 
   Display “Abnormal”; 
   If Test_Data(k).Similarity >4 then 
   Display “Normal”; 

4 Evaluation Analysis of System 

Evaluation performed over 100000 training datasets with 1000-10000 testing. The 
system is implemented by taking C# programming language over Visual Studio 
2008 and Microsoft SQL 2008 Database. The experimenting environment is Lap-
top of Window 7, 64 bit operating system Intel(R) core(TM) i5 with internal 
memory 4G RAM. 

 

 

Fig. 1 Flow Diagram of the System. 

Input Call Detail Records 
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Partition Mobile User with CDR_Partition Algorithm

Match & Detect Patterns with  
Behavior Pattern Matching Algorithm 

Generate Case 

End 

Preprocess CDR with CDR-Preprocess Algorithm 
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The evaluation is performed over the 10000 dataset. To train the dataset, there is a 
need to define the suitable value for the increase or decrease count for interval and 
duration. By changing the different interval 1 to 25, we found that the smaller the in-
terval, the larger the interval. So, we define the suitable interval is 10 with the 53 group 
for testing. The next section of testing evaluation, we used the above interval. 

The detailed analysis is carried out over the calling dataset100330. Evaluation 
performed over 100000 training datasets with 1000-10000 testing. To train the 
data, we need to define the interval and the value of X. It is performed with the 10 
interval and the X is 0.1-0.5. The evaluation result is indicated by the following 
Tables 1 with the result of Little Suspicious, Suspicious, Neglectable, Serious and 
Most Serious of 1000 testing dataset. 

Table 1 Comparison of X over 1000 testing 

X 
Little 

Suspicious 
Suspicious Neglectable Serious 

Most 
Serious 

0.1 38.3 16.8 23.9 15.4 5.6 
0.2 38.8 17 24.3 14.6 5.3 
0.3 39 16.9 24.6 14.2 5.3 
0.4 39.2 17 24.8 14.1 5.1 
0.5 39 17.1 24.9 14 5 

Figure 2 illustrate the result of Table 1. In figure, red color describes most serious, 
orange describes serious, green describes neglect, yellow describes suspicious and blue 
describes little suspicious. The x axis describes the value of X (0.1-0.5) and the y axis 
describes the percentage (%). 

 

Fig. 2 Evaluation of X values 0.1- 0.5 over 1000 dataset 

5 Conclusions 

Call Detail Record Data contain abnormal call record, anomalies that could nega-
tively affect the mobile phone users and network carrier. Detecting anomalous 
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behavior call record is an interesting problem.  By using the Proposed Group 
Partition Algorithm and Behavior Pattern Matching Algorithm, the sudden 
changed call behavior can be detected effectively. Detecting the anomalous call 
behavior can help for many research areas of mobile phone network. 
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Detection of Web Application Attacks  
with Request Length Module and Regex  
Pattern Analysis 

Ei Ei Han 

Abstract Web application attack detection is one of the popular research areas 
during these years. Security for web application is necessary and it will be 
effective to study and analyze how malicious patterns occur in web server log. 
This system analyzes web server log file, which includes normal and malicious 
users’ access patterns with their relevant links. This uses web server log file 
dataset for the detection of web application attacks. This system intends to analyze 
normal and attack behaviors from web server log and then classify attack types 
which are included in the dataset. In this system, three types of attacks are 
detected namely, SQL injection, XSS and directory traversal attacks. Attack 
analysis stage is done by request length module and regular expressions for 
various attack patterns. 

1 Introduction* 

Web applications are becoming increasingly popular and complex in all sorts of 
environments, ranging from e-commerce applications to banking. The security of 
web applications has become increasingly important and a secure web 
environment has become a high priority for e-business communities. They are 
subject to all sorts of attacks. In today’s times, the most critical issue for any web 
application is security. Web servers and web-based applications are popular attack 
targets. To detect web-based attacks, intrusion detection systems are configured 
with a number of signatures that support the detection of known attacks. 

This system differentiates normal access patterns from malicious access 
patterns. It can detect how malicious users try to attack the web site. The system 
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can know which pages or links are most accessed and are tried by malicious users. 
It also describes successful attacked (attack gained) web pages and links. This 
system will be effective for the security of web application system and analysis on 
web server log. There are two fundamentally different attack detection methods – 
rule-based detection (static rules) and anomaly-based detection (dynamic rules).  

Web server log analysis is a rule-based detection mode which concentrates on 
web attacks which are visible in default web server log files like Apache or IIS. 
This system combines traditional web usage mining system with security analysis.  

2 Background Theory 

2.1 Web Usage Mining 

Web usage mining is the process of extracting useful information by analyzing 
web usage data from server logs. It is defined as an application of data mining 
techniques on the navigational traces of the users to extract knowledge about their 
preferences and behavior. Web usage mining involves three major phases namely, 
pre-processing, pattern discovery and pattern analysis. Some of the techniques 
used in Pattern discovery are Association rules, Classification, Clustering etc. 
Pattern Analysis filters out uninteresting rules or patterns found in the pattern 
discovery phase. 

2.2 Web Application Attacks and DVWA 

Malicious users try to attack a web site or web server by using various attack 
patterns. Web application attacks are occurred by performing Web application 
queries. They take the forms of well defined strings and parameters. These are 
recorded in the web server log file. By analyzing each record of server log file, 
malicious patterns can be detected. These patterns include some special and 
encoding characters. To classify the web based attacks, it is needed preparing for 
the input data like URL decoding and regular expression, etc. 

One of the popular web application attack tools is DVWA. Damn Vulnerable 
Web App (DVWA) is a PHP/MySQL web application that is damn vulnerable. Its 
main goals are to be an aid for security professionals to test their skills and tools in 
a legal environment, help web developers better understand the processes of 
securing web applications. It will be used for launching web application attacks 
and logging them. With this tool, popular web based attacks can be created and 
stored in the database. 
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Fig. 1 Web Usage Mining Framework Combined with Intrusion Detection 

Examples of web server log file by testing with DVWA are as follows: 

127.0.0.1 - [23/Apr/2014 12:55:31 +0630] "GET /DVWA-1.0.8/ HTTP/1.1" 200 
4618 "-" "Mozilla/5.0 (Windows NT 6.1; rv:27.0) Gecko/20100101 
Firefox/27.0" 
127.0.0.1 - [23/Apr/2014 12:55:35 +0630] "GET /DVWA-
1.0.8/vulnerabilities/xss_r/ HTTP/1.1" 200 4456 "http://localhost/DVWA-1.0.8/" 
"Mozilla/5.0 (Windows NT 6.1; rv:27.0) Gecko/20100101 Firefox/27.0" 
127.0.0.1 - [23/Apr/2014 12:55:50 +0630] "GET /DVWA-
1.0.8/vulnerabilities/xss_r/?name=%3Cscript%3Ealert%28%2Fxss%2F%29%3
C%2Fscript%3E HTTP/1.1" 200 4514 "http://localhost/DVWA-
1.0.8/vulnerabilities/xss_r/" "Mozilla/5.0 (Windows NT 6.1; rv:27.0) 
Gecko/20100101 Firefox/27.0" 
127.0.0.1 - [23/Apr/2014 12:56:20 +0630] "GET /DVWA-
1.0.8/vulnerabilities/xss_r/?name=%3CScriPt%3Ealert%28%2Fxss%2F%29%3
C%2FScripT%3E HTTP/1.1" 200 4514 "http://localhost/DVWA-
1.0.8/vulnerabilities/xss_r/?name=%3Cscript%3Ealert%28%2Fxss%2F%29%3
C%2Fscript%3E" "Mozilla/5.0 (Windows NT 6.1; rv:27.0) Gecko/20100101 
Firefox/27.0" 
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The web server log file which contains attacks includes URL encoding 
characters. So, it is needed to decode these characters to get attack patterns. 
Percent ("%") character serves as the indicator for percent-encoded octets. It is the 
practice of translating unprintable characters or characters with special meaning 
within URLs to a representation that is unambiguous and universally accepted by 
web browsers and servers. When you pass information through a URL, you need 
to make sure it only uses specific allowed characters that have meaning in the 
URL string. 

2.3 Keyword Removal (Signature Based Detection) 

Input filtering describes the process of validating all incoming data. “Suspicious” 
input that might contain a code injection payload is either rejected, encoded, or the 
“offensive” parts are removed using so called “removal filters”. The protection 
approach implemented by these filters relies on removing predefined keywords. 

Different kinds of attacks have different keywords. For example, SQL injection 
attack has the keywords like SELECT, INSERT, UPDATE, DELETE, UNION, 
etc.XSS attack has the keywords like<script, javascript, or document. Directory 
Traversal attack has the keywords like “dir, cmd, windows, ../”, etc. 

Firstly, attack types are detected by their respective keywords in the system. 
This process is also known as keyword detection for each attack type. 

3 Implementation of the System 

3.1 Request Length Module 

The length of the input requests to the web server can be used to detect the 
occurred attacks. If μ is considered to be the average length of n requests received 
by an application with the parameters of L1,L2,L3,…….,Ln in which Li 
represents the length of the received requests of i, and σ2 will be the variance of 
these requests, then according to the equation 1, the possibility of P for a request 
with the length of L will be as the following.  

                
(1)

 

The values of μ and σ2 are calculated separately in the education phase 
according to the received requests. After calculating these values in the test phase 
and while considering the pre-defined values and the size of the newly received 
request, the value of P will be calculated and if it’s higher than a threshold, that 
request will be considered as an anomaly request. In figure 2, you can see an 
example of the normal and abnormal requests which can be detected by this 
module. This method can easily detect attacks like Directory Traversal and Buffer 
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overflow. Because these attack inherently, have request sizes larger than the 
normal size. [1] 

3.2 Regular Expression Patterns 

The goal of a regular expression is to match a certain expression within a lump of 
text. A regular expression pattern is usually enclosed within slashes ('/').Regular 
expressions enable a powerful, flexible, and efficient text processing. This system 
can analyze how attack log file occurred by using DVWA web server. By 
inputting some attack patterns from input box and by POST method, we can 
analyze how certain types of attacks occurred in web server log file. 

 

Fig. 2 Attack Detection with Request Length Module 

In this system regex patterns for three web attacks and normal (attack free) 
patterns are predefined. Some patterns of regular expression used in this system 
are as follows: 

 
[a-z A-Z]*/[a-z]+_s/ [A-Z]+/1.1=XSS 
/((\%3C)|<)((\%2F)|\/)*[a-z0-9\%]+((\%3E)|>)/ix =XSS 
/((\%3C)|<)((\%69)|i|(\%49))((\%6D)|m|(\%4D))((\%67)|g|(\%47))[^\n] 
+((\%3E)|>)/I=XSS 
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/(javascript|vbscript|expression|applet|script|embed|object|iframe|frame| 
frameset)/i=XSS 
/(java)?script/i=XSS 
/(\.|(%|%25)2E)(\.|(%|%25)2E)(\/|(%|%25)2F|\\|(%|%25)2C)/=Directory 
Traversal 
/exec(\s|\+)+(s|x)p\w+/ix=DirectoryTraversal 
/(\||%00|system\(|eval\(|’|\\)/i=Directory Traversal 
/(\’)|(\%27)|(\-\-)|(#)|(\%23)/ix=SQL Injection 
/((\%3D)|(=))[^\n]*((\%27)|(\’)|(\-\-)|(\%3B)|(;))/i=SQL Injection 
/\w*((\%27)|(\’))(\s|\+|\%20)*((\%6F)|o|(\%4F))((\%72)|r|(\%52))/ix 
=SQLInjection  
/((\%27)|(\’))(select|union|insert|update|delete|replace|truncate)/ix=SQL 
Injection 

 
By computing regex pattern analysis, the system can show the result as in 

figure 3. 

 

 
Fig. 3 Attack Classification with Regex Pattern Analysis 
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3.3 System Flow Diagram 

Input to the system is web server log file. After preprocessing, web log data are 
stored in the database.  URL decoding is performed on the data. First step of 
request length module is computed. The next step, regex pattern analysis is 
performed and attack detection results are produced. 

 

Fig. 4 System Flow Diagram 

4 Conclusion and Experimental Results 

This system presents about analyzing and classifying web application attacks. 
Combination of request length module and regular expression patterns are used in 
this system. Three types of attacks namely; SQL injection, XSS and directory 
traversal can be effectively classified by this system. Other attacks in the dataset 
that are not covered by this system will be resulted as unknown attacks. By 
computing request length module, unseen attacks can be detected. Predefined 
regex pattern analysis cannot be covered in some cases. For these condition, the 
system results as unknown attacks. 
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Detection rate of request length module and regex pattern analysis for each 
attack type is shown in figure 5. By analyzing this result, directory traversal attack 
can be more effectively detected than the other two attacks in request length 
module. By regex pattern analysis, SQL injection attack detection rate is higher 
than the others. Request length module is effective for unknown attacks. For 
known attacks and with certain patterns, regex pattern analysis is an effective 
method.  Regex patterns in this system are for three types of attacks and normal 
access patterns. The experimental results are computed based on the dataset 
received by DVWA. 

 
Fig. 5 Detection Rate of Three Attacks by Request Length Module and Regex Pattern 
Analysis 
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A Study on the Effects of Virtualization on 
Mobile Learning Applications in Private Cloud 

Si Si Mar Win, Hnin Mya Aye and Than New Aung 

Abstract Real time communication applications including Mobile learning appli-
cation can be integrated with other software applications into one platform and 
deployed in private clouds to reduce capital expenditure and lower overall costs of 
daily based maintenance and real estate required for computer hardware. As a 
critical component of private clouds, virtualization may adversely affect a real 
time communication application running in virtual machines as the layer of virtua-
lization on the physical server adds system overhead and contributes to capacity 
lose. Virtualization in the mobile can enable hardware to run with less memory 
and fewer chips, reducing costs and increasing energy efficiency as well. It also 
helps to address safety and security challenges, and reduces software development 
and porting costs. This study will investigate how to build an effective learning 
environment for both the University and learners by integrating the virtualization, 
private cloud technology and mobile learning applications. 

Keywords Private cloud · Mobile learning · Virtualization 

1 Introduction* 

Nowadays, mobile devices such as smart phone, tablet pcs, etc. are increasingly 
becoming an essential part of human life as the most effective and convenient 
communication tools not bounded by time and place. Mobile users accumulate 
rich experience of various services from mobile applications (e.g. iPhone apps, 
Google apps, etc.), which run on the devices and/or on remote servers via wireless 
networks. The rapid progress of mobile computing [10] becomes a powerful trend 
in the development of IT technology as well as commerce and industry fields. 
However, the mobile devices are facing many challenges in their resources  
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(e.g., battery life, storage, and bandwidth) and communications (e.g., mobility and 
security) [4]. The limited resources significantly impede the improvement of ser-
vice qualities. The traditional mobile learning applications have limitations in 
educational resources. Cloud based mobile learning applications are introduced to 
overcome these limitations. 

Cloud Computing technology has brought great opportunities to these technol-
ogical learning environments. It has been driven by technological innovations as 
collaboration software, service oriented architectures (SOAs), and data center 
virtualization.  

In cloud computing, virtualization can be a significant factor in performance 
loss of software applications because of interactions with the underlying virtual 
machine monitor and other virtual machines. Virtual computing resources, how-
ever, may influence the performance of software applications as adding a layer of 
virtualization software on the computer server increases overhead to the overall 
system and contributes to capacity loss. There has been an arising interest to ex-
amine the impact of virtualization on performance loss. The reason behind this 
interest is to do with the growing adoption of clouds computing by organizations 
which expect existing software applications to be able to run on virtual machines 
and to perform as good as on physical servers. 

Cloud computing using virtualization technology has been widely recognized 
as the next generation’s computing infrastructure. It offers some advantages by 
allowing users to use infrastructure (e.g., servers, networks, and storages), plat-
forms (e.g., middleware services and operating systems), and software (e.g., appli-
cation programs) provided by cloud providers (e.g., Google, Amazon, and Sales 
force) at low cost. In addition, Cloud computing enables users to elastically utilize 
resources in an on-demand fashion.  

Mobile cloud computing brings new types of services and facilities for mobile 
users to take full advantages of cloud computing. As a result, mobile learning 
applications can be rapidly provisioned and released with the minimal manage-
ment efforts or service provider’s interactions. 

2 Related Work 

Mobile cloud computing is a model for transparent elastic augmentation of mobile 
device capabilities via ubiquitous wireless access to cloud storage and computing 
resources, with context-aware dynamic adjusting of offloading in respect to 
change in operating conditions, while preserving available sensing and interactivi-
ty capabilities of mobile devices. 

The adoption of cloud computing using virtualization has unique security and 
privacy implications in mobile information systems. These aspects are related to 
ensuring that the data and processing controlled by a third party is secure and re-
mains private, and the transmission of data between the cloud and the mobile  
device is secured [1]. Clouds provide access to data, but the challenge is  
how to ensure that only authorized entities can access the data. This requires a 
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combination of technical and non-technical means, i.e. clients need to trust their 
providers and the providers need to ensure their technical competence and integri-
ty. This approach provides highest degree of control over performance, reliability 
and security. Using the cloud principles for virtual private cloud applications 
makes organizations better prepared to migrate or overflow to a public cloud pro-
vider when needed. 

An approach of using virtual machine (VM) technologies executing the compu-
tation intensive software from mobile device is presented in [3]. In this architec-
ture, a mobile user exploits VMs to rapidly instantiate customized service software 
on a nearby cloudlet and uses the service over WLAN. A cloudlet is a trusted, 
resource rich computer or a cluster of computers well connected to the Internet 
and available for use by nearby mobile devices. Rather relying on a distant cloud, 
the cloudlets eliminate the long latency introduced by wide-area networks for 
accessing the cloud resources. As a result, the responsiveness and interactivity on 
the device are increased by low-latency, one-hop, high bandwidth wireless access 
to the cloudlet. The mobile client acts as thin client, with all significant computa-
tion occurring in a nearby cloudlet. This approach relies on technique called dy-
namic VM synthesis. [10] 

An E-Learning Mobile Device Enabled Ubiquitous E-learning Environment in 
cloud by utilizing a smart mobile application combined with the Quick Response 
Code mechanism was presented in [18]. It aimed to develop an interactive live 
mobile learning system, which streams live lectures to student’s mobile devices 
with interacting facilities, using a mixture of existing and self-developed codec’s. 
Alternatively, Stojan Kitanov presented a new model of mobile distance learning 
system (MDL) in an extended mobile cloud computing environment (MCC) by 
using High Performance Computing (HPC) Cluster Infrastructure, as well as some 
existing videoconferencing technologies enriched with mobile and wireless devic-
es. Although described that this MCC model can be applied everywhere where 
there is need of fast and intensive computing and analysis of huge amount of data, 
such as modeling of 3D graphics visualization and animation in ecology, global 
climate solutions, financial risks, healthcare and medical learning, decoding ge-
nome projects, it cannot be performed by a conventional PC, Laptop or Mobile 
Device [17].  

Similarly, a model for mobile learning system in virtualized cloud computing 
environment using high performance computing (HPC) and graphical processing 
unit (GPU) cluster infrastructure is presented in [15]. This model aggregated the 
power with new technologies to implement M-leaning process more effective with 
high performance and quick response. 

3 Architecture of MCC 

Cloud computing is an emerging area of distributed computing that offers many 
potential benefits to organizations by making information technology (IT)  
services available as a commodity. When they contract for cloud services, such as 
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applications, software, data storage, and processing capabilities, organizations can 
improve their efficiency and their ability to respond more quickly and reliably to 
their customers’ needs. At the same time, there are risks to be considered, includ-
ing maintaining the security and privacy of systems and information, and assuring 
the wise expenditure of IT resources.  

Some of the leaders cloud computing leaders began in the early 2000s. Amazon 
Web Services (AWS) began in 2002, which provided a suite of cloud-based  
services including storage and computation. Amazon then launched its Elastic 
Compute cloud (EC2) [Amazon] in 2006. This combined with Amazon’s Simple 
Storage Service (Amazon S3) [13] allowed customers to rent computer hardware 
so that they can run their own applications and store data in the cloud. Other cloud 
leaders include Microsoft, Google, and Apple. Eucalyptus [Eucalyptus, 2011b] 
provides private cloud solutions that are compatible with AWS, giving users an 
open source option for creating local clouds. Each of these vendors is developing 
cloud technologies with different goals in mind. Each has different company 
backgrounds and different target markets they wish to saturate. 

Cloud computing is not a single type of system, but it encompasses a range of 
underlying technologies and configuration options. The strengths and weaknesses 
of the different cloud technologies, configurations, service models, and deploy-
ment methods should be considered by organizations evaluating services to meet 
their requirements. Cloud computing now offers organizations more choices re-
garding how to run infrastructures, save costs, and delegate liabilities to third-
party providers. It has become an integral part of technology and business models, 
and has forced businesses to adapt to new technology strategies. 

Accordingly, the demand for cloud computing has forced the development of 
new market offerings, representing various cloud service and delivery models. 
These models significantly expand the range of available options, and task organi-
zations with dilemmas over which cloud computing model to employ. 

3.1 Virtualization 

Virtualization is the creation of a virtual (rather than actual) version of something, 
such as an operating system, a server, a storage device or network resources. 
There are three areas of IT where virtualization is making headroads, network 
virtualization, storage virtualization and server virtualization. Using virtualization 
technology, we could provide as little as 0.1 CPU in a virtual machine to the end 
user, therefore drastically increasing the utilization potential of a physical server to 
multiple users. 

Additionally, virtualization is another key technology. It can maximize resource 
utilization efficiency and reduce cost of IaaS platform and user usage by promot-
ing physical resource sharing. The dynamic migration function of virtualization 
technology can dramatically improve the service availability and this is attractive 
for many users. 
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A growing trend in the IT world is implementing virtualized servers. That is, 
software can be installed allowing multiple instances of virtual servers to be used. 
In this way, a dozen virtual servers can run on one physical server. Virtualization 
allows multiple operating systems to run on a single hardware device at the same 
time by more efficiently using system resources, like processors and memory. It 
enables pooling of computing resources from clusters of servers and dynamically 
assigning or reassigning virtual resources to applications on-demand. This study 
mainly focuses on the server virtualization on private cloud. 

3.2 Virtual Infrastructures of Private Clouds (Virtual Private 
Clouds) 

Virtual machines are a fundamental component of virtual infrastructures. While a 
virtual machine represents the virtual version of the hardware resources of an en-
tire computer, a virtual infrastructure represents the interconnected hardware  
resources of an entire IT infrastructure including computers, database, network 
devices and shared storage resources. Organizations of all sizes build virtual serv-
er and desktop infrastructures to improve the availability, security and managea-
bility of mission critical applications through a virtual infrastructure.  

A virtual infrastructure shares physical resources of multiple machines across 
the entire infrastructure. A virtual machine shares the resources of a single physi-
cal computer across multiple virtual machines for maximum efficiency. Physical 
resources can be shared across multiple virtual machines and applications. The 
multiple servers of the underlying hardware infrastructure are aggregated along 
with networks and storage into a shared pool of IT resources that can be utilized 
by the applications when and where they’re needed. This resource optimization 
drives greater flexibility in the organization and results in lower capital and opera-
tional costs. In a private cloud, an organization sets up a virtualized environment 
on its own servers, either in its own data centers or in those of a managed services 
provider. This structure is useful for organizations that either have significant 
existing IT investments or feel they absolutely must have total control over every 
aspect of their infrastructure (Reese, 2009).  

The key advantage of private clouds is control. In a private cloud, organizations 
retain full control over their infrastructure, but also gain some benefits of cloud 
computing such as the ability to reduce costs without the pitfalls, capitalizing on 
data security, corporate governance, and reliability concerns (Foley, 2008). Organ-
izations are interested in private clouds because, in many instances, they cannot 
host their data outside of their firewalls due to privacy and legal issues, but they 
want to take advantage of the cloud computing architecture. Many of them want to 
remain in control of their systems and information and have already invested in 
hardware and software, the cost of which cannot be recovered (Linthicum, 2009). 
Private cloud architecture consists of two major components: a base hypervisor 
and a management server. A base hypervisor creates a layer of abstraction be-
tween virtual servers and the underlying hardware. The hypervisor are installed 
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directly on every physical server planned for creating a host and partition it into 
multiple virtual machines that can run simultaneously, sharing the physical re-
sources of the underlying server. Each virtual machine represents a complete sys-
tem, with processors, memory, networking, storage and BIOS, and can run an 
unmodified operating system and applications. The management server is respon-
sible for centralized management of private cloud hosts and their virtual machines. 

Virtual private clouds allow service providers to offer unique services to private 
cloud users. These services allow customers to consume infrastructure services as 
part of their private clouds. The ability to augment a private cloud, with on-
demand and at-scale characteristics, is typical of a virtual private cloud infrastruc-
ture. Private cloud customers can seamlessly extend the trust boundaries (security, 
control, service-level management, and compliance) to include virtual private 
clouds. 

3.3 Mobile Cloud Computing 

The term mobile cloud computing was introduced not long after the concept of 
“cloud computing” launched in 2007. It has been attracting the attentions of entre-
preneurs as a profitable business option that reduces the development and running 
cost of mobile applications, of mobile users as a new technology to achieve rich 
experience of a variety of mobile services at low cost, and of researchers as a 
promising solution for green IT [3].  

 

 
Source:http://inthecloud.gjmueller.com/post/54446407492/how-mobile-social-learning-

really-works 

Fig. 1 Typical MCC Based Learning System 

Mobile cloud computing (MCC) generally involves three components: mobile 
computing, cloud computing and wireless networks. MCC aims to enhance  
computational capabilities of resource-constrained mobile devices towards rich 
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and increasing user experience. MCC equips business and education sectors the 
opportunities for mobile network operators as well as cloud providers. More com-
prehensively, MCC can be defined as a rich mobile computing technology that 
influences united flexible resources of diverse clouds and networks technologies 
toward absolute asks , storage, and mobility to serve a multitude of different mo-
bile devices anywhere, anytime over the special channel of Ethernet or Internet 
regardless of heterogeneous suitable environments and platforms based on the 
pay-as-you-use principle might including consumer, enterprise, trains coding , 
end-to-end security, home gateways, and mobile broadband-enabled services. 
Thus, MCC is defined as an expansion of cloud computing with a new ad-hoc 
infrastructure which depends on a mobile device [7].  

4 Impact of Virtualization 

The advances in virtualization, automation and distributed computing have 
allowed corporate data centers to become service providers that can meet the 
needs of customers outside their corporate boundaries. Using the cloud principles 
for private cloud applications makes organizations better prepared to migrate or 
overflow to a public cloud provider when needed. 

The first step of evaluation is to consider the nature, the amount, and the 
transfer rate of the data and applications, how critical they are, and what are the 
minimum required levels of performance and availability. After that, another 
important characteristic to investigate is the data localization or distribution across 
the network.  

Using virtualization, it is possible to achieve a redundancy system for all the 
services running on a data center. This new approach to high availability allows to 
share the running virtual machines over the servers up and running, by exploiting 
the features of the virtualization layer: start, stop and move virtual machines 
between physical hosts. 

The evolution to cloud computing has advanced rapidly over the last few years. 
As a critical component of private clouds, however, virtualization may influence 
real time communication applications because adding a layer of virtualization 
software on the computer server adds overhead to the overall system. There has 
been an increasing interest to examine the impact of virtualization on performance 
loss. The reason behind this increased interest is to do with the growing adoption 
of clouds computing by organizations which expect existing software applications 
to be able to run on virtual machines and to perform as good as on physical 
servers. 

A Spiceworks survey conducted in 2013 found that nearly two-thirds of SMBs 
had adopted server virtualization solutions, while 62 percent of SMBs had 
implemented cloud computing in some capacity. Jay Hallberg, said SMBs 
worldwide are making major investments in virtualization, cloud computing and 
mobile devices such as smartphones and tablets. 
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The use of cloud computing, with its dynamic scalability and virtualized re-
sources usage, can empower mobile Learning by eliminating some of weaknesses 
of the mobile handheld devices, creating mobile Learning as a Service (mLaaS), 
focusing on the following four features: transparency; collaboration, extended into 
intra-organizational sharing of educational and learning resources; personnel 
learning; and motivational effects [8]. 

Since real time communication services require a certain level of system 
performance and availability to address communication latency and overhead 
bottleneck, it is essential to investigate potential performance implications of 
virtual private clouds on mobile learning applications. 

Looking ahead, the impact of cloud computing and virtualization shows little 
signs of dissipating. A Host Review report by Brent Johnson asserted that these 
technologies are the future of the IT market. This report described that these tools 
allow organizations to rely less on employees and more on the Internet and 
automation. This point is especially attractive for Universities that may be 
struggling to control their overhead costs, but still want to experience the 
advantages of innovative technology and may be performed off-site and virtually. 
Universities that provide the live lectures  and the proper training courses or 
presentations will remain successful over the long run, while those universities 
that do not will be left behind. 

5 Conclusion 

The findings of this study indicate that the real time communication application 
suffered from performance loss with a lower factor in private clouds than in a non-
virtualized environment with comparative network capacity and computing 
resources. Server virtualization creates some significant challenges to real time 
communications in private clouds due to interactions between the underlying 
virtual machine monitor and other virtual machines. Adding a layer of 
virtualization software on the computer server adds overhead to the overall 
system. Therefore, virtual infrastructure is desired to reduce system capacity loss 
and application performance degradation and bring more cost savings to adoption 
of private clouds. 

Moreover, given a common web service registry on the cloud, the performance 
benefits accrued by applications include hardware reuse, remote maintenance of 
hosted servers, storage provisioning and network provisioning with 
interoperability, scalability, and security. The application’s transaction semantics 
can be reliably represented using some of the cloud infrastructure capabilities like 
server virtualization. Therefore mobile learning applications can be replicated 
easily on a cloud resulting in economies of scale. Using the enabling technologies 
enumerated, mobile learning applications can be deployed as web services to 
provide interoperability, business continuity, transaction persistence and server 
provisioning. 
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Developing Mobile Application Framework by 
Using RESTFul Web Service with JSON Parser 

Ei Ei Thu and Than Nwe Aung 

Abstract Nowadays, mobile devices offer new ways for users to access informa-
tion. Web service can be built by using two separate ways: standard SOAP based 
and RESTFul web service. This paper presents the motivations and technical 
choices for creating RESTFul API integrated with mobile application. This appli-
cation framework easy to deploy, test, maintain and rely on scalable and easily 
integrated infrastructure. And also explain why choose REST rather than SOAP 
and why choose JSON parser rather than XML. 

Keywords Web Service · RESTFul · JSON 

1 Introduction* 

Mobile web service provisioning is substantially expanding on the concept of 
‘anywhere, anytime and on any device’ to a new paradigm ubiquitous mobile 
computing. It is used to improve access to meaningful, quickly and required in-
formation and content through mobile web services. Many of the problems of 
mobile web services can be solved by targeting the distributed nature and isolated 
deployment of mobile applications. One of the most promising ways to create 
viable web services for mobile devices is to add extra intelligence to the web ser-
vices, both on the web service provider and the web service consumer. Mobile 
devices with their hardware limitations are generally not suitable to use Internet 
Services via Web Pages. The separations of user interface and service logic of-
fered by Web Services are a new chance to bring internet services to mobile  
devices. Applications running on mobile devices, providing access to Web Servic-
es, can thereby be adapted to the specific device capabilities. To integrate Web 
Service technologies in mobile devices one has to consider the restrictions of these 
devices and the mobile communication system. 
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Mobile Technology has now come up with “Libraries in Hand” trend. Our li-
brarians are in move to determine how these devices are affecting information 
access and ensure that they are communicating with patrons and providing web 
content in the most appropriate and effective ways. Our Librarians must be pre-
pared to take this challenge and put his efforts to increase the market and demand 
for mobile access to personalized facts and information anytime, anywhere on 
one’s own handheld device. Web Services can be classified into two main catego-
ries: RESTFul and SOAP-based Web Services. This classification is based on the 
architectural style used in the implementation technology. SOAP stands for Sim-
ple Object Access Protocol. It is an object oriented technology that defines  
a standard protocol used for exchanging XML-based messages. REST stands for 
Representational State Transfer; it is a resource oriented technology that consists 
of a set of design criteria that define the proper way for using web standards such 
as HTTP and URIs. Although REST is originally defined in the context of the 
Web, it is becoming a common implementation technology for developing web 
services. RESTFul Web Services are implemented with Web standards (HTTP, 
XML and URI) and REST principles. REST principles include addressability, 
uniformity, connectivity and stateless. RESTFul Web Services are based on uni-
form interface used to define specific operations that are operated on URL re-
sources [3]. 

The rest of the paper is organized as follow: In section 2, related works are in-
troduced; this includes introductions to XML vs. JSON, web services in mobile 
devices and some android based applications. Section 3 briefly introduces multi-
tire application of Web API, RESTFul Web Service and JSON parser. Section 4 
presents overview system architecture and implemented screen shots. Finally, 
section 5 concludes this work. 

2 Related Works 

Varun Goyal [7], This paper described various aspects of web services in mobile 
devices, i.e. what are the limitations of mobile devices, connectivity issues, how to 
optimize the web service, comparing different protocols and frame work that can 
be used, performance analysis of SOAP and RESTFul web services, various libra-
ries that can be used to create web services. 

Anil Dudhe, etc. [4] analyzed the performance of SOAP and RESTFul web 
service in cloud environment. They have run and collected the results of REST 
and SOAP web service on Google App Engine 1.8.2. They showed that REST 
web services take less time for responding data by comparing the tested results. 

Feda AlShahWan, etc. [5] showed that using a REST-based framework leads to 
a better performing offloading behavior, compared to SOAP-based mobile servic-
es. Distributed mobile services based on REST consume fewer resources and 
achieve better performance compared to SOAP based mobile services. 

Dunlu Peng, etc. [6] investigated how to employ JSON as the data exchange 
format for web service applications. They compared with XML, using JSON-style 
data for exchanging can improve the performance of web service applications. 
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Their experimental results showed that JSON performs better than XML in being 
parsed, being serialized and being deserialized. 

Isak Shabani, Besmir Sejdiu [8] implemented MyParking android application 
that helps users to find parking lots depending on their location. This application is 
executed in Android mobile platform and which accesses the SOAP Web services 
server. 

Sarawut Markchit [9] proposed offering library resources system for web-based 
and mobile application with SOAP web services. Author developed web-based 
application with ASP.NET and mobile application with HTML5 and JQuery. 

3 Web Service Technology 

A web service is a method of communication between two or more electronic 
devices over the World Wide Web. W3C defines web services as a “software sys-
tem designed to support interoperable machine-to-machine communication over a 
network”. It has a network described in a machine process able format. Other 
systems can communicate with the web service in a manner recommended by its 
description using SOAP messages, typically transferred using HTTP with an XML 
or JSON serialization in conjunction with other Web-related standards [10]. Web 
services are platform neutral and generally text based which can developed, run 
and accessed on heterogeneous technologies. So they are interoperable. 

3.1 Web API 

Web API is a development in Web services where emphasis has been moving to 
simpler representational state transfer (REST) based communications. RESTFul 
APIs may not require XML based Web service protocols (SOAP and WSDL) to 
support their interfaces. RESTFul web APIs or RESTFul web service is a web API  
 

 

Fig. 1 Multi-tire application with application server and database server 
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implemented using HTTP and basis of REST. RESTFul API separates user inter-
face involved from data storage. It improves flexibility of interface over multiple 
platforms and simplifies server components by making them stateless. Each re-
quest from client comprises all the state information and server does not hold 
client context in the session. Figure 1 illustrates the consuming web service for 
multi-tire application with application server and database server. 

3.2 RESTFul Web Service 

REST is a software application architecture modeled after the way data is 
represented, accessed, and modified on the web. It is an architectural style for 
distributed hypermedia systems. In the REST architecture, data and functionality 
are considered resources, and these resources are accessed using Uniform Re-
source Identifiers (URIs), typically links on the web. The resources are acted upon 
by using a set of simple, well defined operations. The REST architecture is fun-
damentally client-server architecture, and is designed to use a stateless communi-
cation protocol, typically HTTP. In the REST architecture, clients and servers 
exchange representations of resources using a standardized interface and protocol. 
These principles encourage REST applications to be simple, lightweight, and have 
high performance. RESTFul web services are web applications built upon the 
REST architecture. They expose resources (data and functionality) through web 
URIs, and use the four main HTTP methods to create, retrieve, update, and delete 
resources. RESTFul web services typically map the four main HTTP methods to 
the so-called CRUD actions: create, retrieve, update, and delete [1]. Figure 2 
shows the RESTFul web services architecture. 

 

Fig. 2 RESTFul Web Service Architecture 

3.3 JSON (JavaScript Object Notation) Parser 

For the past few years, XML web services have dominated the arena for web ser-
vices, as XML was touted as the ubiquitous medium for data exchange. However, 
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using XML as the medium for data payload suffers from the following problems: 
XML representation is inherently heavy. The use of opening and closing tags add 
a lot of unnecessary weight to the payload.  XML representation is difficult to 
parse. While on the desktop, the DOM (Document Object Model) and SAX (Sim-
ple APIs for XML) are the two commonly used method for parsing XML Docu-
ments; on the mobile platform using DOM and SAX are very expensive, both 
computationally and in terms of memory requirements.  

In recent years, another data interchange format has been gaining in popularity 
- JSON, or JavaScript Object Notation. JSON is a lightweight, text-based, lan-
guage-independent data interchange format. It was derived from the ECMAScript 
(European Computer Manufacturers Association) programming language, but is 
programming language independent. JSON defines a small set of structuring rules 
for the portable representation of structured data. Like XML, JSON is a text-based 
open standard for representing data, and it uses characters such as brackets "[{]}", 
colon ":" and comma ",", to represent data. Data are represented using simple 
key/value pairs, and more complex data are represented as associative arrays. 
JSON is agnostic about numbers. In any programming language, there can be a 
variety of number types of various capacities and complements, fixed or floating, 
binary or decimal. That can make interchange between different programming 
languages difficult. JSON instead offers only the representation of numbers that 
humans use: a sequence of digits. All programming languages know how to make 
sense of digit sequences even if they disagree on internal representations. That is 
enough to allow interchange [2]. The following figure 3 shows the applying JSON 
parser in proposed work.  

 

Fig. 3 Applying JSON Parser in Proposed Application 
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4 System Analysis 

System consists of two mobile application modules: Library management module 
and University student and staff information management module. Student and 
staff information module can perform CRUD (create, read, update, delete) action 
for staff and student information. This application intends to use for university 
student affair and manage department. Library management module offers to sup-
port for librarian, student, teacher and staff. In this module, librarian also performs 
CRUD action for e-book and can also create unique user ID for user. Firstly, the 
user needs to sign up to use the library application. This library module will auto-
matically check the signing up user is teacher or student or staff by accessing  
information from student and staff manage module. And then the system will au-
tomatically create unique user ID according to their occupation (teacher, student, 
and staff).  Because the librarian needs to classify access permission for each user. 
User will be access e-book according to their permission. So this application 
framework can support even librarian in offline. And also provide interoperability 
and transparently exchanging information through RESTFul web service by using 
proposed two application module. These two applications can easily integrate to 
university’s existing wireless network by changing http protocol. So that this pro-
posed work can provide efficient and usable mobile network infrastructure for uni-
versity environment. Figure 4 shows the proposed mobile network infrastructure. 

 

Fig. 4 Mobile Application Network Infrastructure 

4.1 Testing 

The proposed mobile framework developed with java based android programming 
language for mobile app and server side implemented with RESTFul technology 
based java servlet programming language. The proposed work implement RESTFul 
web service and deployed on Apace Tomcat 7.0 web server. And two mobile appli-
cations implemented using Android Developer Tool (ADT) bundle, Android 4.2.2-
API level 18 and runs on Android Emulator. To parse the multimedia and text  
format data through web service using gson-2.2.4 and apache-mime4j-core.The 
following figure 5 shows the testing two mobile apps on android emulator. 
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Fig. 5 Testing on Android Emulator 

5 Conclusion 

The processing capabilities of mobile devices have increased enormously in the 
recent years. This paper aims to develop the RESTFul web service to access  
e-book from university library with mobile network framework. The proposed 
system implemented android based mobile library infrastructure and tested suc-
cessfully using RESTFul web service provisioning concept. The proposed work 
can support efficient mobile library framework with usability and interoperate-
ability. At the present, the proposed mobile network framework includes two ap-
plication modules; in the future this framework can easily integrate with other 
application module.   And also, the proposed work can extend as a mobile learning 
framework within university and can also implement with other web service tech-
nology and other parser. 
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Subquadratic Space-Complexity Parallel
Systolic Multiplier Based on Karatsuba
Algorithm and Block Recombination

Chiou-Yng Lee, Che Wun Chiou and Jim-Min Lin

Abstract Recently, high-performance elliptic curve cryptography has gained great
attention for resource-constrained applications. In this paper, we use (a, b)-way
Karatsuba algorithm to derive a new way of k-way Karatsuba algorithm and block
recombination (KABR) approach. We have derived a new parallel systolic multi-
plication with subquadratic space complexity based on k-way KABR approach. By
theoretical analysis, it is shown that the proposed structure using k-way BRKA has
significantly less computation delay, less area-delay product, and less area. More-
over, the proposed structure can provide the desired tradeoff between space and time
complexity.

1 Introduction

Elliptic curve cryptosystem (ECC) is the most popular public-key protocols, due to
its key-length is shorter than the well-known RSA with the same level security. The
ECC has an advantage feature of applications to be suitable for resource-constrained
applications, such as smart cards, telephones, and cell phones. We realize efficient
ECC applications [5, 16], which depend on point multiplication on elliptic curves,
which involves several point additions on elliptic curves. The implementation of
point additions can be realized by either projective coordinates or affine coordinates
over binary field G F(2m) or prime field G F(p). Projective coordinates are suitable
for high-performance ECC designs, since each point addition involves additions,
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squarings, and multiplications but does not involve inversion operation. In the binary
extension fields, addition and squaring are fast operations and involve significantly
less area, while multiplication is the bottleneck of cryptographic algorithms due to
its large area and time complexity. Therefore, the efficient hardware design for point
multiplication in resource-constrained environments requires high-performancemul-
tiplication, which involves highly computation time, less area, and less area-delay
product.

G F(2m)multiplication is widely studied on hardware architectures and software
implementations. Its hardware architecture depends on the field generated by ir-
reducible polynomials. In ANSI X9.62 [2] and NIST (FIPS 186-2) [3] standards,
trinomials and pentanomials in binary extension fields are recommended to be used
for the implementation of elliptic curve digital signature algorithm (ECDSA). Up
to date, the hardware implementation of finite field multiplication is classified into
systolic and non-systolic architectures. Systolic architecture has an advantage fea-
ture of high-performance ECC applications to be suitable for resource-constrained
applications, since it can provide high-throughput and fast computation. Many of
efficient parallel multiplier structures have been proposed in [9, 10, 21].

The two-way divide and conquer algorithm, referred to as Karatsuba algorithm
(KA), was introduced in [8] and has O(m1.59) space complexity, while the naive
multiplication involves O(m2) space complexity. The generalized k-way divide and
conquer scheme is suggested by Toom and Cook [4, 18], in particular, when k = 3,
its space complexity has O(m1.47). During recent few years, KA algorithm has re-
ceived more attention to implement bit-parallel multipliers with subquadratic space
complexity bit-parallel multipliers [6, 17, 19]. In order to solve the problems of
successive multiplication in some applications, e.g., multiplicative inversion, ex-
ponentiation, and point multiplication, three-operand multiplications according to
recursive KA and TMVP decompositions are suggested [11, 13]. The generalized
(a, b)-way KA approaches with a �= b are presented in [12, 14, 15] for exploring
subquadratic space complexity digit-serial multipliers.

In this paper, we use the (a, b)-way KA decomposition and block recombination
to explore a novel k-way KABR approach. We have derived a new parallel systolic
multiplication with subquadratic space-complexity systolic architecture according
to k-way KABR approach, while traditional systolic multipliers are based on grade-
school computation approaches. By theoretical analysis results, the proposed k-way
KABR multiplier has less area, less computation time, and less area-time product
compared to the existing systolic architectures.Moreover, the proposed k-wayKABR
multiplier can provide the desired tradeoff between space and time complexities for
parallel multiplication architecture.

2 Review of (a, b)-Way Karatsuba Algorithm

A univariate polynomial A = a0 + a1x + · · · + an−1xn−1 over GF(2) can be trans-
formed into a bivariate polynomial as
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A(x, y) =
p−1∑

j=0

q−1∑

i=0

ai, j x i y j (1)

where
ai, j = ai+q j

n = pq

y = xq

We can use A = A(x, xq) to perform the basis conversion from bivariate polynomial
to univariate polynomial, which is a free of hardware cost. Based on bivariate and
univariate polynomials, (a, b)-way KA decomposition with different orders is intro-
duced in [12]. We briefly review a (4, 2)-way and (6,3)-way KA decompositions as
follows.

2.1 (4,2)-Way KA

Let us consider two polynomials A = A0 + A1x + A2y + A3xy and B = B0 + B1x .
Let us denote that the symbol “Ai j” is “Ai + A j”. The product of A and B can be
obtained as

AB = A0B0 + (A01B01 + A0B0 + A1B1)x + A2B0y

+ (A23B01 + A2B0 + A3B1)xy + A1B1x2 + A3B1x2y (2)

= C0 + C1x + C2y + C3xy + C4x2 + C5x2y.

Theproduct AB in (2) uses 6partial products to computeC0,C1,C2,C3,C4, and C5,
while the naivemultiplication requires 8 partial products to compute the product AB.
Based on (2), Fig. 1 shows the high-level architecture for the (4,2)-wayKAdecompo-
sition. It involves two evaluation point (EP1 and EP2) units, one point-wise product
(PWM) unit, and reconstruction (R) unit. Four units according to (2) are defined as

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

PA = E P1(A) = (A0, A1, A2, A3, A01, A23)

PB = E P2(B) = (B0, B1, B01)

W = PW M(PA, PB) = (A0B0, A1B1, A2B0, A3B1, A01B01, A23B01)

= (W0, W1, W2, W3, W4, W5)

C = R(W ) = (W0, W014, W2, W235, W1, W3)

(3)

The decomposition of (3) can be performed recursively to implement polynomial
multiplication. Eachmultiplication is transformed into 6 partial products of the digits
of A and B whose degrees are reduced to, respectively, about quarter and half.
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Fig. 1 High-level architecture for (4,2)-way KA decomposition

If the decomposition algorithm is terminated after degeneration of polynomials into
single-bit coefficients, polynomial A is required to be of n = 4i -bits for i > 1, and
polynomial B is required to be of nlog4 2(= 2i = √

n) bits. Let “S” and “D” denote
the number of gates and delays, respectively. The algorithm in (2) involves 6 partial
products and (1.5n + 2.5nlog4 2 − 4) additions. The critical path of (2) is given by
D( n

4 )+3TX . Therefore, the complexity of the (4,2)-way KA decomposition is given
by the following recurrence relations.

⎧
⎨

⎩

S⊗(n) ≤ 6SA(
n
4 ), SA(1) = 1

S⊕(n) ≤ 6S⊕( n
4 ) + 1.5n + 2.5nlog4 2 − 4, SX (1) = 0

D(n) ≤ D( n
4 ) + 3TX , D(1) = TA

(4)

We can obtain that the complexity bound given by (4) is estimated to be

⎧
⎨

⎩

S⊗(n) ≤ nlog4 6

S⊕(n) ≤ 69
20nlog4 6 − 3n − 5

4nlog4 2 + 4
5

D(n) ≤ TA + 3(log4 n)TX

(5)

2.2 (6,3)-Way KA

Let A and B be two polynomials of the forms A = A0 + A1x + A2x2 + A3y +
A4xy + A5x2y and B = B0 + B1x + B2x2, respectively. Polynomial A is 6-term
bivariate polynomial, and polynomial B is 3-termunivariate polynomial. The product
C = AB = C0+C1x+C2x2+C3y+C4xy+C5x2y+C6x3+C7x4+C8x3y+C9x4y
can obtain the following formula



Subquadratic Space-Complexity Parallel Systolic Multiplier Based on KABR 191

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

C0 = W0,C1 = W0 + W1 + W6
C2 = W0 + W1 + W2 + W7

C3 = W3,C4 = W3 + W4 + W8
C5 = W3 + W4 + W5 + W9

C6 = W1 + W2 + W10,C7 = W2
C8 = W4 + W5 + W11,C9 = W5

(6)

where ⎧
⎪⎪⎨

⎪⎪⎩

W0 = A0B0, W1 = A1B1, W2 = A2B2, W3 = A3B0,

W4 = A4B1, W5 = A5B2, W6 = A01B01, W7 = A02B02,

W7 = A02B02, W8 = A34B01, W9 = A35B02,

W10 = A12B12, W11 = A45B12.

The productC can be derived from12 partial productsWi s according to (6). Applying
this strategy, in each iteration multiplication is transformed into 12 partial products,
where the degrees of A and B are reduced by a factor of about one sixth and one
third, respectively. If the decomposition algorithm is terminated after degeneration
of polynomials into single-bit coefficients, then the degrees of two polynomials A
and B are required to be n = 6i and nlog6 3, respectively. According to the recursive
formula in (6), the algorithm involves 12 sub-products and ( 103 n + 17

3 nlog6 3 − 14)
additions.We have the following recursive expressions of computational complexity.

⎧
⎨

⎩

S⊗(n) ≤ 12S⊗( n
6 ), SA(1) = 1

S⊕(n) ≤ 12S⊕( n
6 ) + 10

3 n + 17
3 nlog6 3 − 14, SX (1) = 0

D(n) ≤ D( n
6 ) + 3TX , D(1) = TA

(7)

To solve the above recursive relations, we can find the complexity bound of (6,3)-way
KA as ⎧

⎨

⎩

S⊗(n) = nlog6 12

S⊕(n) ≤ 3.95nlog6 12 − 10
3 n − 17

9 nlog6 3 + 14
11

D(n) ≤ TA + 3(log6 n)TX

(8)

3 Proposed Systolic Multiplication over G F(2m)

In the finite field G F(2m), a field element can be represented by the polynomial basis
representation as A = a0 + a1x + ... + am−1xm−1 over G F(2). From Section 2,
any polynomial A can be based on the bivariate polynomial representation in (1).
Polynomial A is used by y = x2 to transform two parts as A = A0 + A1x , where
A0 = ∑q−1

i=0 a0,i yi and A1 = ∑q−1
i=0 a1,i yi , where a0,i = a2i and a1,i = a2i+1.

Observing this representation, we can find that the coefficients of A0 and A1 are
even-term and odd-term coefficients of A, respectively. This transformation is called
the 2-way split method. In general, we can be extended by using k−way split method
to transform the polynomial A as
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A =
k−1∑

i=0

Ai xi (9)

where

Ai =
q−1∑

j=0

aik+ j y j , y = xk, q =
⌈m

k

⌉
.

Using k-way split method in (9), the proposed parallel multiplication algorithm and
architecture is discussed as follows.

3.1 2-Way Split Method

Assume that the field G F(2m) is constructed from an irreducible polynomial F(x).
Let A,B andC be three elements inG F(2m),whereC = AB mod F(x).Using 2-way
plit methodwith y = x2, two polynomials A and B are represented as A = A0+ A1x
and B = B0 + B1x , respectively, where Ai = ∑q−1

j=0 ai, j y j and Bi = ∑q−1
j=0 bi, j y j

for i=0 and 1. Thus, the product C can be re-expressed as

C = (A0 + A1x)(B0 + B1x) mod F(x) (10)

= A0B0 + (A0B1 + A1B0)x + A1B1x2 mod F(x)

Next, let us consider that two polynomials B0 and B1 are grouped by d-digits, such
as Bi = ∑p−1

j=0 Bi, j yd j , where Bi, j = ∑d−1
l=0 bi,d j+l yl and p = ⌈ m

2d

⌉
. The product

C in (10) can be rewritten as

C = C0 + C1yd + · · · + C p−1yd(p−1) (11)

= ((C p−1)y
d + C p−2)y

d + · · · )yd + C0 mod F(x)

where
Ci = A0B0,i + (A0B1,i + A1B0,i )x + A1B1,i x2

= A0B0,i + A1B1,i x2 + (A0B1,i + A1B0,i )x

Based on (a, b)-wayKAdecomposition in Section 2, its architecture in Fig.1 involves
four modules (EP1, EP2, PWM, and R modules). We can obtain the following prop-
erty with block recombination approach:

Corollary 1. (block recombination) Assume that four sub-words as A1, A2, B1, B2,
and C = C1 + C2, where C1 = A1B1 and C2 = A2B2. Based on the structure of
the KA scheme, the product C can be recombined as follows:
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Algorithm 1. Proposed multiplication scheme based on 2-way KABR
Inputs: A = A0 + x A1 and B = B0 + x B1 are two element in GF(2m ).
Output: C = AB mod F(x).
1. C = 0, Dp−1 = 0.

2. Bi = ∑p−1
j=0 Bi, j yd j , where Bi, j = ∑d−1

l=0 bi,d j+l yl for i=0 and 1, y = x2, and p = ⌈ m
2d

⌉
.

3. PA0 = E P(A0), PA1 = E P(A1), PB0,p−1 = E P(B0,p−1), and PB1,p−1 = E P(B1,p−1)

4. for i = p − 1 to 0
5. C = Cyd + Di mod F(x).
6. Di−1 = R(W0,i )+ x2R(W1,i )+ x R(W2,i + W3,i ), where W0,i = PA0 � PB0,i , W1,i =
PA1 � PB0,i ,

W2,i = PA0 � PB1,i , W3,i = PA1 � PB0,i
7. PB0,i−1 = E P(B0,i−1), PB1,i−1 = E P(B1,i−1)

8. endfor
9. C = Cyd + D0mod F(x).

C = R(W1) + R(W2) = R(W1 + W2) (12)

where
W1 = PA1 � PB1,

W2 = PA2 � PB2 .

Using (a,b)-way KA decomposition and block recombination (KABR) approach,
the sub-product Ci in (11) can be expressed as

Ci = R(W0,i ) + x2R(W1,i ) + x R(W2,i + W3,i ) (13)

where
W0,i = PA0 � PB0,i

W1,i = PA1 � PB1,i

W2,i = PA1 � PB0,i

W3,i = PA0 � PB1,i

From the structure of KA decomposition, its architecture involves EP, PWM, and
R components, and all component are independent computed. For this reason, assume
that the partial product Ci in (13) is segmented into two-step computation as

Step-1: computes PA0 , PA1 , PB0,i , and PB1,i .
Step-2: computes Ci = R(W0,i ) + x2R(W1,i ) + x R(W2,i + W3,i ).

Using two-step computation, Algorithm 1 shows the proposed multiplication using
KABR approach. Fig.2 shows the proposed architecture for a new parallel systolic
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multiplierbasedonAlgorithm1.Itconsistsofthreemainparts,i.e.,onepre-computation
evaluationpoint (PCEP)cell, p processingelement (PE) cells, andonefinal reduction-
accumulator (FRAC) cell. In PCEP cell (as shown in Fig. 3c), A0, A1, B0,p−1, and
B1,p−1are,respectively,togothrough2EP1componentsand2EP2componentstogen-
erate PA0 , PA0 , PB0,p−1 , and PB0,p−1 based on Step 3 of Algorithm 1. Each PE cell (as
showninFig.3a)consistsofaPWM-Rcomponent,2EP2components,andaRACcom-
ponent. The PWM-R component is based on Fig. 3b to compute Di−1 = R(W0,i ) +
y R(W1,i ) + x R(W2,i + W3,i ) in Step 6,which consists of 4 PWMcomponents, three
component additions (CA1, CA2, CA3), two EP2 components, and three R compo-
nents. The RAC component (as shown in Fig. 3d) is used to perform Step 5 for com-
putingC = Cyd + Di mod F(x), which consists of one accumulation (AC) module
andonereductionpolynomial (RP)module.TwoEP2components inFig.3aareusedto
perform Step 7 for computing PB0,i−1 = E P(B0,i−1), PB1,i−1 = E P(B1,i−1)). Note
that those components in each PE are computed in parallel. The FRAC cell is used to
perform the computation of Step 9, it structure is the same of theRACcomponent.

We follow the proposed structure in Fig. 2 for computing the multiplication C =
AB mod F(x). At first clock cycle, PA0 , PA0 , PB0,p−1 , and PB0,p−1 are generated by
PCVP cell, and stores in four registers (< A0 >,< A1 >, < B0 >, and < B2 >).
During each clock cycle, two values A0 and A1 are still stored in two registers
< A0 > and < A1 >, and go through each PE cell to provide the computation
of partial product Di according to (13). After a latency of (p + 1) cycles, we need
extra one cycle to compute final reduction polynomial in the FRAC cell. Therefore,
the proposed architecture requires (p + 2) clock cycles (duration of each cycle is
TA + (DR(d) + 1)TX , where d is the selected digit-size, DR(d) is the delay of R
component, and p = ⌈ m

2d

⌉
.

Fig. 2 The proposed parallel systolic multiplication architecture

3.2 k-Way Split Structure

Generally, we use k-way split method to split two polynomials as A = ∑k−1
i=0 Ai xi

and B = ∑k−1
i=0 Bi xi , where Ai and Bi are m

k -bit polynomials. Each of Bi is grouped

by d-digits, such as Bi = ∑p−1
j=0 Bi, j yd j , where Bi, j = ∑d−1

l=0 bi,d j+l xyl and p =⌈ m
kd

⌉
. Thus, the product C can be rewritten as

C = ((C p−1)y
d + C p−2)y

d + · · · )yd + C0 mod F(x)
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where
Ci = Ci,0 + Ci,1x + · · · + Ci,2k−2x2k−2

Ci, j =
∑

h+k=i

Ah Bk, j

Employing KABR approach, the partial product Ci can be given by

Ci =
2k−2∑

j=0

R(
∑

h+k=i

PAh � PBk, j )x
j (14)

(a) (b)

(c) (d)

Fig. 3 (a) PE unit; (b) PWM-R unit; (c) PCEP unit; (d) RAC unit

Table 1 The complexities of three components in (4,2)-way and (6,3)-way KAs

Components Complexities for (4,2)-KA Complexities for (6,3)-way KA

EP

SE P1⊕ (m) = 6
5mlog46 − m SE P1⊕ (m) = mlog6 12 − m

SE P2⊕ (m) = 1
4mlog46 − 1

4mlog42 SE P2⊕ (m) = 1
3mlog6 12 − 1

3mlog6 3

DE P1(m) = (log4 m)TX DE P1(m) = (log6 m)TX
DE P2(m) = (log4 m)TX DE P2(m) = (log6 m)TX

PWM
S PW M⊗ (m) = mlog4 6 S PW M⊗ (m) = mlog6 12

D PW M (m) = TA D PW M (m) = TA

R
SR⊕(m) = 11

5 mlog46 − 2m − mlog42 + 4
5 SR⊕(m) = 2.62mlog612 − 7

3m − 14
9 mlog63 + 14

11
DR(m) = (2 log4 m)TX DR(m) = (2 log6 m)TX
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Based on Fig. 2, we can use (14) to realize the structure of PE cell. The proposed
k-way KABR-based multiplier involves

⌈ m
kd

⌉+ 2 cycles, and duration of each cycle
is TA + (1 + DR(d) + log2 k)TX .

4 Area and Time Complexities

4.1 Complexities of Our Proposed Multiplier

From Section 2, Table 1 lists the complexity of each component for (4,2)-way and
(6,3)-way KA decompositions. In the following, we use the complexities of each
component in Table 1 to estimate the complexity of our proposed KABR-based
systolic multiplier.

4.1.1 2-Way Split Structure

The parallel systolic structure of Fig. 2 for 2-way split method require one PCVP
cell, p PE cells, and one FRAC cell, where p = ⌈ m

2d

⌉
. As shown in Fig. 3b, we

can find that the complexity of CA1 perform the computation of T0 = W2,i + W3,i ,
which involves SC A1⊕ (m

2 ) = S PW M⊗ (m
2 )XOR gates and TX delay. The complexity of

CA2 thus performs T1 = R(W0,i ) + y R(W1,i ) involves SC A2⊕ (m
2 ) = (m

2 + d − 2)
XOR gates and TX delay, since R(W0,i ) and R(W1,i ) are produced by (m

2 + d − 1)-
bit polynomials; and CA3 performs T1 + x R(T0), which is a free of hardware cost.
Assume that SB(d) is the number of output bits for EP2 component. For clarity, based
on the case of (4,2)-way KA decomposition, we have obtained SB(d) = d log2 3.
Similarly, for (6,3)-way KA decomposition, we have obtained SB(d) = d log3 6.
PWM-R component in PE cell is based on Fig.3b to produce (m + 2d − 2)-bit
polynomial, the register < D > requires (m + 2d − 2) 1-bit registers. We use the
following Lemma 1 to estimate the complexity of RAC unit.

Lemma 1. In Algorithm 1, the RAC is performed by C = Cyd + Di mod F(x),
where y = x2. If F(x) is an irreducible trinomial of the form xm + xn + 1, then we
can find that the RAC involves SR AC⊕ (m) = (m + 2d) XOR gates and m-bit register,
and requires 3TX delay.

As stated above, we can find that the PCVP cell (as shown in Fig.3c) involves
(2SE P1⊕ (m

2 )+2SE P2⊕ (m
2 )) XOR gates and 2S PW M⊗ (m

2 ) + 2SB(d) 1-bit registers, and
requires DE P1(m

2 ) TX delay. Each PE cell (as shown in Fig.3a) involves 4S PW M⊗ (m
2 )

AND gates, (3SR⊕(m
2 )+2SE P2⊕ (m

2 )+ SR AC⊕ (m)+ SC A2⊕ (m
2 )+ SC A1⊕ (m

2 )) XOR gates,
and (2SB(d) + 2m + 2d − 2) 1-bit registers, and requires DR(m

2 ) + TA + TX

delay. The FRAC cell is equivalent to the complexity of RAC component. Therefore,
the proposed structure using 2-partition scheme has the following time and space
complexities:
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

#X O R = 2SE P1⊕ (m
2 ) + 2(p + 1)SE P2⊕ (m

2 ) + 3pSR⊕(m
2 ) + pSC A1⊕ (m

2 ) + pSC A2⊕ (m
2 ) + (p + 1)SR AC⊕ (m)

#AN D = 4pS PW M⊗ (m
2 )

#F F = 2S PW M⊗ (m
2 ) + m + 2(p + 1)SB (d) + p(2m + 2d − 2)

Latency = p + 2
Delay = DR (m

2 ) + TA + TX

(15)

4.1.2 K -Way Structure

Using k-way split scheme, we find that, in each PE cell, PWM-R unit according to
(14) involve (k2 − 2k + 1) CA1 components, k2 PWM components, (k − 1) CA2
components, and (2k − 3) R components. Each of CA1 consists of SC A1⊕ (m

k ) =
S PW M⊗ (m

k )XOR gates and TX delay. Each of CA2 involves SC A2⊕ (m
k ) = (m

k +d −2)
XOR gates and TX delay.We can use Table 1 to estimate the complexity of EP1, EP2,
PWM, and R components. Therefore, the proposed k-way KABR-based multiplier
has the following time and space complexities:log2 k

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

#X O R = kSE P1⊕ (m
k ) + k(p + 1)SE P2⊕ (m

k ) + (2k − 1)pSR⊕(m
k )

+(k2 − 2k + 1)pSC A1⊕ (m
k ) + (k − 1)pSC A2⊕ (m

k ) + (p + 1)SR AC⊕ (m)

#AN D = k2 pS PW M⊗ (m
k )

#F F = kS PW M⊗ (m
k ) + m + k(p + 1)SB(d) + p(2m + kd − 2)

Latency = p + 2
Delay = TA + (log2 k + DR

2 (
m
k ))TX

(16)

For clarity, using (4,2)-wayKAdecomposition, the proposed 4-wayKABR-based
multiplier can be found to have the following complexities

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

#X O R = 13
6 m1+log4 3 + 53

15mlog4 6 − 3m0.5 + 19
32m1.5 − 5

2m − 2
5

#AN D = 4
3m1+log4 3

#F F = 13
6 mlog4 6 + 4

3mlog4 3 + 2m + m1.5 − m0.5

Latency = m0.5 + 2
Delay = TA + (1 + log4 m)TX

(17)

4.2 Comparison of Area and Time Complexities

The area and time complexity in terms of logic gate count, register count, criti-
cal path delay, and latency of the proposed structure and the existing structures of
[9, 20] is listed in Table 2. As shown in this table, our proposed structure in Fig.2 has
O(m1+log4 3) space complexity according 4-partition (4,2)-way KABR approach,
while the existing parallel systolic multipliers have O(m2) space complexity. From
this theoretical analysis, the proposed multiplier has subquadratic space complexity.
Moreover, the proposed multiplier can lead low-latency complexity if the number of
k-way split method is increased.
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Table 2 Comparison of area-time complexity of parallel systolic multipliers

design #AND #XOR #register Latency critical-path

[9] m2 1.5m2 + 0.5(m + n2 − n) 4m2 + m m + 1 TA + TX

[20] m2 m2 + 2m − 3 m2 + 2m1.5 + 2m − 3m0.5 m0.5 + 1 + log4m 2TX
[7] 2m2 2m2 3m2 m + 1 TA + TX

Fig.2 4
3n1+log43 S1 S2 2 + 1

2n0.5 TA + (1 + log4 n)TX

note:(1) S1 = 13
6 n1+log4 3 + 53

15nlog4 6 − 3n0.5 + 19
32n1.5 − 5

2n − 2
5 and S2 = 13

6 nlog4 6 +
4
3nlog4 3 + 2n + n1.5 − n0.5, where n = 4i for i > 1.
(2) Lee’s multiplier in [9] is proposed based on trinomials xm + xn + 1.
(3) The proposed 4-way BRKA multiplier is based on (4,2)-way KA decomposition.

Table 3 Comparison of various subquadratic digit-serial multipliers over G F(2223) in terms
of latency (cycles), critical-path delay TC P D(ns), total critical delay TT C D(ns), area (µm2),
area-delay product (ADP)(µm2)ns

Multipliers Latency TC P D TT C D Area ADP
[9] 224 0.14 31.4 1,527,676 47,907,912
[20] 20 0.16 3.2 389,799 1,247,359
[7] 224 0.14 31.4 939,181 29,452,744
Fig.2 10 0.22 2.2 145,164 319,362

Note: The proposed 4-way BRKA multiplier is based on (4,2)-way KA decomposition.

We have used the NanGate’s Library Creator and the 45-nm FreePDK Base Kit
from North Carolina State University (NCSU) [1] to synthesize our proposed mul-
tiplier and the corresponding existing multipliers. Table 3 lists the comparison of
area and time complexity, which is based on trinomial F(x) = x223 + x33 + 1. As
shown in this table, we can find that the multiplier [20] is better than other multi-
pliers. We use 4-way KABR approach to implement the parallel systolic multiplier.
The proposed structure has has significantly less area and less area-delay product
(ADP) compared to the corresponding existing multipliers. We also find that our
proposed multiplier can obtain low-latency systolic architecture. Therefore, we can
show that parallel systolic multiplier based on k-way KABR approach can achieve
subquadratic space complexity. Our parallel systolic structure is suitable for high-
performance ECC cryptographic processors for resource-constrained applications,
while the existing multipliers involve larger area and larger ADP.

5 Conclusions

In this paper, we use the existing (a, b)-way KA decomposition and block recombi-
nation to derive a new way of k-way KABR approach. Based on this approach, we
can achieve a subquadratic space-complexity parallel systolic multiplier, while the
corresponding multipliers have O(m2) space complexity due to its designs are based
on shoolbook computation approach. Moreover, based on the proposed structure,
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we can obtain significantly less computation delay compared to the existing parallel
systolic multipliers. From theoretical analysis, the proposed structure can be suitable
for high-performance elliptic curve point multiplications in resource-constrained
environments.
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Problems on Gaussian Normal Basis
Multiplication for Elliptic
Curve Cryptosystem

C.W. Chiou, Y.-S. Sun, C.-M. Lee, Y.-L. Chiu, J.-M. Lin and C.-Y. Lee

Abstract Several standards such as IEEE Standard 1363-2000 and FIPS 186-2 em-
ployGaussian normal basis (GNB).Gaussian normal basis is a special class of normal
basis. Gaussian normal basis can solve the problem that multiplication in normal ba-
sis is an very difficult and complicated operation. Two equations have been proposed
in the literature to transfer GNB to polynomial basis for easy multiplication. How-
ever, we find that GNB is not correctly transformed to polynomial basis for some m
values over G F(2m). We will show the problems and expect some feedback about
this problem from other researchers.

1 Introduction

Elliptic curve cryptosystem (ECC) [1, 2] is a powerful public-key cryptosystem for
insuring information security ofM-commerce on resource constrained smart phones.
The arithmetic operations inG F(2m)have been largely applied inElliptic curve cryp-
tosystem and pairing-based cryptography [3]. ECC requires a smaller key size than
RSA cryptosystem [4]. For example, ECCwith 160-bit key has same security level as
RSA with 1024-bit key. Therefore, ECC is suitable for resource constrained devices
other than RSA. NIST and ANSI suggested finite fields for use in the ECDSA [5, 6].
The finite field multiplication is the most important arithmetic operation in G F(2m).
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Because, other complicated arithmetic operations such as exponentiation, division,
and inversion can be computed by repeated multiplications. Therefore, it is impor-
tant to explore efficient multiplier over large finite fields for resource-constrained
devices. Efficiency of Multiplications in G F(2m) heavily depends on field element
representations. There are three popular bases to represent field elements: polyno-
mial basis (PB)[7]-[15], dual basis (DB) [16]-[21], and normal basis (NB) [22]-[35].
The major advantage of normal basis is its almost hardware-free squaring opera-
tion which can be easily carried out by cyclically shifting its binary representation.
Thus, NBmultipliers are very efficient in carrying out square operations in squaring,
multiplicative inversion, and exponentiation operations. However, multiplication in
normal basis is hardily realized. To overcome this problem, some special classes of
normal basis have been presented to simplify normal basis multiplication. Optimal
normal basis (ONB) [27] is one special class with the low-est space complexity in
normal basis. But, only two types of ONB, type-1 and type-2, have been founded
in the literature. Gaussian normal basis (GNB) is a special class of normal basis
with low hardware complexity. All positive integers, except for those are divisible
by eight, have GNB [36]. Both type-1 and type-2 ONB are same as type-1 and type-
2 GNB, respectively. GNB now has been widely applied in several standards such
as IEEE Standard 1363-2000 [5], FIPS 186-2 [37], ISO 11770-3 [38], and ANSI
X9.62 [6]. Ash et al. [36] said that all positive integers except those are divisible by
eight have GNB. As aforementioned, multiplication using GNB is hardly realized.
Thus, GNB with type-t (t is an integer number) over G F(2m) is transformed to a
polynomial basis with mt elements. In other words, PB transformed from GNB has
t multiples of m elements in type-t GNB. However, some integer m values can not
find sufficient t multiples. Two equations in the literature for computing t multiples
of elements in GNB are applied for giving elements in PB from GNB. Results show
that they both can not find sufficient t multiples of elements in GNB for some integer
m values. This study will show this problem.

2 Background

There is always a normal basis ψ = {β20 , β21 , · · · , β2m−1} for a finite field G F(2m)

for any positive integer m, where β is a normal element. Let any elements A and B
in G F(2m) can be represented as A = (a0, a1, · · · , am−1) = ∑m−1

i=0 aiβ
2i
and B =

(b0, b1, · · · , bm−1) = ∑m−1
i=0 biβ

2i
where ai and bi ∈ G F(2) for 0 ≤ i ≤ m − 1.

The major features of the normal basis are as follows:

Proposition 1. Let A and B be two normal elements in G F(2m), we have obtained as

1. A2r = ∑m−1
i=0 a<i+r>m β2i

for 0 ≤ i ≤ m − 1.
2. A2m = A.
3. (A + B)2 = A2 + B2.
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Proposition-1 shows that the squaring of an element A in normal basis is just a right
cyclic shift of its coordinates and it is almost hardware-free. The normal basis is
termed the Gaussian normal basis with type-t (t is an integer and ) if p = mt + 1
is a prime number and gcd(mt/k, m) = 1, where k is the multiplication order of 2
modulo p. It is noted that GNBs exist for any positive integer m, except that m is not
divisible by eight. The GNB with type-t has the following properties:

β =
t−1∑

i=0

γ 2mi
(1)

γ mt+1 = γ (mt+1)mod(mt+1) = 1 (2)

where γ is primitive (mt +1)th root of unity in G F(2m). Then, β is called Gaussian
period of type (m, t).

3 The Proposed Problems for GNB with Type-t

AGaussian normal basis with type-t ψ = {β20 , β21 , · · · , β2m−1} can be transformed
to a polynomial basis ψ∗ = {γ 1, γ 2, · · · , γ mt } using one of the following two
equations:

β =
t−1∑

i=0

γ τ i
, and τ t = 1 mod (mt + 1)[34] (3)

β = γ + γ 2m + · · · + γ 2(t−1)m [33] (4)

Let any one element A = (a0, a1, · · · , am−1) = ∑m−1
i=0 aiβ

2i
belong to GNB ψ can

be represented to A = (a∗
0 , a∗

1 , · · · , a∗
mt ) in PB ψ∗ using (3) as follows:

A∗ =
m−1∑

i=0

ai (

t−1∑

j=0

γ τ j
)2

i =
m−1∑

i=0

ai

t−1∑

j=0

γ τ j2i
(5)

=
m−1∑

i=0

(aiγ
τ 02i + aiγ

τ 12i + · · · + aiγ
τ t−12i

)

The element A also can be represented as A∗ using (4) as follows:

A∗ =
m−1∑

i=0

(aiγ + aiγ
2m + · · · + aiγ

2(t−1)m
)2

i
(6)
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=
m−1∑

i=0

(aiγ
2i + aiγ

2m2i + · · · + aiγ
2(t−1)m2i

)

From (5), ai of A is expanded to t multiples of A∗ as follows:

ai = a∗
<τ 02i >

= a∗
<τ 12i >

= · · · = a∗
<τ t−12i >

(7)

where < x > denotes the x mod mt + 1 operation. Similarly, from (6), we have

ai = a∗
<2i >

= a∗
<2m2i >

= · · · = a∗
<2(t−1)m2i >

(8)

Let us use the following examples to describe (7) and (8).

Example 1. Letm = 7 and an element A be represented as (a0, a1, · · · , a6) in GNB.
We can find type-4 for m = 7. Based on (3), τ = 12 and mt + 1 = 29. A in GNB is
transferred to A∗ = (a∗

1 , a∗
2 , · · · , a∗

28) in PB according to (5) and (7) as follows:

a0 = a∗
<12020> = a∗

<12120> = a∗
<12220> = a∗

<12320>

= a∗
0 = a∗

12 = a∗
28 = a∗

17

where < 12020 >= 1, < 12120 >= 12, < 12220 >= 28, and < 12320 >= 17.

Similarly, we have the following results.

a1 = a∗
2 = a∗

24 = a∗
27 = a∗

5 , a2 = a∗
4 = a∗

19 = a∗
25 = a∗

10, a3 = a∗
8 = a∗

9 = a∗
21 = a∗

20,

a4 = a∗
16 = a∗

18 = a∗
13 = a∗

11, a5 = a∗
3 = a∗

7 = a∗
26 = a∗

22, a6 = a∗
6 = a∗

14 = a∗
23 = a∗

15.

Example 2. Let m = 7, thus type-4 is given. Based on another equation (6) and (8),
results are listed as follows:

ai = a∗
<2i >

= a∗
<2m2i >

= · · · = a∗
<2(t−1)m2i >

a0 = a∗
<20> = a∗

<2720> = a∗
<22×720> = a∗

<23×720>

= a∗
1 = a∗

12 = a∗
28 = a∗

17,

where < 20 >= 1, < 2720 >= 12, < 22×720 >= 28, and < 23×720 >= 17.
Using (8), we can obtain the following results:

a1 = a∗
2 = a∗

24 = a∗
27 = a∗

5 , a2 = a∗
4 = a∗

19 = a∗
25 = a∗

10, a3 = a∗
8 = a∗

9 = a∗
21 = a∗

20,

a4 = a∗
16 = a∗

18 = a∗
13 = a∗

11, a5 = a∗
3 = a∗

7 = a∗
26 = a∗

22, a6 = a∗
6 = a∗

14 = a∗
23 = a∗

15.
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For m = 7, we correctly expands a GNB into a PB according to (7) and (8).
Examples 1 and 2 show such correct results. But, some m values can not correctly
expand a GNB to a PB using (7) and (8). The following examples show such results.

Example 3. Suppose m = 15, and therefore any one element A be represented as
(a0, a1, · · · , a14) in GNB. We can find type-2, and mt + 1 = 31 for m = 15. If A
in GNB can be transferred to A∗ = (a∗

1 , a∗
2 , · · · , a∗

14) according to (5) and (7) as
follows.

a0 = a∗
1 = a∗

30, a1 = a∗
2 = a∗

29, a2 = a∗
4 = a∗

27, a3 = a∗
8 = a∗

23, a4 = a∗
16 = a∗

15,

a5 = a∗
1 = a∗

30, a6 = a∗
2 = a∗

29, a7 = a∗
4 = a∗

27, a8 = a∗
8 = a∗

23, a9 = a∗
16 = a∗

15,

a10 = a∗
1 = a∗

30, a11 = a∗
2 = a∗

29, a12 = a∗
4 = a∗

27, a13 = a∗
8 = a∗

23, a14 = a∗
16 = a∗

15.

We noted that a0, a5, and a10 are expanded same coefficients of A∗, a∗
1 and a∗

30.
Another coefficients of A have similar results. Such expanding results are not correct.
We use another equation, to check whether m = 15 has same expanding results.

Example 4. Let m = 15, thus type-2 is given. Based on another equation (6) and
(8), results are listed as follows:

a0 = a∗
1 = a∗

30, a1 = a∗
2 = a∗

29, a2 = a∗
4 = a∗

27, a3 = a∗
8 = a∗

23, a4 = a∗
16 = a∗

15,

a5 = a∗
1 = a∗

30, a6 = a∗
2 = a∗

29, a7 = a∗
4 = a∗

27, a8 = a∗
8 = a∗

23, a9 = a∗
16 = a∗

15,

a10 = a∗
1 = a∗

30, a11 = a∗
2 = a∗

29, a12 = a∗
4 = a∗

27, a13 = a∗
8 = a∗

23, a14 = a∗
16 = a∗

15.

Computation results also give same wrong results.
Why equations (5) and (7) can not give correct expanding results from a GNB to

a PB for some m values?

4 Conclusions

The major advantage of normal basis is its almost cost-free square operation. But,
the multiplication in normal basis is very difficult. Therefore, some special classes of
normal basis such as optimal normal basis and Gaussian normal basis are employed
to overcome this problem. In general, Gaussian normal basis is firstly transferred to
polynomial basis. Two equations have been found in the literature to transform any
one element in Gaussian normal basis to be represented in polynomial basis. The
multiplication in polynomial basis is an easy operation. However, we pointed out
that Gaussian normal basis can not be correctly transferred to polynomial basis for
some m values. We will solve this problem for the future research.
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Auto-Scaling Mechanism for Cloud  
Resource Management Based  
on Client-Side Turnaround Time 

Xiao-Long Liu, Shyan-Ming Yuan, Guo-Heng Luo and Hao-Yu Huang* 

Abstract Currently, providers of Software as a service (SaaS) can use Infrastruc-
ture as a Service (IaaS) to obtain the resources required for serving customers. 
SaaS providers can save substantially on costs by using resource-management 
techniques such as auto scaling. However, in most current auto-scaling methods, 
server-side system information is used for adjusting the amount of resources, 
which does not allow the overall service performance to be evaluated. In this pa-
per, a novel auto-scaling mechanism is proposed for ensuring the stability of  
service performance from the client-side of view. In the proposed mechanism, 
turnaround time monitors are deployed as clients outside the service, and the in-
formation collected is used for driving a dynamic auto-scaling operation. A system 
is also designed to support the proposed auto scaling mechanism. The results of 
experiments show that using this mechanism, stable service quality can be ensured 
and, moreover, that a certain amount of quality variation can be handled in order 
to allow the stability of the service performance to be increased. 

Keywords Auto scaling · Cloud computing · Turnaround time · Resource man-
agement 

1 Introduction 

Cloud computing [1] with virtualization technologies has become an important 
trend in the information technology industry. The introduction of Software as a 
service (SaaS) [2] has changed the scenario information technology usage. Cus-
tomers use information services directly through the Internet and no longer have to 
deploy, manage, and monitor the selected software by themselves. Services are 
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chosen based on considering not only functionality, but also performance, stabili-
ty, security, and quality. Currently, a service is typically provided accompanied by 
a Service Level Agreement (SLA), which is a contract that addresses factors that 
customers care about, such as a guaranteed quality and the specific description of 
a provided service. 

In the age of cloud computing, service providers are not required to build the IT 
infrastructure. Service providers can allocate the demanded resources rapidly us-
ing Infrastructure as a service (IaaS); they can use application programming inter-
faces such as those provided by Amazon Web Service (AWS) [3] or Google 
Compute Engine (GCE) [4] in order to create, destroy, and configure, for example, 
virtual machines (VMs), storage, and load balancers. Using this approach allows 
service providers to save substantially on cost when compared with building and 
maintaining their own computer centers; this is because service providers can 
demand a resource capacity that varies according to workload fluctuations. 

Auto scaling [5] is a key technique used for ensuring that the quality of a ser-
vice fits the SLA and for reducing resource wastage. Auto scaling can be used for 
automatically increasing or reducing resources when required. Currently, several 
cloud-management services are available, such as AWS CloudWatch [6], 
RightScale [7], and Scalr [8], which supply basic auto-scaling functionality. The 
mechanisms used in most products involve monitoring system information such as 
CPU Utilization, Disk IN/OUT, and Network IN/OUT on the server side in order 
to trigger system adjustment under certain conditions. Numerous previous studies 
have focused on determining the relationship between system information and 
performance experience for the purpose of helping select the metric and the trigger 
threshold or for estimating the response time of the end user. However, the ge-
nuine experiences of clients cannot be readily understood using the collected serv-
er-side information because of certain challenges. First, the computing resource is 
provided by virtualization technology, and each physical machine runs numerous 
VM instances concurrently. Thus, the capacity of each VM instance is uncertain 
and differences exist in the CPU steal time and the IN/OUT wait time that are 
decided by neighbors on the same physical machine. Moreover, the modern sys-
tem architecture comprises several distinct services and retrieving the details of 
the capacity of all components might not be possible, which increases the com-
plexity of the estimation method. 

This paper introduces a novel auto-scaling mechanism in which the response 
time is monitored directly from clients outside a service. In the designed system, 
one or several monitors are deployed in the client-side of view. The monitors  
repeatedly send requests for sampling response times over certain durations of 
service time. A coordinator collects this information for the purpose of driving a 
rule-based auto-scaling mechanism to decide when the service system must scale 
out. In this system, the capacity details of each component do not have to be ob-
tained for estimating possible turnaround times. A performance drop caused be-
cause of any reason can be detected, and system reaction is based on predefined 
action in order to provide end users with a stable service quality. To validate the 
proposed mechanism, a serial test was performed for a file-uploading service and 
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the results were compared with those obtained using another mechanism [9] in 
which the request-arrival rate serves as the target metric. In this paper, the influ-
ences of distinct parameters of the proposed mechanism are also discussed. 

The rest of the context is organized as following: We discuss the related works 
in Section 2; Section 3 introduces the designed system and proposed auto scaling 
mechanism; The experimental results are presented in Section 4; Finally, we con-
clude this paper in Section 5. 

2 Related Works 

The key concerns of cloud-service providers are minimizing costs and satisfying 
performance requirements. Most of the current cloud resource-management prod-
ucts support a simple rule-based auto-scaling functionality. This allows service 
managers to use certain system-utilization metrics as indicators in order to deter-
mine the number of instances. However, selecting the metric and the threshold 
required for promising a service quality that satisfies the SLA, such as guarantee-
ing a turnaround time, can be challenging. Several approaches have been used in 
order to attempt to identify the mapping relationships between system utilization 
and performance. In [10][11][12], the measured capacity of VM instance and the 
request-arrival rate were used for estimating the response time or the cumulative 
distributions of the response time on a certain number of VM instances. However, 
these approaches typically cannot be adapted for use in distinct service architec-
tures. Because a system might comprise numerous dissimilar services, obtaining 
all resource-capacity details might not be possible. 

Another approach is to use a direct metric as the indicator when performing the 
auto scaling [13][14][15]. One SLA-driven system [14] requires only the setting of a 
request response time between a load balancer and application servers. The load 
balancer checks the average response time of each server node and the system allo-
cates a new server node when the average response time of any server node is out-
side a predefined tolerance range. This approach can be used effectively to guarantee 
stable server-side performance, but the capacity differences of servers or the dis-
patch policy of the load balancer might lead to excessive scaling out. Thus, this type 
of scaling cannot be used for guaranteeing the overall performance of a system. 

In the approach used in [9], a test was conducted in order to determine the upper 
bound of requests per second that had an acceptable turnaround time for clients, and 
the identified upper bound was used as a base for monitoring the genuine requests 
per second for the purpose of deciding the amount of resources required for allocat-
ing VM instance dynamically over the service time. This is a simple and validated 
method of auto scaling that allows not only the scale-out timing to be determined, 
but also enables an estimation of the appropriate amounts of additional resources 
required. Moreover, this approach can be readily used in systems that feature distinct 
types of architecture, and the system does not have to be modelled in order to esti-
mate the service quality. This approach can also be effectively applied in schedule-
based auto scaling after the workload history is used for preconfiguring the scaling 
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schedule. However, this approach cannot be used for determining the precise 
amount of resources required. Previous studies have indicated that the performance 
of the VM instance provided by IaaS varies [16][17] because in IaaS, virtualization 
technology is used for providing the resource-supply service. In numerous instances, 
a single physical machine is shared, and each machine cannot be fully separate from 
other machines. Distinct numbers of VMs or various jobs running on the physical 
machine, such as the creation of a new VM instance, might substantially affect the 
performance of each instance. Thus, the performance of each VM instance is not 
identical, which means that a limit identified using a specific test cannot fit all VM 
instances in distinct situations or times. 

3 System Design 

In order to guarantee a stable quality of a service deployed on a cloud platform, a 
system is designed in this section to support the proposed auto scaling mechanism. 
The designed framework can be regarded as a service deployment and manage-
ment toolset. Fig. 1 shows the architecture of the designed system, which includes 
three layers, the Cloud Service Provider layer, the Service Management layer, and 
the Monitor layer. 

 

Fig. 1 Architecture of the designed system 
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3.1 Architecture 

The Cloud Service Provider layer supplies the main resources required for running 
a service, including computing, storage, and networking resources. This layer 
currently supports AWS, GCE, and other OpenStack-based [18] IaaS systems. 

The Service Management layer is the main part of the builder. The flow of opera-
tions of this layer mimics the resource-management mechanism of AWS. The Ser-
vice Formation module can obtain all the resources defined in a configuration file in 
order to build the architecture of a system automatically. The format of the configu-
ration file is similar to AWS CloudFormation [19], which allows it to be readily 
applied in extant systems. The module acquires certain resources such as VMs and 
load balancers through the Cloud Provider Adapter. Furthermore, the module also 
obtains custom resources that cloud providers do not support. The Service Watch 
module is a server that collects all the data from various monitors such as the Re-
sponse Time Monitors in the Monitor layer, and the Event Alarm can use statistical 
data obtained from the module in order to implement the scaling policies. 

The Response Time Monitor repeatedly sends requests to the service in order to 
evaluate the turnaround time on the client end. The monitor can be installed on 
numerous local computers to observe the genuine user experience of the perfor-
mance for the purpose of helping maintain stable service quality. 

3.2 Auto Scaling Mechanism 

The proposed auto scaling mechanism is used for coordinating the resource provi-
sion of a service. Fig. 2 shows an example of this mechanism, the details of which 
are the following: 

1. Response Time Monitors evaluate the response time by using the GET method 
in order to load a target webpage at regular predefined intervals. 

2. The monitors send the response time to the Service Watch module, which col-
lects and classifies these data. 

3. Event Alarm repeatedly checks whether specific metrics such as the response 
time of the GET request are greater than the threshold selected here. 

4. If the answer is “true,” trigger the relative-scaling policy and execute it. The 
answer means that the system might suffer a lack of computing resources, and 
thus the service must obtain additional resources. 

5. All web servers included in the example are organized by Auto Scaling Group, 
which can use a setting in order to generate numerous identical VMs. The scal-
ing policy increases the capacity of Auto Scaling Group. 

6. Auto Scaling Group generates a new web server in the group and allows the 
service performance to return to the acceptable range. 

The flow is continually repeated while the service is online. Moreover, multiple 
Event Alarms and Scaling Policies can be defined in order to monitor distinct 
metrics and adjust various resource deployments. The scenario presented in this  
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Fig. 2 Example of the proposed auto-scaling mechanism 

example is one of a lack of resources. However, the mechanism can also be ap-
plied in a situation in which resources are in excess in order to eliminate resources 
and to save costs. 

4 Experimental Results and Evaluation 

This section describes the evaluation of the proposed framework in the case of auto-
scaling mechanism and the comparison with the approach proposed in [9]. The tar-
get system that was tested in the experiment is a file-uploading web service. Each 
server node deployed a simple receive server, Droopy [20], on a GCE n1-standard-1 
type instance. Elastic Load Tester which is based on Locust [21] is used as the test 
tool to Generate workload. The tester nodes were also built on GCE and used the 
same instance type because the generated bandwidth was greater than that the testing 
laboratory used in this study could handle. Each request uploads a 100-KB file to the 
server through the GCE load balancer. As an indicator of scaling policy, the  AVG3 SD  of turnaround time was used, where AVG represents the average and  
SD represents the standard deviation; this is because in a serial-testing display,  
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approximately 98% of the turnaround times are under this limit. This indicator can 
be more representative of the overall service quality than the average. 

To validate the propose auto scaling mechanism, the following steps were used 
in the experiment: 

• Step 1. Generate a workload configuration in order to simulate a user 
workload pattern. In each round of the experiment, the same variable 
workload was used continually for approximately 1 hour to simulate the 
workload, as shown in Fig. 3. 

• Step 2.  Generate a 100-KB file as the uploaded file for use in each re-
quest. 

• Step 3.  Prepare a service-deployment configuration file. The initial 
number of server nodes is one. A single monitor was set on a single in-
stance, and the sampling period set in the experiments was five second. 
The scale threshold must be set in this step; the thresholds used indivi-
dually in the experiments were 500, 700, and 1000 ms. 

• Step 4.  Build a distributed-architecture workload generator featuring 
four tester nodes. 
• Step 5.  Start testing. Three rounds of testing were performed using each 
threshold setting. 

 

Fig. 3 Workload pattern of simulation 

4.1 Results of the Proposed Mechanism 

The results in Table 1 show that the average turnaround time measured when the 
threshold was 500 ms was roughly 15% less than that obtained when the threshold 
was 1000 ms. Furthermore, the coefficient of variation of the turnaround time at a 
threshold on 500 ms was approximately 60% of that at a threshold of 1000 ms. 
The results in Table 2 show that 99% of the requests at a threshold of 500 ms were 
<300 ms, and that 99% of the requests at a threshold of 1000 ms were <600 ms; 
however, the instance minute measurement at a threshold of 500 ms was almost 
22% more than that at a threshold of 1000 ms. The results show that the use of 
distinct thresholds can lead to dissimilar overall performance. Setting a small thre-
shold on the turnaround time allowed the stability of the service performance to be 
enhanced. This result demonstrates that the monitoring method used in the  
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Table 1 Results of different threshold on auto scaling 

Threshold (ms) 500 700 1000 

Average of Turnaround time (ms) 108.07 116.74 127.45 

SD of Turnaround time (ms) 76.63 93.05 143.83 

Coefficient of Variation 70.91% 79.71% 112.84% 

Success Request ratio 99.95% 99.92% 99.94% 

Instance Minute 137 121 112 

Table 2 Cumulative percentage of different threshold on auto scaling 

     Threshold (ms) 
 

Turnaround Time (ms) 
500 700 1000 

100 64.54% 50.01% 48.92% 
200 98.88% 97.95% 95.81% 
300 99.45% 99.08% 98.23% 
400 99.62% 99.33% 98.57% 

500 99.73% 99.53% 98.93% 
600 99.78% 99.60% 99.11% 
700 99.80% 99.63% 99.17% 
800 99.81% 99.65% 99.19% 
900 99.83% 99.67% 99.23% 
1000 99.83% 99.69% 99.26% 

 
proposed framework can be employed for ensuring that turnaround times on 
client-side of view can serve as a dynamic auto-scaling metric. 

4.2 Comparison of Different Auto Scaling Mechanisms 

The results obtained in this study are then compared with those obtained using the 
method proposed in [9], where the arrival rate is used as a target metric. For per-
forming the comparison, the arrival-rate threshold in the auto-scaling mechanism 
proposed by [9] was set as 70 requests per second, and the turnaround-time thre-
shold in our proposed auto-scaling mechanism was set as 700 ms. 

As shown in Table 3, the average turnaround time obtained using the approach 
developed in this study was slightly less than that obtained using the arrival-rate 
method. The coefficient of variation of the turnaround time in the approach de-
scribed here was only 70% of that calculated for the comparison method. Moreover, 
99% of turnaround time was <300 ms when the Proposed mechanism was used, but 
99% of the turnaround time was <600 ms when the arrival-rate approach was used 
(Table 4). Thus, service quality was more stable when turnaround time from client-
side of view was used as a metric than when arrival rate was used as a metric; this 
indicates that the arrival rate cannot be fully mapped to the turnaround time. 
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Table 3 Result of different metric on dynamic auto scaling 

Item Proposed mechanism Arrival Rate mechanism[9] 

Average of Turnaround time (ms) 116.74 130.27 

SD of Turnaround time (ms) 93.05 141.08 

Coefficient of Variation 79.71% 108.30% 

Success Request ratio 99.92% 99.95% 

Instance Minute 121 110 

Table 4 Cumulative percentage of different metric on dynamic auto scaling 

Threshold (ms) 
 

Turnaround Time (ms) 
Proposed mechanism 

Arrival Rate  
mechanism [9] 

100 50.01% 42.58% 
200 97.95% 95.47% 

300 99.08% 98.14% 
400 99.33% 98.54% 
500 99.53% 98.89% 
600 99.60% 99.09% 
700 99.63% 99.15% 
800 99.65% 99.19% 

900 99.67% 99.24% 
1000 99.69% 99.29% 

5 Conclusions 

This paper proposes and implements a cloud resource-management framework that 
can be used across multiple cloud platforms in order to deploy, monitor, and scale 
out a service automatically. The framework setup monitors the service from outside 
to collect service-performance information for the purpose of driving an auto-scaling 
mechanism. The proposed framework can be readily applied to certain services that 
can be used to increase service-system capacity by scaling out in order to meet ser-
vice-performance requirements and improve user experience. For example, in-
creased numbers of web servers or processing servers can be provided in file-storage 
services to maintain stable performance during peak times and avoid service inter-
ruption in order to save user time and retain user trust in the service. 
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Efficient Digit-Serial Multiplier Employing 
Karatsuba Algorithm 

Shyan-Ming Yuan, Chiou-Yng Lee and Chia-Chen Fan* 

Abstract This paper presents a efficient digit-serial GF(2m) multiplier. The pro-
posed architecture using digit-serial of concept to combine the principle of Karat-
suba multiplier which can reduce circuit space complexity, also it is suitable for 
Elliptic Curve Cryptography (ECC) technology. We knows that the password 
system’s operation core is a multiplier, however that password system’s multiplier 
is very big, so it is necessary for reduce the area and time’s complexity. This paper 
is implement three smaller multiplier and digit-serial in FPGA to reduce time and 

area complexity. This method uses 
3

2

dm
 AND gate, 6 m + n+ 

3

2 2

dm m+  +d-7 

XORs and 3 m-3 registers. The paper using Altera FPGA Quartus II to simulate 
four different multipliers, 36 × 36, 84 × 84, 126 × 126 and 204 × 204, and imple-
mented on Cyclone II EP2C70F896C8 experimental platform. The experimental 
results show that the proposed multipliers have lower time complexity than the 
existing digit-serial structures. The proposed architecture can reduce the 
time × space complexity decreasing when the bit-size of multiplier is increasing. 

Keywords Karatsuba · Finite field · Digit-serial 

1 Introduction 

In recent years, the network and mobile phone is very public and important. How-
ever, information security is necessary and important. Miler[1] and Koblitz[2] 
introduction a public key cryptosystem of elliptic curve cryptography (ECC) in 
1985. This is widely used in the finite field. First introduction cryptography and 
proposed a new public gold key cryptographic system which call (elliptic curve 
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cryptosystem, ECC). Generally, ECC’s mathematics an operation are according 
GF or GF(2 ), that mean m is finite filed of size; but multiple algorithm is ECC 
of core operand, so, m is also multiple element of  binary digit number. ECC of 
gold key length far short than other public gold curve cryptosystem, which have 
lower power with storage capacity smaller necessary of advantage. This characte-
ristic very suitable used in mobile phone, smart card etc.; resource smaller field. 
Among ECC of core which is used multiplier construction. Multiplier design of 
bad or not which direct effect to ECC implementation of performance with safety. 
In the recently, many scholars to work finite filed multiplier of research, which 
including bit serial, bit parallel and multi bit serial structure, bit parallel multiplier 
usual adopted Least Significant Bit or Most Significant Bit of way. 

For reducing space with time complexity, many researchers proposed some of 
special polynomial of finite field multiplier. As literature [3, 4] separated all of 
polynomial, five polynomial with three polynomials utilize matrix of way to de-
velop bit parallel multiplier. As literature is use LSB to implement new three po-
lynomial multipliers which time complexity is 2√  pulse circle m is multiplier of 
bit number. Nevertheless, the others scholar proposed low space complexity bit 
serial of multiplier. It is only necessary O(m) of space complexity, but opposite 
time complexity more than length then. For space with time complexity to reach 
balance, according getting develop different multi bit serial multiplier [8,9] tradi-
tional of multi bit multiplier of delaying time is O( )pulse circle, among d was 

choice multi bit of bit number size. Literature [10] proposed have bit into the bit 
structure of multi bit serial multiplier. 

Karatsuba-Ofman’s(KOA)[11] published 1962, which was first broken situa-
tion arrangement integral multiplication sum, due to calculate simple way. So, 
polynomial version widespread application in GF 2 ) of VLSI multiplier curve 
cryptosystem. Finite field with KOM of concern thesis succession was proposed 
by C. Grable [12] designed a 240 bits multiplier implementation in 2  
above. Literature [13] used Karatsuba algorithm of concept application in finite 
field 2  above to propose a low complexity of multiplier. 

This paper of others chapters and sections describes as follows: Section 2 de-
scribes the mathematical foundations, this thesis will use mathematical concepts. 
Section 3 contains the algorithm and architecture for the proposed efficient digit-
serial multiplier. The experimental results and performance comparison with re-
lated work are described in Section 4. Finally, Section 5 is the conclusion of this 
thesis, and references. 

2 Related Works 

A. The Finite Field Representation  

In this part, we brief introduce finite field of expressing way, finite field GF(2 ) 
have two 2  units elements, Each element can express m dimension of vector, 
moreover each vector all define into it by GF(2), that mean 2

, among 2 . m must be integer. 
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In finite field have many basis representation, the most popular bases; poly-
nomial basis (PB), normal basis (NB), dual basis (DB). Finite field of every ele-
ments, also can represent , among , , , … , , it was finite field of basis of express way. For example: 

 is polynomial basis, among x is1 ∑ , also that mean F(x)=0,  

                       (1) 

We can used equation to do multiplier operand of rang stage. 

B. Karatsuba Multiplier 

In this section, we introduce the Karatsuba application to the original serial struc-
ture of  polynomial multiplier [16], described in detail as follows:  

Element A= +++ 2
210 xaxaa … + 1

1
2

2
−

−
−

− + m
m

m
m xaxa  and element  B=

+++ 2
210 xbxbb …+ 1

1
2

2
−

−
−

− + m
m

m
m xbxb  is GF(2 ) it is the combination of the 

irreducible polynomial and the elements A and B are the two lengths of m equa-
tions, and element C is the multiplied of elements of AB. We can divide element A 
and the element B two parts as follows: 

  ∑ ∑ ∑  

                ∑ ∑           (2) 

              ∑ ∑ ∑  

               ∑ ∑           (3) 

Wherein elements 、 、  all length of m / 2 bits of the equation, and the 
product of the elements of A and B of multiplying C can be expressed as follows: 

                C= 00BA + ( 01BA + 10BA ) 2

m

x + mxBA 11            (4) 

In order to improve the method of calculation of the multiplying of C, we can 
use equation (6) to improve as the following equation: 

      (5) 

By three kinds of multiplying respectively 00BA ， ( 0A + 0A ) ( 0B + 1B ) and

11BA multiplication result of the Equation (5). In order to achieve the Equation (5), 

can use the following three steps to achieve multiplication product: 
 
 

Step1: 
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Rate calculation point (KO-EP): three operational points of the elements A, B can 
be assessed according to the above three multiplications are as follows: 

KO-EP (A) = ( 0A , 0A + 1A , 1A )                  (6)  

KO-EP (B) = ( 0B , 0B + 1B , 1B )                  (7)  

Step2: 
Point to point of computing (KO-PWM): use above of points, and they do it by 
multiplying the following equation: 

KO-PWM (C) = KO-EP (A)× KO-EP (B)  
           = ( 00BA ,( 0A + 1A )( 0B + 1B ), 1A 1B ) 

= ( 0t , 1t , 2t )                          (8) 

Step 3:  
Reconstruction module (KO-R): Finally, based on the operation result of the mul-
tiplication, it will  , and    , do deoxidize arrangement , the final result of 
the original multiplication is as follows: 

                 KO-EP (C) = ( KO-PWM (C)) =( 0C , 1C , 2C ) 

             = ( 0t , 0t + 1t + 2t , 2t )                 (9) 

According to above three steps, we can draw the following structure Figure 1 , 
the first step assess computing point, the elements of A and B is divided into two 
sections, respectively 0A ， 1A ， 0B 及 1B  also use  XOR gates respectively 

0A 、 1A and 0B 、 1B to add assembly ( 0A + 1A )and ( 0B + 1B ), then the second 

step will be to obtain three operational point fed three multiplier point -to-point 
computing, multiplication result , , , finally, the multiplication results , ,  to utilize XOR gate proceeding Karatsuba multiplication reconstruction 
module and send traditional multiplication results. 

 

Fig. 1 Traditional of Karatusba multiplier structure 
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C. Traditional digit-serial multiplier on GF( m2 )   

In this parts, we brief introduce multi digit-serial Algorithm. Let GF(2 ) is length 
m of F(x) not decompose polynomial of composing, For example: 

 

 

Among a and b are 0 ≤ i ≤ m-1,i between 0 and 1, then finite field of element A and 
B need mod F(x) 

                      C=AB mod F(x)                     (10) 

For implementation equation (10), have many different module which can a 
achieve hardware necessary in finite field of environment. As figure 1 below, we 
used least significent digit (LSD) multiplier description multi bits serial multiplier 
construction. 

In this thesis will be use element A、B to separate cutting, more same length of 
bits operand advance to get result. 

If , among d was selected size, if m is mot dk of multiple which will 

add 0 in the hightest element. , … , , 0 … ,0  
Among  0 is kd –m unit bit Element A can express: 

A= 
−

=

1

0

k

i

id
i xA  

Among 
0A =

ida +
+ 1ida x+…+ -1

+
d

id da x  

Use LSD multiplier module can obtain as below：  
 

 C=AB mod F(x) 
                      =B(

0A +
1

dA x +…+ ( -1)
-1

k d
kA x ) mod F(x) 

  =
0C +

1C +…+
-1kC  mod F(x)              (11) 

among 

iC = ( )iBx
iA  

( )iB = diBx  mod F(x) = dx ( -1)iB  mod F(x) 
among 0 ≤ i ≤ k-1 
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Fig. 2 Traditional LSB digit-serial multiplier 

According the equation (11) can draw the LSB digit-serial multiplier in Figure 
2. This structure included one multiplier core circuit two register, two reduce  
polynomial ( dBx mod F(x) and C  mod F(x)) and one (m+d) piece bit of multip-
lier. Moreover C  of register set up zero, according equation (11) of LSD multip-

lier at  piece pulse cycle after, register  can obtain , 

moreover next pulse cycle can implement full complete reduce rank polynomial, 
among operand obtained C= C mod F(x)，also, obtained last multiplier operand. 

And the figure 2 of structure, needed 1 unit of clock. 

3 Efficient Digit-Serial Karatsuba Multiplication Algorithm 

First description based on Karatsuba two segmentation structure of the law, in to 
improve the multi-serial multiplication architecture, because the concept of multi-
serial, which use once transmission multi-bits of method, also can reduce multiplied 
time complexity. Karatsuba multiplication of the concept, however, can be a low 
multiplication space complexity, Karatsuba characteristics computing simple rule, 
and low computational complexity space, this two concepts combination, can reduce 
the space complexity and compression time complexity of the following method:  

Assume finite field GF (2 ) is irreducible polynomial F (x) constructed by  
polynomial A and B for the finite field GF (2 ) of the two elements, and are as 
follows: 

A=  B=  

which 

  

  

A and B of the product can be expressed as 

C=( + )( + ) mod F(x) 

Ak 1 … A1A0m m d m 

C 

m 

 

B  

Bx  mod F x Multiplier core 

 

C  

 

C mod F x  
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= 1       (12) 

According to equation (12), the multiplication contain three sub multiplication 
ALBL、BL+BH、(AL+AH)(BL+BH). Let sub polynomial is  010 1 

010 1 

Then, the product of C can be expressed as 

C= 1          (13) 

Which 

                          Ci=AiBi 

Suppose d to select the segment length, each polynomial Ai can be expressed as 

 

, , , i,1x ∑
1-

0=
,=

k

j

jd
ji xA

            

(14) 

which 

∑
1-

0=
,, =

d

l

l
jiji xaA , k=  

According to equation (13), the sub-product of Ci=AiBi can be expressed as 

Ci=AiBi= ∑
1-

0=
,

k

j

jd
iji xBA  

=(((Ai,k-1Bi)x
d+Ai,k-2Bi)x

d+…)xd+Ai,0Bi             (15) 

According to (13)-(15), the multiplication algorithm proposed as shown in Fig-
ure 4: 

According to the Figure 3 of Efficient digit-serial Karatsuba multiplication al-
gorithm, the proposed multiplication architecture can be drawn, as shown in Fig-
ure 4, this structure consists of three multiplying core circuit, the three registers, a 
derating polynomial, three (m + d) Each bit adder, three shift circuit, and an XOR 
gate composition reduction module.  

 



228 S.-M. Yuan et al. 

 

 

Fig. 3 Efficient digit-serial Karatsuba multiplication algorithm 

 
Fig. 4 Proposed multiplier structure 

Inputs：A=AL+AH
2

m

x  and B=BL+BH
2

m

x are two elements in GF(2m).  

Output：C=AB mod F(x). 

1. C0=0, C1=0, C2=0. 

2. A0= AL, A1= AH, B0= BL, B1= BH. 

3. For j=k-1 to 0 

*/initialization step 

4. A0+1,j= A0,j, + A1,j, where Ai,j=(ai,dj, ai,dj+1,…, ai,dj+d-1). 

5. B0+1= B0+ B1. 

*/subword product computation step 

6. AB0= A0,j B0. 

7. AB1= A1,j B1. 

8. AB0+1= A0+1,j B0+1. 

9. C0= C0x
kd+ AB0. 

10. C1= C1x
kd+ AB1. 

11. C2= C2x
kd+ AB0+1. 

12. endfor 

*/ finial polynomial reduction step 

13. C= 1 mod F  
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4 Performance Analysis 

In this section, we analyze complexity of the time and area on the multiplier 
hardware. Them in the last chapter, the use of multi-serial architecture combined 
with the Karatsuba multiplication concept proposed low complexity multi bits 
multiplier. Structure figure 4, we need to convert 1 and 2, and they need d XOR 
gates and   XOR , then  bit multiplier requires three, and three items each 

time multiplier results sum of XOR gates and  register contains a total of 3 
( ) AND gate 3 ( )XOR gate, (3m-3) a temporary devices. Final reduc-

tion module requires the XOR gate and mod F(x)=
mx +

nx +1 module  necessary 
(2m+n-3) units XOR Gate. According to the above statistics, it is possible to ob-
tain in Table 1: 

Table 1 Proposed multiplier with present time with space complexity comparison 
on GF(2 ) 

Multiplier Kumar [13] Talapatra [15] Proposed 

AND gate (m+2)d+2(d-1) dm 
3 2  

XOR gate (m+1)d+2(d-1)+(m-1)(n-1) dm+2d 6m+n+ + +d-7 

Latch (n+2)m+2d-(n+1) 4m+3d+1 3m-3 
Multiplier 0 2m 0 

Delay time 2 2  2 1 

 
We using Altera FPGA Quartus II on Cyclone II EP2C70F896C8 experimental 

platform to simulate four different multipliers, 36×36, 84×84, 126×126 and 
204×204, and implemented. The Figure 5 and the table 2 are show that the pro-
posed multipliers have lower time × space complexity than 錯誤! 找不到參照來
源。, 錯誤! 找不到參照來源。 and 錯誤! 找不到參照來源。. The proposed 
architecture can reduce the time × space complexity decreasing when the bit-size 
of multiplier is increasing. 

Table 2 The proposed multiplier’s reduced the time × space complexity percentage 
with the propose multiplier 

Multiplier 
Multiplier size 

Kumar [8] Talapatra[10] M.Morales [13] 

36 bits 80.6% 74.3% 49.6% 
84 bits 87.4% 78.0% 66.7% 
126 bits 88.3% 77.5% 66.2% 
204 bits 91.3% 79.4% 70.4% 

Average reduced 86.9% 77.3% 77.3% 
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Fig. 5 Comparison the time × space complexity with the propose multiplier and 
present paper 

5 Conclusion 

This paper presents a low-complexity multiplier in the limited venue GF (2 ). 
This method uses the elements cut into the document (s), while for a single use of 
the Karatsuba the concept to divide into two values, This combined multi byte 
serial Karatsuba advantage of this approach, which reduce low space complexity 
but the time complexity does not increase, so, which balance between the time and 
space complexity, also the multiplier is the greater complexity which savings will 
come more and more obvious and very suitable for environmental resources is 
very small but the amount of data required a great environment. 
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Implementation of an FPGA-Based Vision 
Localization 

Wen-Yo Lee, Chen Bo-Jhih, Chieh-Tsai Wu, Ching-Long Shih,  
Ya-Hui Tsai, Yi-Chih Fan, Chiou-Yng Lee and Ti-Hung Chen* 

Abstract The robotic version has been widely used in various industry motion  
control applications, such as object identification, target tracking or environment 
monitoring, and etc. This paper focuses on studying the real-time FPGA-based 
implementation of object tracking for a three axes robot. In this work, a unified 
FPGA implementation for both object identification and target tracking, including 
basic image processing, image display and target tracking control, is proposed. In 
addition, target tracking control method with Sobel filter on edge detection, region 
of interest and motion control. Experimental results show the effectiveness and 
versatile application ability of the implementation algorithm in target tracking 
control. Due the flexibility and speed of FPGA hardware, the generated tracking 
command can be running in very high precision and very high frequency. 

Keywords FPGA · Target tracking · Object identification · Robot vision 
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1 Introduction 

The vision tracking of a manufacturing system, for both pick-place motion control 
and target tracing, is as important as other aspects of a robot system design, such 
as fast image processing, high performance object identification and precision 
motion control. Precision of image localization and speed of the image processing 
are important facts in design an object tracing control in order to increase manu-
facturing yield and to reduce production cost and the system settling time.  

Due to the advanced development of very large scale integration technology, the 
field-programmable gate array (FPGA) has been widely used to implement image 
processing and motion control systems because of its simplicity, programmability, 
short design cycle, fast time-to-market, low power consumption, and high density. 
The computing time of an FPGA-based controller can be relatively short regardless 
of the complexity of the control algorithm because of its parallel processing archi-
tecture. A motion controller can be implemented using a single FPGA chip. There-
fore, a compact system with low power and a simple circuit is possible. Nowadays, 
the real-time processing is important in an object tracking system especially in a 
vision-based motion control system. Chiuchisan have tried to implement a new 
FPGA-based real-time configurable system for medical image processing [1]. Ro-
driguez-Araujo, implemented a low cost system-on-chip for localization of UGVs in 
an indoor iSpace [2]. Chen showed a real-time FPGA-based template matching 
module for visual inspection for LED defect detection [3]. Hsu gave an idea on 
FPGA implementation of a real-time face tracking system [4]. Marin discussed 
about remote programming of network robots within the UJI industrial robotics 
telelaboratory [5]. Amanatiadis designed a fuzzy area-based image-scaling tech-
nique for dynamic neighborhood  average image processing [6]. Chinnaiah showed 
how to implement a  shortest path planning algorithm without track using FPGA 
robot [7]. Ghorbel introduced both hardware and software implementation on FPGA 
of a robot localization algorithm [8].  Hagiwara, they, used FPGA to research on 
real-time image processing system for service robots [9]. Saeed showed how to 
implement the FPGA based real-time target tracking on a mobile platform [10]. 
Singh based on the Sobel algorithm to implement real-time FPGA based color im-
age edge detection module [11]. Saqui applied the mathematical morphology in 
object tracking on position-based visual servoing [12].  

Because of the prosperous development of advanced vision-based control tech-
nology and its simplicity, image processing algorithms and vision servoing are now 
common used for industry machine motion control applications. Precision position-
ing machines are required to run with higher speed and higher accuracy. A typical 
vision servo based on microprocessor or microcontroller is suffering in the speed 
and precision. Thus the complex programmable logic device, such as field pro-
grammable logic device (FPGA), application-specific integrated circuit (ASIC) and 
system on programmable chip (SoPC), has been stimulating the demand for re-
searcher to develop vision servo capable of very high frequency and very high preci-
sion. This paper focuses on studying the FPGA-based vision tracking and target 
localization robot. In this work, a unified FPGA implementation for both image 
processing and robot tracking models, including basic image processing model, edge 
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detection model and object tracking model, is proposed. Experimental results show 
the effectiveness and versatile application ability of the implementation algorithm in 
image servoing. Due the flexibility and speed of FPGA hardware, the generated 
tracking command can be running in very high precision and very high frequency. 

The rest of this paper is organized as follows. Section 2 describes system de-
sign and image processing methods, basic image processing and target identifica-
tion. Section 3 presents the FPGA implementation results and experimental results 
of robot control models. Finally, Section 4 summaries the outcome of the paper 
and discusses possible implementations for further works. 

2 System Design 

The experimental set-up of the FPGA-based three axes vision tracking system, as 
shown in Fig. 1, included the three axes robot manipulator with a CMOS sensor at 
the end-effector. The Altera DE2-115 Development Board is introduced to im-
plement the tracking system. The three axes robot is built by stepping motors, and 
the motion commands are generated by pulse analyzer skill which is realized by 
the Verilog code. A resolution 2,752×2,004 pixels CMOS senor is used to detect 
the moving target.  

 

Fig. 1 The FPGA-based three axes vision tracking system. 

2.1 The SOC System  

The Nios II version 14.1 is introduced to implement the SOC system which com-
posed the basic image process, Sobel edge detection, region of interest, high effi-
ciency memory access, motion control, etc. The SOC-based image process module 
is shown in Fig. 2.  
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Fig. 2 The SOC-based image process module. 

For the moving average filter, the image masking process is solved by LineBuf-
fer module which is a RAM-based shift register. It can perform a high efficiency 
memory access for the image filtering process.  The simulation result of the Li-
nebuffer is shown in Fig. 3. It is similar to the pipeline process, when the clock 
coms to the 6th clock, then the mask can be calculated simultaneously. 

 

Fig. 3 LineBuffer simulation 

The average filter definition is as follows , ∑ ∑ , , 9⁄  .           (1) 

The major functions of the SOC are CMOS image controller, SDRAM con-
troller for the LineBuffer module, image preprocessing and post processing, and 
display. The image preprocessing module responses for the basic image processes 
such that RAW to RGB, Gray image, Sobel edge detection, average filter, region 
of interest, and centroid, etc. The image data preprocessing block diagram is 
shown in Fig. 4. 
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Fig. 4 The image data preprocessing. 

There is one important parameter should be mentioned is the ROI. The defini-
tion of the region of interest (ROI) is shown by equation (2) and equation (3) 
which can easily to remove the noise block and get the target on the captured  
image.    , 100 100 0 10, 100 250 799 789  (2) 

             , 100 100 0 10, 100 200 599 569 (3) 

2.2 The Target Localization 

In a vision-based robot system, the vision sensor gets the image of the target and 
sends to the image processing center to calculate the target position. The manipu-
lator will get the command to track the target and feedback the target position. 
This technique is wildly applied on the pick and place application. For demonstra-
tion of this idea, we take a post image processing module to rotate and centralize 
the tracking target. The target image will be shown on the middle of the screen 
with same orientation of the reference object.  The four corners of a rectangular 
target are taken to calculate the angle of the rotation. It is important to get the long 
side of the rectangle for rotate the robot vision, since the rotation angle calculation 
algorithm is based on the information of the long side of it. A simple algorithm is 
shown in Fig. 5.  



238 W.-Y. Lee et al. 

 

 

Fig. 5 The algorithm of searching the long side of a rectangle. 

According to the Table 1, the vision rotation angle can be find by giving the 
coordinate (x1,y1) and (x2,y2). The result of the vision rotation experiment is 
shown in the Fig. 6. 

Table 1 The vision rotation formula 

 

 

 

cos 2
  sin 2

  

cos 1
  1 · cos   1 · cos · cos · sin · sin   x1 x2 · cos 2 · sin   1 · sin   1 · sin · cos · cos · sin   y1 x2 · sin y2 · cos   
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(a) Original image         (b) Vision rotate with an angle              

Fig. 6 The centralization and rotation result of the target. 

3 System Level Design and Experimental Result 

The proposed vision system includes three major modules witch are system con-
trol module, image process module, and motion control module. It offers a lot of 
convenient on system design, if the operation system is involved in the original 
design. The NIOS II is the highest level controller and plays as a user interface. 
The internal bus delivers the NIOS II comments between the image process mod-
ule and motion control module. Every module processes in parallel mode and 
shares data in the SDRAM, which increases the image process efficiency. Since 
there are individual processes for each module, there is no latency caused by the 
image process. The system level design block diagram is shown in Fig. 7. 

 

Fig. 7 The system level design block diagram 

There are 17 function blocks have been implemented for this study. For speed-
ing up the process time and reducing the latency, the function block is coded by 
Verilog HDL. The major different from the high level language, such as C++, is 
that all the function blocks take its own clock to process, so every function block 
executes their job simultaneously. Fig. 8 shows the system function blocks. 
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Fig. 8 The system function blocks. 

3.1 Experimental Results 

A target is put in front of the COMS sensor with a stick holder. Moving the target 
with the stick the robot will track the target in real-time. The tracking angle of each 
joint is shown in Fig. 9. The tracking angle is held at a stable point when the target 
stops moving. The angles from left to right are  , , and , respectively.   

 

Fig. 9 The tracking angles of each joint. 

The experimental result is shown in Fig. 10. It should be mentioned that after 
the robot locks the target then the robot will rotate it vision angle to let the bottom 
side of target image parallel to the screen.   

 

(a) Initial state (b) Target move into the vision (c) Lock the target (d) Rotate the vision angle 

Fig. 10 Robot tracking result on FPGA 
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4 Conclusion 

This paper proposes a FPGA-based vision tracking algorithms to implement a 
vision localization robot. The proposed FPGA-based module processes three func-
tions that construct a high speed vision based robot. It is fair to say, the vision 
based robot is a precision robot, but it integrate the three modules: system control 
module, image process module, and motion control module which is the funda-
mental technique for a vision based robot.  On the other hand, it offers a whole 
page of the design skills for how to implement a FPGA-based vision tracking 
robot, and it can help the researcher to figure out the parallel modules processing 
in very steps.  The proposed implementation method may apply to the industrial 
markets and remote monitoring markets. The future works are of implementing 
more function blocks to let the vision tracking robot can be more accuracy. At 
meantime, we will pay more attention on the message transformation time latency 
issue on the robot control. 
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Supporting Physical Agents in an Interactive
e-book

Jim-Min Lin, Che Wun Chiou, Chiou-Yng Lee and Jing-Rui Hsiao

Abstract In recent years, with the advances in information technology and the
popularization of computers, obtaining life-around information becomes faster and
more convenient. With the emergence of e-books, the reading media is no longer
confined to the traditional paper book. People is used to be interactive with lots of
interactive media, however most of off-the-shelf e-books offer only data of ordinary
flat media, like visual and voice data, and no real touch-interactions there. This study
is aimed to use physical agents as interactive media into traditional e-books. Through
the performance of the robot body language, users can therefore have profound
experience on book context.

1 Introduction

Along with the rapid development of information technology and popularization of
all kinds of electronic equipment, obtaining information regarding one’s life becomes
faster and more convenient. In the past, people gains knowledge or pleasure through
the paper books, however, with the emergence of e-books, our reading media is no
longer confined to the traditional paper book.

E-book has the features, like small, easy to copy, easy to carry, read elsewhere
... and other features [1]. However, before the e-book reader (e-book device, e-book
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reader) come out, most e-books only be developed for the PC environment, and does
not have the characteristics that can be read at any time. Therefore the usage of
e-books is not high until the mobile device hardware technology becomes mature.
Particularly, the world’s largest Internet bookstore Amazon e-book reader/carrier
“Kindle” makes the development of e-book reader boom. Various manufacturers
have sprung up to launch a wide variety of e-book readers/carriers, such as: Sony
Reader, ONYXBOOX, Apple iPad ... and so on. The carrier platforms for reading e-
books become more diverse, in addition to the existing computers, many appliances
and consumer electronics, like PDA, cell phone, e-book readers, TV, watches, refrig-
erators are likely to become candidate e-book carriers. Through the e-book feature
of easy to carry, making it more convenient to get on the huge library resources and
enjoy reading any time and any place. Therefore, traditionally, reading convention
via the paper media will be gradually converted to reading through the digital media.
E-book has more features [2], for example, the characteristics of e-book text, say
font size, text color, and display light strength can be adjustable. Therefore it is easy
to read in a low light environment. There are some another features. For example,
one can read an article by using external speech software. It is really beneficial for
the visually impaired persons. In addition, users do not have to manually flip a page
as reading an e-book, so there is no risk of damaging a book. Thanks to the rapid
development of Internet, it dramatically changes as knowledge is electronically rep-
resented and stored on the Internetwork. In such a digital era, the knowledge in the
traditional book is then quickly updated to keep up the latest version, which makes
a virtually unlimited knowledge source to the e-book readers.

At present, most of the e-book research focused on educational uses. For example,
[3] is to get students reading e-books and to explore this way of learning effects on the
student’s reading ability and attitude. On the other hand, some studies are focused on
the commercially-oriented analysis. Through the analysis of major e-book manufac-
turers and e-book reader product marketing strategies, [4] discusses the development
and status of e-book industry. [5] aims to promote users’ reading motivation and the
learning effectiveness through human/e-book interactions. Up to date, it is rare to
apply robots into e-book in literature. To investigate the merits of involving robots in
an e-book, we consider to develop a novel 3D human/e-book interaction by adopting
real agent (i.e. robot) as a media of human/e-book interactions in the e-book content
design. As a result, users can therefore have profound experience on book context
through the robot body language performance.

Various interactive media, such as: tone, facial expression, and gestures could
be applied in human interactions. However, off-the-shelf e-books usually offer only
ordinary flat media, like click linking, picture/video display, and voice playing, but
no real touch-interaction there. Studies [6][7] present a variety of tactile vibration
device to create the mood in the e-book so that users can have much deeper feelings,
and we want to go further to let user/e-book interaction through robots be similar to
the human-human communications. Study [8] shows that it is effective to use robots
as interactive media in a system’s user interface to attract the user’s attentions, and
thus increases the willingness to continuous use of the system. This is because that
robot has a real shape. It not only attracts user of note, but also has a meaningful
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way for social interactions. For example, literature [9] proposed that through robot-
students interaction, it is increased for students to put their focus on class. Such
kind of research also proved that robot is capable of playing a successful social
person. Robot’s motions not only give user strong impression, but also promote user
of interaction interests. In the past, e-book productions need only input text files
as the contents of e-books. But, this e-book shows only pure text, and does not
have a multimedia content. Today, such kind of e-book no longer meets users’ needs.
Makingmultimedia e-books, however, nomatterwhether it is produced throughusing
software, such as Adobe In Design, Sigil, and so on, a certain degree of program is
needed more or less. In order to allow users to easily create multimedia eBook that
adopts robot action, this research provides a simple authoring tool allowing users
to edit e-books. In our previous works [10][11], we have designed a set of script
authoring tools that allow user to edit and to display physical agent’s motions. Using
this authoring tool, without learning sophisticated computer engineering technology
or having art design capabilities, users can easily author physical agent action scripts.
Therefore, with our previous research concepts, we will provide an e-book system
to facilitate robotic design and authoring tools. Through this tool set, common users
can easily produce e-book content integrated with robot motion designs. Users do
not need to understand the underlying technology of a robot system.

Fig. 1 System conceptual view

Therefore, this study is aimed to propose an application of involving interactive
physical agents in e-book systems. We called it a Robot-based e-Book Interaction
System (ReBIS). Based on multimedia eBook, in addition to the plain text, image,
and voice, the content also involves real robot for users to do real interaction with
a robot. In order to be able to verify the practicability of the system, ReBIS is also
expected to be applied to fields like education, recreation and so on. In Fig.1, a robot
is put next to e-books read by the user as the existence of a contextual entity. A robot
may be conceptually representative of a person or an animal in an e-book. Unlike
the planar graphs on user’s computer screen, robots can show the real presence of
an entity in an e-book. When the user is reading an episode in an e-book, he can
communicate a physical agent through touching the scene button on the e-book
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reader. Robots will then be acting according to user’s instructions. Users will read
e-books at the same time, and understand the e-book with deeper convey emotion
and mood. Future e-books will no longer be just a book. It delivers a new form of
human-machine interfaces that will get lots of attentions [12].

2 Related Works

Human computer interaction is the study of the interaction between systems and
users. It is often regarded as intersections of computer science, behavioral science,
and other fields of studies. The bridge between users and computer’s interaction is
called Human Computer Interface (HMI), or User Interface (UI) because such an
interaction is usually the users who are in control, so the development of UI will
need to look after users’ needs. The hardware and software instruments include
screens that can show characters and objects, keyboards or mouse that users can
send messages, or other large-scale computer systems that users can interact with,
for example, airplanes and power plants.

2.1 Development of eBook

EBooks are multimedia products that transmit or save words and pictures through
electronic ways. The eBooks were applied on encyclopedias or other massive books
in early ages, and they can be reduced scale to be only a filewith quick search function
that users can search for the content quickly. However, some issues may limit the
development of eBooks such as resolution of the device and charge capacity of the
hardware. The market of eBooks has been growing because of the advancement
of smart phones, tablet PCs, the internet speed, and cloud technology. In the past,
the eBooks can only be downloaded and then read off-line. Now there are cloud
bookshelves and online reading, which the reading process can be synchronized on
different devices. Users can read books through popular portable reading devices
such as Kindle, iPad, and smart phones. And they get latest books via internet while
the contexts will not only be words. Readers can choose what they prefer to read.
Some people prefer to read by using cellphones because it’s convenient, or to use
e-book readers because they will not be tired after a long period time of reading, and
others prefer to read on the computers. Different reading habits increase the number
of people who use eBooks and make the market grow.

2.2 Formats of E-books

The e-book of early stage is very simple for its text-only version. Later, each man-
ufacturer develops more functions based on their own needs. Therefore, more and
more formats, such as the specific format .azw for Kindle, BBeB for Sony Reader,
txt, html, pdf, and so on, were developed.
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Table 1 Advantages and Disadvantages of Various eBook Formats

Advantages Disadvantages

azw

Lots of English e-books Only for Kindle (/DX)
high market share no Chinese e-books

Kindle voice function can’t compose accurately
no Chinese vertical writing

.mobi, .prc
supported by many devices can’t compose accurately

no Chinese vertical writing

Lrf (BBeB)
simple files only for Sony Reader

easy to turn pages

.pdf
accurate typesetting large files

Chinese vertical writing hard to turn pages
patent protection

.epub

cross-platform, no Chinese vertical writing
widely used

highly interactive
for most of e-book publishers

for future development

In the Table 1, it is obvious that every manufacturer set its format which only
supports their own devices. While general formats cannot be too variable, such as
.pdf, it can only add text and picture files. Additionally, it consumes lots of system
resourceswhen reading it. Lower-tier devices are sometimes slow or accompanywith
other problems. Furthermore, the various formats bring a big problem for publishers
when releasing their e-books. Therefore, the market popularity of e-book has forced
manufacturers to create a universal format.

The most common and widely acceptable format is ePub brought up by Inter-
national Digital Publishing Forum (IDPF). Apart from Kindle, ePub is readable by
reader system software on almost all mainstream devices. EPub is supported not only
on computers but also on many different mobile devices. Thus, we can do reading
anytime and anywhere, and we can search for desired books from online book stores
as the Internet is connected. Besides, one more characteristic is that people can make
by themselves. Therefore, the ePub definitely will be the mainstream in the future.

3 Development Environment

This research uses the robot Robotinno 1, produced by Innovati. Table 2 is the hard-
ware specification of Robotinno. Three kits are necessary to operate the robot: Servo
Commander 16, SYS-214050, and Bluetooth 100M - a Universal Bluetooth Mod-
ule. Servo Commander 16 is a separate microprocessor module which can control
16 servos, and operate integrated instructions. So that users can directly set up how
the servo moves by a fixed speed or common time. There are 250 memory groups
for storing servo target positions and moves (speed or time). The SYS-214050 is
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Table 2 Robotinno Hardware specifications

Project Quantity

Servo Commander 16 (BASIC Commander BC1 + Servo Runner A ) 1
SYS-214050 (Servo Module) 16
Power adapter (12V, 3A) 1

Nickel-metal hydride battery (10.8V/800mAH) 1
CD with Software 1
Bluetooth 100M 1

the hardware part of robots which support arm rotation angle up to 260 degree. The
Bluetooth 100M is the sensing module of robots for communicating with computers.

4 System Structure

4.1 System Architecture and Implementation

Fig.2 shows the system architecture of the proposed eBook system combining the
two main modules: Authoring Module and Playback Module. The Playback Mod-
ule includes two significant sub-modules: Displaying Sub-Module and Robot Mo-
tion Sub-Module. Additionally, the Authoring Module includes Multimedia Editing
Sub-Module, Action Design Sub-Module, and Integrate Sub-Module. Next, we will
introduce the functions and relationships of every individual function block and their
implementation details.

Fig. 2 System architecture
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4.2 Multimedia Editing Module

In order to make users to easily use editing eBook, we provide a set of tools that is
very easy to get started. Users can make their own eBooks without understanding
those complicated applications. Multimedia Editing Sub-Module provides a GUI
for not only making various sound and light effects, lift-the-flap scene and type-
face…etc., but also directly authoring through importing existing files from various
eBook formats, for example those files: .doc, .rtf, .pdf, .txt, epub, as shown in Fig.3a.

4.3 Action Design Module

In the past, if users wanted to design robot actions, they must have a degree of
understanding to robots. Thus we provide lots of the picture visualizations of robot
basic actions there. Fig.3b is the example of how a user to script a wave action.
Besides, through choosing those basic actions, users script a complete sequence
action they want. We can see the example in Fig.3c. After scripting those actions, we
can name for it and then save. Meanwhile, we can list it on inventory and correlate
with the books.

(a) (b)

(c)

Fig. 3 (a)Graphical user interface diagram; (b)Picture editing action; (c) Continuous action
example
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4.4 Integration Sub-module

This sub-module is mainly used to link e-book contents and robot actions together,
such that the robot motions can be synchronously played according to the situation
described in eBook content. As in Fig.4, we can link the designed robot motions
with the selected e-book text. After that, the robot motion design sub-module will
generates action instructions for playback of an exclusive operation of the electronic
archive in multimedia playback module.

Fig. 4 Robot Motion Linking Interface

4.5 Robot Motion Sub-module

The Robot Motion Sub-Module bears two parts: robot underlying hardware and
robot control software. The hardware kit is "Innovati Robotinno 1". Regarding the
robot control kit part, it typically utilizes the developing software provided by the
manufacturer to design, develop necessary robot control applications. TheRobotinno
system provides C # programming language to implement its computer-side program
because of the need to use Bluetooth to communicate with the robot hardware. The
Robotinnomanufacturer provides an “innoBASICWorkshop2” for robot control pro-
gram development. Fig.5 shows the software interface for “innoBASICWorkshop2”.

Fig. 5 Software interface for innoBASIC Workshop2
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4.6 Displaying Sub-module

The eBook player can read and playback the files, containing multimedia data and
robot actions, which we produced in the Multimedia Editing Module. As shown in
Fig.6a, the playing screen shows texts, figures, animation, and etc. in the eBook.
The blue-color linking text/ figures indicate the paragraph has the situational perfor-
mance, and users can click the text/ figures to trigger the commands of the robot. The
commands will be delivered to robot via Bluetooth and the robot will perform all
kinds of the actions matching the situation in the eBook. Through the performance
by the robot, users can profoundly understand the situation conveying from the body
copy, see Fig.6b.

(a) (b)

Fig. 6 (a) System diagram; (b)Playback of robot motions

4.7 Integration Sub-module

Integration sub-module is mainly to make connection between the texts in eBooks
and robots actions designed by users, and use robots to convey actions needed in
situations of books at the right moment. The relationship between robot motions
and texts of books should be synchronized. As shown in Fig.6, we have connected
the designed actions in Action Design Sub-Module and the corresponding eBook
text. After integrating the robot action commands produced by Multimedia Editing
Sub-Module and Action Design Sub-Module, a Multimedia Actions file is generated
and sent to Broadcast Sub-Module for delivering to robot driver.

5 Conclusions

In recent years, through the progressive development of information technology,
the new ways of human machine interaction appear constantly. Therefore, there are
many new styles of human machine interface being developed continually. Then
the expectable contribution of this research is to introduce the physical agent into a
concept of interactive eBook, and integrate it into an eBook interactive systemwhich
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is different from the currently common system, and still reserve the advantages of
the original eBook interactive system. The most important issue of the developing
human machine interface is how to make general users use any new types of human
machine interface without too complicate learning. Hope that the future promotion
of this research can make those who no matter members of joining the research or
future researchers realize profoundly before designing new types eBook interactive.
Meanwhile, the consequence of this research can make the future physical agents
become an important reference for the development of eBook.

Acknowledgement This work is partly supported by theMinistry of Science and Technology,
Taiwan, Republic of China under the contract of MOST103-2221-E-035-051.
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A Communication Strategy for Paralleling Grey 
Wolf Optimizer 

Tien-Szu Pan, Thi-Kien Dao, Trong-The Nguyen and Shu-Chuan Chu* 

Abstract In this paper, a communication strategy for the parallelized Grey Wolf 
Optimizer is proposed for solving numerical optimization problems. In this 
proposed method, the population wolves are split into several independent groups 
based on the original structure of the Grey Wolf Optimizer (GWO), and the 
proposed communication strategy provides the information flow for the wolves to 
communicate in different groups. Four benchmark functions are used to test the 
behavior of convergence, the accuracy, and the speed of the proposed method. 
According to the experimental results, the proposed communicational strategy 
increases the speed and accuracy of the GWO on finding the best solution is up to 
75% and 45% respectively in comparison with original method. 

Keywords Grey wolf optimizer · Parallel grey wolf optimizer · Numerical 
optimization 

1 Introduction 

Many optimization problems in engineering, financial, and management fields 
have been solved successfully by the nature-inspired algorithms. These algorithms 
have been developed based on the successfully characteristics of biological 
systems [1]. For example, Genetic algorithms (GAs) were based on the Darwinian 
evolution of the biological systems [2]. Particle swarm optimization (PSO) was 
based on the swarm behavior of birds and fish [3]. Artificial bee colony algorithm 
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(ABC) was based on the intelligent foraging behavior of honey bee swarm [4]. 
Ant colony optimization (ACO) was based on the behavior of ants seeking a path 
between their colony and a source of food [5, 6]. Cat Swarm Optimization (CSO) 
was generated by observing the behaviors of cats [7]. Bat algorithm (BA) was 
based on the echolocation behavior of microbars [8]. Firefly algorithm was based 
on the flashing light patterns of tropic fireflies [9]. Flower pollination algorithm 
(FPA) was inspired by the pollination process of flowers [10]. Grey Wolf 
Optimizer (GWO) was based on the leadership hierarchy and hunting mechanism 
of gray wolves [11]. All these algorithms have been applied to a wide range of 
applications.  

Based on the algorithms from the nature inspiration, the idea of parallelizing 
the artificial agents by dividing them into independent subpopulations is 
introduced into the existing methods such as ant colony system with 
communication strategies [12], parallel particle swarm optimization algorithm 
with communication strategies [13], parallel cat swarm optimization [14], Island-
model genetic algorithm [15], and parallel genetic algorithm [16]. The parallelized 
subpopulation of artificial agents increases the accuracy, and extends the global 
search capacity than the original structure. The parallelization strategies simply 
share the computation load over several processors. The sum of the computation 
time for all processors can be reduced, compared with the single processor works 
on the same optimum problem. In this paper, the concept of parallel processing is 
applied to the grey wolf optimizer algorithm, and communication strategy for 
parallel GWO is proposed.  

The rest of the paper is organized as follows: a brief review of GWO is given 
in session 2; our analysis and designs for the parallel GWO is presented in 
session 3; a series of experimental results and the comparison between original 
GWO and parallel GWO are discussed in session 4; finally, the conclusion is 
summarized in session 5. 

2 Meta-Heuristic GWO Algorithm  

A new meta-heuristic optimization algorithm, namely, Grey Wolf Optimizer 
(GWO) based on swarm intelligence was proposed in 2014, by Seyedali Mirjalili 
et al., [11]. It is inspired from observing, imitating, and modeling the leadership 
hierarchy and hunting mechanism of Grey wolf when searching and attacking for 
the prey. Grey wolves are considered as apex predators. They mostly prefer to live 
in a pack, and have a very strict social dominant hierarchy. There are four types of 
grey wolves in the leadership hierarchy, such as alpha, beta, delta, and omega. So 
GWO algorithm is guided by the candidate solutions namely: alpha (α), beta (β), 
delta (δ) and omega (ω). For the type of α is considered the fittest solution, and 
then β, and δ are considered the second and the third best solutions respectively. 
Omega (ω) could be assumed the rest of the candidate solutions.  Optimizing of 
GWO algorithm consists of three steps: hunting and searching for prey, encircling 
prey, and attacking prey. These steps correspond to three constructed 
mathematical models as follows: 
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Encircling Prey Mathematical Model: This model is constructed based on social 
hierarchy of grey wolves. The dominance degree in the leadership hierarchy is 
formulated in Equations of model as follows:  .                                           (1) 1  ·                                       (2) 

where  is dominance degree, t indicates the current iteration,  and  are 
coefficient vectors,  is the position vector of the prey, and  indicates the 
position vector of a grey wolf. Equations (1) and (2) are two-dimensional position 
vector and some of the possible neighbors.  The vectors  and   are calculated as 
follows: 2 ·                                              (3) 2 ·                                                   (4) 

where components  are linearly decreased from 2 to 0 over the course of 
iterations and r1, r2 are random vectors in [0, 1].  A grey wolf in the position of (X, 
Y) can update its position according to the position of the prey (X*, Y*). Different 
places around the best agent can be reached with respect to the current position by 
adjusting the value of  and   vectors. For instance, (X*–X, Y*) can be reached 
by setting 0,1 ; and 1,1 . The positions are possible to be updated by a 
grey wolf in 3D space. Note that the random vectors r1 and r2 allow wolves to 
reach any position between the points.  The same concept can be extended to a 
search space with n dimensions, and the grey wolves will move in hyper-cubes (or 
hyper-spheres) around the best solution obtained so far. 

Hunting Prey Mathematical Model: The hunting behavior of grey wolves can be 
simulated when the alpha (best candidate solution), beta, and delta are supposed to 
have better knowledge about the potential location of prey. Therefore, the first 
three best solutions are obtained so far and oblige the other search agents 
(including the omegas) to update their positions according to the position of the 
best search agents. This simulating model is formulated as follows. 

   ·   ,    ·   ,   ·   ,          (5) · , · , · ,             (6) 1                                              (7) 

The position of the prey is estimated by alpha, beta, and delta and other wolves 
update their positions randomly around the prey during the hunt.  



256 T.-S. Pan et al. 

 

Attacking Mathematical Model: The grey wolves finish the hunt by attacking the 
prey when it stops moving. This model is determined by variety values of .  The 
range of  is a random value in the interval [-2a, 2a] and decreased by   from 2 to 
0 over the course of iterations. The parameter a is to emphasize exploration and 
exploitation. If the random values of  are in [-1, 1], the next position of a search 
agent can be in any positions between its current position and the position of the 
prey.  The wolves are forced when |A| < 1 to attack towards the prey. Their 
position is updated based on the dominance of the alpha, beta, and delta. The 
operators in exploration are to attack towards the prey.  When  is utilized with 
random values greater than 1 or less than -1 to oblige the search agent to diverge 
from the prey, it is known as the exploring mathematical model of divergence. 
This emphasizes exploration and allows the GWO algorithm to search globally.  
The grey wolves are forced with |A| > 1 to divergence from the prey to hopefully 
find a fitter prey. The vector  is another component of GWO that favors for 
exploration. As may be seen in Equation (4), the   vector contains random values 
in [0, 2]. This component provides random weights for prey in order to 
stochastically emphasize (C > 1) or deemphasize (C < 1) in the effect of prey of 
defining the distance in Equation (1). The pseudo code of the GWO algorithm is 
presented in Fig. 1. 

 

 

Fig. 1 Pseudo code of the GWO algorithm 

3 Parallelized GWO with a Communication Strategy 

In the parallel structure, several groups are created by dividing the population into 
subpopulations to construct the parallel processing.  Each of the subpopulations 
evolves independently in regular iterations. They only exchange information 

Initialize the grey wolf population Xi (i=1,2 ,..,n) 
Initialize a, A, and C 
Calculate the fitness of each search agent 
 Xα  = the best search agent 
 Xβ= the second best search agent 
 Xδ= the third best search agent 
while (t < Max number of iterations) 
for each search agent 

Update the position of the current search agent by Equation (7)  
end for 
Update a, A, and C 
Calculate the fitness of all search agents 
Update Xa, Xb  and. Xd  

t= t+1 
end while 
return Xα 
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between subpopulations when the communication strategy is triggered. It results 
to achieve the benefit of cooperation. The parallelized GWO is designed based on 
original GWO optimization.  The wolves in GWO are divided into G subgroups. 
Each subgroup evolves by GWO optimization independently, i.e. the subgroup has 
its own wolves as known search agent and finest agents according to the fitness 
evaluation function. These finest agents among all the wolves in one group will be 
assigned to the poorer agents in other group, replace them and update agents for 
each group after running every the fixed iterations. Let Gj be number wolves of 
the subgroup, where j is the index of the subgroup.  While t ∩ R ≠ φ, where t is 
current iteration, and R is the fixed iterations, k agents (where  the  top  k  fitness  
in Gj) will  be copied to G(j+1) to replace the same number of agents with the 
worst fitness, where j = 0, 1,2,..., G. The diagram of the parallelized GWO with 
communication strategy is shown in Figure 2.  

 

1R
2R

 

Fig. 2 The diagram of parallel GWO with a communication strategy 

1. Initialization: Generate wolf population, a, A, and C. Divide them into G 
subgroups. Each subgroup is initialized by GWO independently. Assign R-the 
number iterations for executing the communication strategy, Nj the number wolves 
and  the solutions for the j-th group, i = 0, 1,…, Nj−1; j = 0, 1,…, G−1, where 
G is the number of groups, Nj is the subpopulation size and t is the current 
iteration and set to 1. 

2. Evaluation: Evaluate the value of f ( ) for agents in j-th group.  
3. Update: Update the position of the current search agent by Equations (6) and 

(7), a, A, and C by Equations (3)(4) and (5).  
4. Communication Strategy: Migrate k best agents among Gt

j to (j+1)-th 
group Gt

j+1, mutate Gt
j+1 by replacing k  poorer agents in that group and update 

every groups  in each R iterations. 
5. Termination: Repeat step 2 to step 5 until the predefined value of the 

function is achieved or the maximum number of iterations has been reached. 
Record the best value of the function f ( ) and the best agent among all the wolf 
position . 
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4 Experimental Results 

This section presents simulation results and its comparisons of the parallelized 
GWO with the original GWO, both in terms of solution quality and speed taken in 
the number of benchmark function evaluations. Four benchmark functions are 
used to test the accuracy and the time consumption of the proposed algorithm. All 
the benchmark functions for the experiments are averaged over different random 
seeds with 25 runs. The goal of the optimization is to minimize the outcome for all 
benchmarks. The population size is set the same for all the algorithms in the 
experiments. The detail of parameter settings of GWO can be found in [11]. The 
initial range, the dimension and the total iteration number for all test functions are 
listed in Table 1. 

Table 1 The initial range and the total iteration of test standard functions 

Test functions Range Dim Iteration 

1
2 2 2

1 1 1
1

( ) [100(x -x ) +(x -1) ]
n

i i
i

f x
−

+
=

=  200 30 1000 

2
2

1

( ) [x -10cos(2 x )+10]
n

i i
i

f x π
=

=  5 30 1000 

2
3 1

1

1
( ) cos( ) 1

4000

n
n i

i i
i

x
f x x

i=
=

= − + ∏  500 30 1000 

2
2

1
1

( )
2

4 1
( ) [e -2e ] cos , 5

n mi n
i ii

x
nx

ii
f x x mβ= =

− −

=

 = × =∏ 20 30 1000 

 
The parameters setting for both parallel GWO and GWO are the initial a, A, 

and C randomly, the total population size N set to 40, number of group G set to 4, 
the fixed iteration R set to 10   and the dimension D set to 30. Each function 
contains the full iterations of 1000 and it is repeated by different random seeds 
with 25 runs. The final result is obtained by taking the average of the outcomes 
from all runs. The results are compared with the GWO.  

Table 2 compares the quality of performance and time running for numerical 
problem optimization between parallel GWO and original GWO. It is clearly seen 
that, almost these cases of testing benchmark functions for parallel GWO are 
faster convergence than original GWO. It is special case with test function , 
with the mean of value function minimum of total 25 seed runs is 2.21E+00 with 
average time running equal 1.0080 minutes for parallel GWO evaluation. 
However, for original GWO these values are 3.21E+00 the mean value function 
and 3.5150 minutes time running respectively in same executing computer. The 
performance evaluation for this test function of parallel GWO is up 45% accuracy 
and 71%  time running faster than that in original GWO. The average of four 
benchmark functions evaluation of minimum function 25 seed runs is 1.42E+05 
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with average time consuming 0.8777 minutes for parallel GWO and 1.48E+05 
with average time consuming 2.8789 for original GWO get 23% accuracy and 
66% time speed respectively. 

Table 2 The comparison between Parallel GWO and GWO in terms of quality performance 
evaluation and speed 

Test 
Functions

 

Performance  
evaluation 

Accuracy
% 

Time consumption 
(minutes) 

Speed % 

GWO 
Parallel 
GWO 

Compariso
n 

GWO 
Parallel 
GWO 

Compariso
n 

 5.91E+05 5.70E+05 4% 3.2398 0.8053 75% 

 1.52E+01 1.39E+01 9% 3.3749 0.9274 73% 

 3.21E+00 2.21E+00 45% 3.5150 1.0080 71% 

 1.50E-02 1.12E-02 34% 1.3860 0.7700 44% 

Average 1.48E+05 1.42E+05 23% 2.8789 0.8777 66% 

 
Figures from 3 to 6 show the experimental results of four benchmark functions 

in 25 seed runs output with the same iteration of 1000. 
 

 

Fig. 3 The experimental results of function F1(x): (a. The bench mark function,  
b. comparison in semi-logy, c. comparison in performance and d. comparison in time running) 
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Fig. 4 The experimental results of function F2(x): (a. The bench mark function,  
b. comparison in semi-logy, c. comparison in performance and d. comparison in time running) 

 

 

Fig. 5 The experimental results of function F3(x) : (a. The bench mark function,  
b. comparison in semi-logy, c. comparison in performance and d. comparison in time running) 
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Fig. 6 The experimental results of function F4(x): (a. The bench mark function,  
b. comparison in semi-logy, c. comparison in performance and d. comparison in time running) 

5 Conclusion 

This paper, a novel proposed optimization algorithm was presented, namely 
Parallel GWO. The implementation of parallel optimization algorithms could have 
important significance for sharing the computation load over several processors, 
and achieving the cooperation individuals of optimization algorithms. In this new 
proposed algorithm, the wolves are split into several independent groups based on 
the original structure of the GWO. The proposed communication strategy provides 
the information flow for the wolves to assign in different groups. For the 
communication strategy, the poorer agents in the subgroups will be replaced with 
new better agents from neighbor subgroups after running each a fixed iteration. 
This feature is important for the parallel processing devices. The experimental 
results of the proposed algorithm on a set of various benchmark problems show 
that the proposed method with communicational strategy increases the accuracy 
and time running consumption in comparison with the GWO on finding the best 
solution, such as, the average of testing performance results for above various 
benchmark problems  is 23% accuracy and 66 % time speed respectively. 
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Urban Build-Up Building Change Detection  
Using Morphology Based on GIS 

Khaing Cho Moe and Myint Myint Sein * 

Abstract Rapid urbanization has significant impact on resources and urban 
environment. In this study, building growth change detection is investigated. To 
accurate the position of building extraction index, image registration is used that 
seeks to remove the two-date geometric inconsistent angle with the use of control 
point selection of latitude and longitude on geographic coordinate system. It is 
significantly reduce error rates and improve overall accuracy of change detection 
process. The modified Morphological Building Index (MBI) is applied to extract 
building features to know how much area has changed. In this system, height 
information is not considered for building extraction because of without using 
multispectral band images and Depth. Then, matching-based change rule is 
applied to obtain changes area of urban region. The experiments show that the 
proposed method can achieve satisfactory correctness rates with a low level of 
error rate by comparing with Change Vector Analysis (CVA) method. 

Keywords Modified MBI · Control point · Change rule · CVA 

1 Introduction  

Nowadays, urban sprawl is a worldwide challenge. In a rapidly changing urban 
environment, remote sensing is a useful technology for change detection and 
Geographic Information System (GIS) database updating. And Remote Sensing 
(RS) technology provides data from which updated land cover information can be 
extracted efficiently and cheaply that is presented in [1]. Extraction of urban  
area from satellite image is a very important part of GIS features such as updating, 
geo-referencing and geo spatial data integration.  
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University of Computer Studies, Yangon, Myanmar 
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In particular, if particular objects are of interest, as in our case buildings, it is 
very difficult to extract those without height information. Many irrelevant changes 
will be mixed with building changes, when the data are acquired from different 
sensors or acquired under different imaging geometrics. Moreover, building may 
be surrounded by dense vegetation; they may have the same color as tree or grass. 
Awrangjeb et al. [2] proposed NDVI only and therefore can’t distinguish between 
a green building and a green tree.  

Jin and Davis [3] presented an automated building extraction strategy that 
simultaneously exploited structural, contextual and spectral information. They 
applied morphological profiles to extract structural information, reliable 
contextual information and bright buildings. The final result was obtained by 
integrating the results of the three different information sources. The problem of 
this morphological profile causes to commission and omission error. So, X. Hang 
and L. Zhang [4] and [5] exploited a new method MBI to extract building area 
without commission and omission error. But this method is applied only on 
multispectral bands of high resolution satellite images and can’t detect low 
resolution images such as Google Earth image. 

Image registration is the most critical operation in remote sensing applications 
to enable location based referencing and analysis of earth features. Remote sensed 
data usually contain two types of distortion: radiometric distortion and geometric 
distortion presented in [6]. There are two major techniques that can be used to 
correct the various types of geometric distortion. One is to establish correction 
formulae by modeling the nature of the error sources. Without the knowledge of 
sensor sources, an image can be registered to a map coordinate system. This is 
called image-to-map registration in terms of map coordinates (latitudes and 
longitudes). Using image pixel addresses in terms of a map coordinate base is 
often referred to as geo-coding.  

In this system, we proposed urban growth detection system with three parts: 
image registration, building feature extraction and change rule. Image registration 
is carried out by control point with the use of geometric coordinates and then 
converts it to get image coordinate for the same scene with different angles of 
yearly images. And then resulted registered image is used to extract building area 
with modified MBI and finally changed areas are detected by applying change 
rule. The rest of the paper is organized as follow. Section 2 describes the system 
overview and section 3 discusses methodology of our proposed system containing 
image registration, modified MBI and change rule. Section 4 give datasets of 
using proposed system, section 5 illustrates the experimental results and section 6 
concludes the paper. 

2 System Overview 

The system is divided into three parts. Firstly two input images are rectified by 
using control point selection of latitude/longitude and geometric coordinate 
transformation to get registered images for successive ten year. It can accurate 
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certain position of two images in change detection process as various viewpoints 
with different sensors. Then, the system is carried on building feature extraction 
process by modified MBI method [7] and [8] that have human intervention is not 
required and it is solely unsupervised process. This modified method is effective 
for building only extraction and convenient in even low resolution satellite 
imagery such as Google Earth. The challenge of original MBI is that multispectral 
band of high resolution satellite image can only be applied and haven’t considered 
registration method for better accuracy. Our system can do both high and low 
resolution satellite image with rectified images. Then resulting building area 
image is processed by change rule and the final increase buildings are displayed. 

3 System Methodology 

It contains three parts: Image registration, modified Morphological Building Index 
and Change rule. 

3.1 Image Registration 

Image registration is a crucial step in most image processing tasks for which the 
final result is achieved from the combination of various resources. The ground 
control point is used to register ten years successive images using image pixel 
addresses in terms of a map coordinate base. Firstly, the image is grabbed from 
Google Earth with latitude and longitude coordinate. The area of 0.087 km2 is for 
one region with the range of ten second by ten second partitioning of lat/long 
coordinate. The four ground control points are selected in one region to register 
successive reference images. Secondly, these obtained lat/long coordinate control 
points are changed from degree/minute/second format to decimal format. Finally, 
the coming points are converted by using coordinate conversion method to get XY 
coordinate. Then, affine transformation is applied to register. 

3.1.1 Affine Transformation 

The most commonly used registration transformation is the affine transformation 
which is sufficient to match two images of a scene taken from the same viewing 
angle but from different position. It can tolerate more complex distortions. Affine 
transform can be categorized based on the geometric transforms for a planar 
surface element as translation, rotation, scaling, stretching, and shearing.  

Obtained control points of image coordinate that is converted from geometric 
coordinate, building the mapping function and get the affine transformation 
parameters to resample the sensed image and perform image registration. The 
general 2D affine transformation can be expressed as shown in the following 
equation. 

                       (1) 
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where (x2,y2) is the new transformed coordinate of (x1,y1). The matrix 

 can be rotation, scale or shear. The scale of both x and y axes can be 

expressed as 00                (2) 

The shear is represented by 10 1 ,    1 01                      (3) 

 

3.2 Modified Morphological Building Index 

The basic idea of MBI is to build the relationship between the spectral-structural 
characteristics of buildings and the morphological operator, which are summarized 
as follows.  

• Brightness 
• Local contrast 
• Size and Directionality 
• Shape 

This method uses multispectral bands for high resolution images. Now we use low 
resolution image of three band color. The modified MBI is defined by describing 
the characteristic of building feature especially color of building roof and image 
intensity value. The system runs on low resolution satellite images so their 
resolution and brightness of intensity values are very low. In order to achieve this 
problem, modified MBI is proposed as the following steps: 

 
Step 1: Enhancement of Image 
The input low resolution registered image is transformed to high contrast image by 
applying with only red intensity value and stored as the brightness value which is 
computed by Eq. 4. ,          (4) 

where fR (x,y) is the intensity transformation of red color-space image, g is the 
result of enhanced red band image using histogram adjust In [9], Original MBI is 
applied in multispectral band images of high resolution satellite images. They used 
enhancement process by using brightness value from this multispectral band. Now 
our method gives for both high and low resolution of various satellite images with 
the use of only red color enhancement.  

 
Step 2: Construction of MBI 
The spectral-structural characteristics of buildings (e.g., contrast, size and 
directionality) are represented using the Differential Morphological Profile 
(DMP).The construction of MBI contains three steps.  
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(i) White top-hat by Reconstruction can be computed by Eq. 5. 
 _ ,  ,     (5) 

 
where  represents the opening-by-reconstruction of the brightness image, and s 
indicates a flat and disk-shaped linear structuring element (SE), respectively. 
(ii)  Morphological Profiles (MP) of the white top-hat is defined as Eq. 6 and 7. 

      _ _        (6)  _ 0     (7) 
 

(iii)   Differential Morphological Profiles (DMP) of the white top-hat is calculated 
as Eq. 8.     _ _ ∆ _      (8) 

 
where ∆s is the interval of the profiles and smin ≤ s ≤ smax. 

MBI is defined as the average of the DMPs of the white top-hat profiles defined 
in eq. 9 and 10 since buildings have large local contrast within the range of the 
chosen scales. Thus ∑ _           (9) 

∆ 1          (10) 

where D and S denote the numbers of disk and scale of the profiles, respectively.  
 

Step:3 Building extraction 
The final building extraction step is decided by using predefined threshold value 
in order to classify these MBI (x) pixels because of different resolutions and image 
capturing time.  

 
     IF MBI(x) ≥ t1,    
         THEN map1(x) = 1 
     ELSE map1(x) = 0 
 

where MBI(x) and map1(x) indicate the value of MBI and the initial label for pixel 
x. t1 is threshold value and set t1=5 for the best result for the system. 

 

3.3 Change Rule 

After building only areas are extracted by modified MBI in two images, matched-
based change rule is applied to get final change/increase building areas. 
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where map1(i) and map2(i) are the output value(0 and 1) of modified MBI method. 
‘0’ means no building and ‘1’ means building. The i is the same pixel of first and 
second images and N is the number of pairs of the corresponding building objects 
where C(i) represents whether the object i is changed, with 0 and 1 for non-change 
and change, respectively. 

4 Datasets 

The analysis of the building change detection is carried out based on ten year 
satellite images from Google Earth acquired between 2004 and 2014. These 
images include three visible bands such as red, green and blue. The study area lies 
in the downtown area of Yangon city and covers approximately ten seconds 
coordinates (0.087 km2) for one image. It is a typical urban landscape of Myanmar 
where dense residential and commercial areas are mixed together. Due to the rapid 
infrastructure construction and updated developing country, the study shows 
complicated land-cover change.  

In order to effectively evaluate building change detection algorithms, we use 
manually delineated ground truth maps of buildings change. Newly and rebuild 
building area define changed building ones in our system.  

5 Experimental Results  

The experiment of the system is tested in Kamaryut Township, Yangon. The 
change areas of urban region can be successfully extracted using many divisions 
up to above 1 km2. The following figure 1 shows user interface of urban change 
detection system.  

Then, if this input area contains four parts, the ground control point must be 
selected for all parts. These ground control points are latitude and longitude values 
so geometric transformation is applied to convert XY coordinate point for one 
image. In four parts, the first image is the range from latitude 16° 49’ 44.73’’/ 
longitude 96°07’33.98’’ to latitude 16°49’34.73’’/ longitude 96°07’43.98’’. For 
image registration, ten year images are set these four control points with their 
deviation of camera angle. 

If )()( 21 imapimap ∩

then .0)( =iC

.1)( =iC

)()( 21 imapimap ∩elseif

then

elseif )()( 21 imapimap ∩

then .0)( =iC

else )()( 21 imapimap ∩

then .0)( =iC
end Ni ,...,3,2,1∈
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Fig. 1 Input image area located in Kamaryut Township. 

 
Fig. 2 Geometric transformation of four ground control points for one image. 

 

Fig. 3 Example of one registered image from ten year registered images. 

The building extraction process is carried out using modified MBI as shown in 
figure 4. In these figure, white area means building areas and black area indicates 
open space areas that have no buildings and can build anyone. The final output is 
shown in figure 5 in which increase/change building area is detected.  

In experiment, errors may occur when many crowded cars on the road lead to 
miss building extraction because of urban downtown area is our research target. Few 
building area can’t detect in this testing when resolution and contrast is low from 
Google Earth. The system can detect high resolution commercial satellite images 
such as Ikonos and can also detect arial images acquired by airplane and high quality 
camera is used to capture to grab multispectral band image in March, 2014. 
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(a) 2004 image   (b) 2007 image 

Fig. 4 Building extraction result using modified MBI. 

 
Fig. 5 Output of the proposed change detection result using change rule 

The Panchromatic image can also be used to apply our method that can give 
greater accureacy and correctness that is from Ikonos satellite images. This is 
shwon in figure 6. 

 

   
Fig. 6 portion of a 1-meter resolution panchromatic image produced by Ikonos sensor. 

In figure 7, arial high resolution satellite image is tested in improved 
morphology method. The performance of the proposed modified MBI and change 
rule is compared with change detection approach of Change Vector Analysis 
(CVA) Method in [10]. CVA is focus on magnitude and angle of different spectral 
bands for land cover change detection. The magnitude of vectors is calculated by 
using Euclidean distance. It contains the salt-and-pepper effects of pixel-based 
change detection approaches. 
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Fig. 7 Arial image of Yangon downtown region. 

The evaluation performance is calculated by the following equation. To test the 
performance of the proposed system, we use these evaluation measures 
(completeness, correctness, quality) in Table 1.  

FPFNTP

TP
Quality

DB

RF
ssCompletene

RB

DB
sCorrectnes

++
=

=

=

*100

 

• TP (True Positive): number of buildings detected both manually and with the 
automatic approach. 

• FP (False Positive): number of buildings detected by the automatic approach 
but not manually. 

• TN (True Negative): number of buildings detected manually but not by the 
automatic approach. 

• FN (False Negative): number of undetected buildings. 
• DB: detected buildings at least partially overlapped with the reference 

buildings. 
• RF: reference buildings overlapping the detected buildings. 
• The correctness value indicates the percentage of the detected building 

objects that are at least partially overlapped with the reference buildings. 
• The completeness value refers to the percentage of reference buildings 

overlapped the detected buildings. 
• The quality measures the absolute quality of the detection model. 

Table 1 Accuracy assessment of the proposed method 

Quantitative 
measures 

MBI-based 
CVA 

Proposed  
Method 

Correctness 81.75% 97.87% 

Completeness 74.79% 92.45% 

Quality 64.09% 89.07% 
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6 Conclusion 

The contribution of this paper is to propose the building growth detection using 
modified MBI for satellite images which is able to solve various satellite images 
only with three spectral colors without using multispectral band images because 
the original MBI is only for multitemporal high-resolution imagery. And the user 
can know detail latitude and longitude of building in urban area. The characteristic 
of the proposed method is unsupervised and it is implemented without any training 
samples so it is able to achieve higher correctness rates and lower average errors 
than other supervised algorithm. The effectiveness of the proposed method has 
been validated on Google Earth image of Yangon downtown region in Myanmar 
with different kinds of building growth including construction, updating and 
rebuild. The challenge of the proposed system is very low quality satellite image is 
weak to perform using modified MBI method. 
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Cow Identification by Using Shape Information 
of Pointed Pattern 

Kosuke Sumi, Ikuo Kobayashi and Thi Thi Zin* 

Abstract Mornitoring cow behavior and performance plays an important role in 
dairy health and welfare management systems. Due to the increased number of 
elderly farm workers, the demands for automatic cow monitoring system become 
a key role. Moreover, the image based technology for a mornitoring system is a 
promising technique because it is relatively low cost and easy to install. In this 
aspect, the fundamental and important work to be done is to make an identification 
of individual cows with high accuracy. Thus in this paper, a simple and effective 
method for cow identification is introduced by using a modified background 
subtraction method and histogram based decision process. Specifically, the 
painted-marks are placed on all black-haired cows and video images are taken. 
Then the marked region is extracted by using the proposed background subtraction 
method and histogram based features. Finally, the identification process is 
performed and some experimental results are shown by using self-collected 
database taken in the University dairy farm. 

1 Introduction  

In today dairy farm management research, the potentials of video surveillance 
technology allow the dairy farmers especially for elderly workers to more closely 
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monitor their herds for identifying and detecting a cow that may have trouble with 
disease or other functions such as artificial insemination, animal hygiene, food 
safety and calving. In this aspect, the methodology to identify and recognize 
individual cow become important for the development of modern dairy farms. To 
have identification accuracy of milk cow, some approaches by using earmark have 
been established in Western countries in the early 90s [1]. Also in the late 90s 
mounting the earmark had become mandatory due to worsening BSE (Bovine 
Spongiform Encephalopathy) and the issue of foot-and-mouth disease in the late 
90s [2]. Since identification accuracy was maintained, we can grasp information 
of pedigree and artificial insemination in real time by development of individual 
identification device used earmark and hand-held computer. There, we can rapidly 
respond to financial management and prevention of epidemic aspects. Independent 
administrative corporation jointly with domestic animal center had initiated to 
construct individual identification system for a sizable number of livestock. 
Recently, standardization of wearing of the earmark has been taken an action of 
realization processes. However, wearing of the earmark can have side effects for 
cows such as physical pain and mental anguish. So, in this paper we propose a 
new image based identification system to identify an individual cow by using 
video image sequences. The proposed system consists of two processes namely 
“cow region detection” and “cow identification”. We handled it in reference to a 
study using shape feature in cow identification [3-5]. 

The rest of the paper is organized as follows. In section 2, we describe the 
contents and procedure to detect cow region followed by contents and technique to 
identify cow in section 3. Then in section 4 we present some experimental results 
to confirm the proposed method. Finally, section 5 concludes the paper by giving 
remarks and future works.   

2 Cow Region Detection 

Generally speaking, the classic method of cow region detection utilizes two 
techniques by using (i) “background difference” and (ii) “inter frame difference”. 
Since a cow has less movement than a human being, we thought that background 
difference technique is more appropriate than inter frame difference technique. 
Thus, in this paper we employ the technique of background difference for 
detecting cow region. The overview of proposed cow region detection algorithm 
with step by step process as shown in Fig 1.First, as step 1, we perform the 
preprocessing for the input image. In this step we model an estimated background 
image, for which rolling of the fixed camera in consecutive image is used in order 
to remove noise. In step 2, the background image is processed so that it can 
prevent to recognize a cow as a background. As step 3, we extract a foreground 
set. In this step, we compute the difference between background image and input 
image. And, then the region not similar to the background image is extracted as an 
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output which is typically expressed as a binary image. By using a suitable 
threshold on background difference value, we make a decision whether the output 
background difference result is a foreground set. This threshold greatly varies in 
values due to fix, or be variableness to decide for the background change in each 
pixel. In step 4, we update an estimated background image by using a recursive 
median filter because it is difficult to take an early step under the influence of 
creating every time estimated background. Finally, in step 5, we remove noise by 
using labeling processing and complement region by using morphology 
processing. Then the cow region is detected. 
 
 

 

Fig. 1 Overview of cow region detection algorithm 

2.1 Pre-processing 

2.1.1 Background Image Estimation 

Since the cow has lesser movement than a human being, we can make a 
background estimation for not to be recognizing a cow as a background image. In 
order to do so for each pixel we extract will be put on top of another and perform a 
method to substitute a level as an estimated background image. This process is 
illustrated as shown in Fig 2. 

Input image

Pre-processing 
Estimated background

image

Foreground extraction

Recursive median filter

Noise removal and morphological operation

Foreground image
(Bounding Box Detection)
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Fig. 2 Illustration of estimated background image 

2.1.2 Updating Scheme for Estimated Background 

There are various techniques to update the estimated background using the method 
of the recursive background model. Among them, the technique by using recursive 
median filter has little computational complexity, and is more effective. First we 
compare the pixel level of the estimated background which we hold with input 
image. If the pixel level of input image is greater than a predetermined threshold, 
the pixel level of estimated background image is increased by α amount. On the 
contrary, if the pixel level of input image is less than the threshold, the pixel level 
of estimated background image id decreased by α. Therefore, it update per frame 
that innovate estimated background image. The value of α is to be chosen by user 
to have an ability of update level. We describe the update scheme as shown in 

equation (1). The pixel level of the input image of coordinate ),( yx  in time t is 

denoted by ),( yxIt . The pixel level of estimated background image is ),( yxBt . 

The update level is α, threshold is T, then it can be summarized as follows.  The 
level of α here is often chosen relatively small fixation level in most methods such 
as α = 1. But we have to deal with detecting cow region as particular case when 
illumination suddenly changes [6]. 

 
 
 
 

 

Input image (1) Input image (2) Input image (3) Input image (4) Input image (5)

Estimated background image

α+− ),(1 yxBt  ))},(),(({ 1 TyxByxIif tt >− −  
(1) 

α+− ),(1 yxBt  ))},(),(({ 1 TyxByxIif tt −<− −  
=),( yxBt
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2.2 Foreground Extraction 

Suppose that for coordinate in time t, the luminance is ),( yxIt , luminance 

of estimated background image is . If for the threshold variable T, 

condition type of a range detected as a foreground set is defined as 

      TyxByxI tt >− 　|),(),(|                                 (2)  

Absolute value at each coordinate of input image and estimated background 
image express the coordinate which is bigger than threshold. An advantage of our 
approach is that there is little computational complexity as can be shown 
experimentally. For the complexity that may occur under various environments we 
have to take the appropriate threshold. But if we can create the background that is 
correct with an estimated background image, we can expect the extracted 
foreground set of high precision. We show an example of the foreground set 
extraction in Fig 3 by using the method of a background difference [6].  

 

 

Fig. 3 Example of the foreground set extraction  by a background difference 

2.2.1 A Noise Removal and Morphological Operation 

A foreground set image is output as a binary image. For this output image, the 
cow region and background region are to be verified. So, domain supplement 
lacking in the detection process for cow region is necessary to perform noise 
reduction. In order to do so, we perform dilation of the morphology processing by 
the domain supplement that performs labeling process for the noise reduction. 

3 Cow Identification 

In this section we will develop an algorithm that extracts a mark domain to be 
used for identification from the cow region which has been extracted in section 2. 
Then the process to identify an individual cow will be described in the following. 
The general procedure is as shown in Fig 4. First, we extract region of mark that 
were drawn on cow. Then, we extract the shape feature. Finally, we detect 
similarity between query image and the image in database to identify an 
individual.  

),( yx
),( yxBt

Estimated background imageInput Image Out image
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Fig. 4 Flow diagram of mark detection 

3.1 ROI Detection 

We detect the mark from cow region in this subsection. We show a flow diagram 
to mark detection. As step 1, it creates a histogram to vertical direction and 
horizontal directions, that we detect a region of the side of cow having many 
regions along the vertical axis and regions of foot are in a horizontal axis. This 
step prevents that the color of tag which is attached to ear of the cow is recognized 
as the mark. As step2, we detect region of mark by using values in an HSV color 
space [7]. Finally, as step3, we detect only mark only in order to delete region of 
the skin. In this step we calculate similarity by using feature of mark alone. 

3.2 Feature Extraction 

We calculate an angle from the middle point of the image, and we treat its number 
as feature quantity. To calculate an angle θ, we divide image into four images of 
fourth quadrant from first quadrant. And, we count angle of the number in range 
of the 24 intervals and create as a feature vector. We show below a formula to 
calculate the value of θ.  is shows image size.  
 

[first quadrant]         (°) = tan /2 / 180/  

[second quadrant]    °  tan /2 / /2 180/ 90 

[third quadrant]       °  tan / /2 180/ 180 

[fourth quadrant]     °  tan / 180/ 270 

3.3 Feature Matching 

For similarity, we use the Euclidean distance [8]. In this process we convert query 
image in the database into binary image and we compute the feature quantities. 
Then the Euclidean distances between feature vectors of query and images from 
the database are computed to make a decision of similarity.  

Recognize individually

Extraction of the side image 

Extraction of the mark domain 

Extraction of the mark
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Fig. 5 Calculation of Angle 

4 Experimental R
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Table 1 Evaluation results 

 

5 Conclusions 

We had presented a new system for detecting and identification of individual 
black-haired cows from video sequences. In our approach we have used only 
shape feature of marks. To have more accuracy, we would need to improve the 
proposed system by using more features including color feature. We hope this 
work will be done in our future works. In addition, the system which solves 
flexibly problems in which some parts of marks are hidden and shapes of marks 
are gotten out will be created. 
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Perfect Play in Miniature Othello 

Yuki Takeshita, Makoto Sakamoto, Takao Ito and Satoshi Ikeda * 

Abstract In 1993, J. Feinstein reported that a perfect play on 6×6 board of Othello 
gives a 16-20 win for the second player. His result does not remain as a paper, 
since he reported it on the Newsletter of the British Othello Federation. In our 
previous paper, we found out a perfect play different from the Feinstein. They 
have the same score, but it will not be a proof of the Feinstein is a perfect play. In 
this paper, we confirm that the sequence reported by Feinstein is one of the perfect 
plays. In addition, we introduce one of perfect plays in each boards of 4×4, 4×6, 
4×8 and 4×10. From these results, we discuss the feature of the Othello larger than 
or equal to 8×8 board. 

Keywords Combinatorial theory · Combinatorial optimization · Perfect play · 
Rectangular Othello 

1 Introduction 

The Othello is a board game derived from Reversi, and it is devised by Goro 
Hasegawa (JPN) in 1973. Othello rules are completely unified, whereas the 
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Reversi has a lot of local rules. World championships have been held every year 
since 1977, tournament is held in Japan, the United States and European countries. 

This game is categorized into two-player zero-sum finite deterministic games 
of perfect information [1]. Games in this class are possible to look ahead in theory, 
thus if both players choose constantly the best move, these are classified into a 
win, loss or draw game for the first player [2]. Standard 8×8 board of Othello has 
not been solved because of too large positions; according to some strong 
programs, it seems the draw theory is strong [3]. In 1993, Joel Feinstein reported 
that a perfect play on 6×6 board of Othello gives a 16-20 win for the second player 
[4](Fig. 1). In our previous paper [5], we found out a perfect play different from 
the Feinstein. They have the same score, but it will not be a proof of the Feinstein 
is a perfect play. 

In this paper, we confirm that the sequence reported by Feinstein is one of the 
perfect plays. In addition, we introduce one of perfect plays in each boards of 4×4, 
4×6, 4×8 and 4×10. From these results, we discuss the feature of the Othello larger 
than or equal to 8×8 board. 

 

 

Fig. 1 Feinstein’s perfect play. 

2 Othello1 

First of all, we will introduce the rules of Othello. See Fig. 2 (a). The game always 
begins with this setup. In case of the Reversi, the first two moves by each player 
are in the four central squares of the board, thus there may be a parallel as Fig. 2 
(b). One player uses the black side of the pieces (circular chips), the other the 
white sides. Black always moves first.  

Both players put the pieces of own color to an empty board in turn. A player’s 
move consists of outflanking his opponent’s the pieces. Then, he flip outflanked 
the pieces to his color. To outflank means to place the piece on the board so that 
his opponent’s rows of the piece are bordered at each end by the piece of his color. 
If a player cannot make a move that flips at least one of his opponent the pieces, 
then he has to pass. If he is able to make a valid move however, then passing is not 
allowed. The game ends when neither player can make a valid move. The winner 
is the player who has more the pieces than his opponent. 

 

                                                           
1 Othello is a registered trademark. 
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(a) Othello board.       (b) Reversi board. 

Fig. 2 Starting position. 

3 Computer Othello 

The making of the thinking routines is indispensable in studying perfect analysis 
of the board game. This is because the end-game routine is the perfect analysis 
exactly, and an evaluation function in the middle-game routine is available for the 
ordering of the search in perfect analysis. 

In addition, end-game is classified into solver for WLD (win/loss/draw) score 
and solver for exact score. Both are the perfect analysis, but there is a difference in 
the evaluation of the end. In solver for exact score, the end is evaluated with the 
piece difference. However, it is necessary to consider if one was wiped out in the 
middle; for example, in 4×8 board, the evaluation value at 26-0 must be +32. This 
routine can find best one move. In solver for WLD score, the end is evaluated in 
three ways win, loss, and draw. It generates relatively many pruning (Alpha-Beta 
Pruning [6]) if the range of the evaluation value is small. Therefore, an execution 
time for the exact score is estimated to be several times of the execution time for 
the WLD score. 

3.1 Speed Up of the Program 

Currently, our program read approximately 1.5-2 million moves per second. There 
are some ideas for this. At first, we implemented doubly-linked list that stores the 
empty pieces. This function reduce search cost so as to go to the end-game. From 
this, the search speed has approximately doubled. Next, our program had a 
function to count number of the pieces in specified color, but we have removed it. 
Instead we adjusted at flips and unflips by adding a variable that stores number of 
the pieces into the structure. This effect was approximately 1.5 times. 

4 Perfect Play 

A perfect play in computer Othello is a sequence when both players choose 
constantly the best move. In this paper, we confirm the result of Feinstein in 6×6 
Othello board by reading his perfect play at the very first in the perfect analysis 
solver. 
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Fig. 5 Sequence of the perfec
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Fig. 11 Sequence of the perfect play (4×10 Reversi board). 

5.10 6×6 Reversi Board 

In 6×6 Reversi board, the second player win. Final result of the perfect play is 
Black: 17, White: 19. It is shown to Fig. 12. It was no pass. 

 

 

Fig. 12 Sequence of the perfect play (6×6 Reversi board). 

5.11 Execution Data 

Table 1 shows an execution data of the perfect analysis in each Othello board. 
“Position” means number of the final position, “Time” means execution time and 
“Result” means final results of the perfect play. 

Table 1 Execution results in each Othello board. 

 Position Time Result 
4×4 218 0.001s LOSS (-8) 

B: 3, W: 11 
4×6 139,803 0.1s WIN (+16) 

B: 20, W: 4 
4×8 294,430,331 2m15s WIN (+32) 

B: 28, W: 0 
4×10 1,195,804,922,641 6d6h22m WIN (+40) 

B: 39, W: 0 
6×6 884,392,099,420 5d12h16m LOSS (-4) 

B: 16, W: 20 
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4×14 and 6×8) to confirm that our consideration is correct. In order to solve them, 
we plan the use of supercomputers after improvements of our solver. 

7.1 Improvement 

Move ordering performs well for Alpha-Beta pruning. Now, because our program 
uses low quality it, it is necessary to improve. We have to implement a hash table 
to cut the boards with duplicate and symmetry. However, it will slow down the 
search because it takes time for access to it.  
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The Development of the Nano-Mist Sprayer
and Its Application to Agriculture

Shugo Kaminota, Koichi Tanno, Hiroki Tamura and Kiyoto Kawasaki

Abstract In this paper, we describe the development of the nano-mist sprayer using
theVenturi effect. This sprayer consists ofACorDCpump forVenturi effect, cylinder
for causing Venturi effect, control circuit and separation plate. The particle diameter
of this nano-mist sprayer is a few hundred nanometers or less. Furthermore, the
particle size can be controlled by air pressure of the pump and shape of the separation
plate. This sprayer can be applied to agriculture, medical, health care, etc. In this
paper, we show an evaluation result of the mist particle diameter, firstly. Next, in
order to confirm the usefulness of the sprayer, we apply to the agricultural field;
the repellent spray was done by the fabricated sprayer. The experimental results are
reported in this paper.
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1 Introduction

In recent years, traceability of agricultural crops is important for safety of foods.
Many farmers try to reduce the total amount of repellent and record the consumption
of the repellent to keep the safety of foods [1]-[4]. Furthermore, the population of
the primary industry in Japan decreases and the aging population of farmers are
rapidly increases. Therefore, it is strongly required to develop the new devices to
automatically treat and manage the repellents with reducing the consumption of
them.

In this paper, we propose the new device based on Venturi effect to spray the
repellents. In the past, there are somemist sprayerswith similarmechanism, however,
the particle diameter of the sprayed mist is relatively large and vary widely, so that
it is difficult to diffuse the repellents extensively and the mist of the large diameter
adhere around the sprayer as droplets. On the other hand, the proposed device has an
advantage that the particle diameter of the sprayedmist is several hundred nanometers
or less. This particle diameter is much smaller than that of conventional sprayers.
Therefore, it is possible to make diffuse the sprayed mist extensively in a short time.

Firstly, the mechanism of the proposed sprayer is explained, next, the diameter of
the sprayed mist of the proposed sprayer is evaluated. Lastly, we apply the proposed
device to spray repellents in vinyl greenhouse, and the experimental results are shown
in this paper.

2 Proposed Sprayer (Nano-Mist Sprayer)

The proposed sprayer, which we call nano-mist sprayer, is shown in Figure 1. The
simplified component blocks of the proposed sprayer are shown in Figure 2. This
sprayer consists of three blocks; electronic control block, main body block and cylin-
der block. The proposed sprayer is based on the Venturi effect, which is built in the
cylinder block.

In the electronic control block, PIC (Peripheral Interface Controller) which imple-
ment timer function and the control of AC pump are included. The main body block
includes AC pump to feed the compressed air to cylinder block. Figure 3 shows the
cross-section view of the cylinder block. The cylinder block consists of inner tube,
outer tube and separation plate. The inner tube connects to theAC pump at the bottom
of the inner tube. The bottom of the outer tube is directly connected to the storage
tank for the sprayed liquid.

Next, we describe the mechanism for generating the mists of the nano-order parti-
cle diameter. When the compressed air get pumped to the inner tube from AC pump,
the negative pressure is occurred between inner and outer tubes, that is to say, Ven-
turi effect is occurred. Therefore, the liquid, which is supplied from storage tank, is
absorbed toward the top of the tube. The absorbed liquid is upward sprayed by the
compressed air. The sprayed mists collide against the separation plate, and the mists
of the large particle diameter are dropped to the storage tank. Thus, it contributes to
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reduce the consumption of the sprayed liquid. On the other hand, the fine mists are
sprayed from spray nozzle shown in Figure 3. As the results, the mist size is a few
hundred nanometers or less. In this way, the separation plate performs as a filter.

Fig. 1 The nano-mist sprayer Fig. 2 The component blocks

Fig. 3 The cross-section view of the cylinder block



296 S. Kaminota et al.

3 Evaluation of Particle Diameter

In this chapter, we describe the evaluation of the particle diameter of the sprayed
mist of the proposed sprayer. In this evaluation, "Spraytec" produced by Malvern
Instruments Ltd is used tomeasure particle diameter. In some cases, the sprayedmists
are bound each other, therefore, we evaluated the particle diameter of the sprayed
mists in two conditions; the distances from the spray nozzle (L to themeasuring point)
are 25 mm and 100 mm (See Figure 4). This evaluation is based on the number of
particles.

Figure 5 shows the evaluation results of the particle diameter and the cumulative
ratio. The bar and line charts mean the ratio of each particle diameter and the cumu-
lative ratio, respectively. In this evaluation results, we could confirm that the particle
diameter of the sprayed mists is less than 1µm. The particle diameter has a tendency
to become larger as L increases. The peak values of the particle diameter under the
condition of L = 25 mm and L = 100 mm are 185 nm and 215 nm, respectively.
When the cumulative ratio is equal to 90 %, the particle diameter is less than 340
nm under the both conditions. From this evaluation, we could confirm the separation
function of the separate plate of the proposed sprayer.

Fig. 4 Picture of Spraytec
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Fig. 5 The evaluation results of the particle diameter and the cumulative ratio

4 Application to Agriculture

In this chapter, we report the experiment results of the repellent spray to agricultural
crops as the application of the proposed sprayer. This experiment was done in the
vinyl greenhouses for green peppers. For comparison, we prepared the two vinyl
greenhouses; the repellent was not sprayed in vinyl greenhouse A but sprayed in
vinyl greenhouse B. The areas of the vinyl greenhouses A and B are 1000 m2 and
250m2, respectively and the distance between them is 5m. The repellent was sprayed
in the vinyl greenhouse B for 10 days (100cc by one day).

Fig. 6 Agricultural crops in the vinyl green-
house A

Fig. 7 Agricultural crops in the vinyl green-
house B
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Figures 6 and 7 show photos of the green peppers in vinyl greenhouse A which
suffer from insect damage, and B which is protected from insect damage, respec-
tively. From these results, we could confirm that the insect damage is quite different
between vinyl greenhouses A and B. Furthermore, we sprayed the repellent in the
vinyl greenhouseA after the foregoing experiment. As the result, we confirmed that it
was possible to suppress the insect damage to agricultural crops like the vinyl green-
house B. From these experimental results, it is very useful to apply the proposed
sprayer for the repellent spray.

5 Conclusion

In this paper, we have proposed the nano-mist sprayer. The proposed sprayer has
advantage that the particle diameter is less than a few hundred nanometers or less.
Next, we have applied the proposed sprayer to repellent spray in the vinyl greenhouse.
From the experiment results, we could confirm the effectiveness of the repellent spray
using the proposed sprayer.

The mist diameter control of the proposed sprayer and the dependence of the
particle diameter with sprayed liquid are the future work.

Acknowledgments This work was supported by JSPS KAKENHI Grant Number 24658213.

References

1. Auernhammer, H.: The Role of Mechatronics in Crop Product Traceability. Agricultural
Engineering International: the CIGR Journal of Scientific Research and Development IV,
October 2002

2. Miller, P.C.: Patch Spraying: Future Role of Electronics in Limiting Pesticide Use. Pest
Manag. Sci. 59(5), 566–574 (2003)

3. De Rudnicki, V., Ruelle, B., Douchin, M., Maurel, V.B.: Embedded ICT technology on
sprayers in order to reducewater pollution; the aware project. In: 8thFruitNut andVegetable
Production Engineering Symposium, FRUTIC 2009, Concepcion, Chile January 2009,
p. 8 (2009)

4. Sven, P.: Specification, Design and Evaluation of anAutomatedAgrochemical Traceability
System. Ph.D. Thesis, Cranfield University, U.K. (2009)



Low Offset Voltage Instrumentation
Amplifier by Using Double Chopper
Stabilization Technique

Makoto Sada, Koichi Tanno, Masaya Shimoyama, Zainul Abidin,
Hiroki Tamura and Takako Toyama

Abstract In this paper, we propose a low offset voltage instrumentation amplifier
(INA) for biological signal. The proposed circuit consists of the INA and double
chopper stabilization circuit for achiving low offset voltage. The proposed circuit
was evaluated through HSPICE using 1P 2M 0.6μm CMOS process. The offset
voltage could be reduced to 4.1[mV] with the power consumption of 75.9[μW].

Keywords Instrumentation amplifier · Double chopper stabilization technique ·
Offset voltage

1 Introduction

In recent years, the interface devices between human and equipment have been ac-
tively developed. For example, a lot of application using biological signal to health
care and electronic machines systems are reported [1], [2]. This kind of systems need
to amplify the signals with removing the noises because the biological signals are
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very small amplitude and low frequency band signals. Therefore, instrumentation
amplifier (INA) is utilized as preamplifier for biological signal because the INA has
the advantages of high-input-impedance, high-gain and high-CMRR. However, the
circuit has disadvantage of large offset voltage because the flicker noise occurs in
the MOSFET. This flicker noise is inversely proportional to frequency, so that we
cannot discriminate the flicker noise and biological signals if the circuit is imple-
mented by using MOSFETs. Therefore, it needs to remove the offset voltage and
the flicker noise. It is well-known that chopper stabilization technique is very useful
for removing the offset voltage and the flicker noise. In the reference [3], chopper
stabilization technique was applied to INA. The offset voltages of the non-inverting
amplifier block (first block) could be removed, however, it remained the problem
that the offset voltage of the differential block (second block) was not removed.

In this paper, we propose the low offset voltage INA for biological signals. The
proposed circuit consists of the INA and double chopper stabilization circuit for
removing the offset voltage and the flicker noise of both blocks. We designed and
evaluated the proposed INA using 1P 2M 0.6μm CMOS process through HSPICE.
The simulation results are reported in this paper.

This paper is organized as follows. In Section 2, chopper stabilization technique
and the problems of the conventional circuit are discussed. In Section 3, the proposed
circuit and double chopper stabilization technique are shown. Next, the simulation
results of the proposed circuit are presented in Section 4. Finally, Section 5 concludes
this paper.

2 Conventional INA Used Chopper Stabilization Technique

Figure 1 shows the conventional circuit used chopper stabilization technique in INA.
Vos1,2,3,4 are each input-reffered offset voltages. Figure 2 shows chopper switches
(SW) for chopper stabilization technique. The switch is composed by MOSFETs as
shown in Figure 3.

Fig. 1 The conventional circuit
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Fig. 2 Chopper switches (SW) Fig. 3 CMOS switch

Firstly, we defined the input signals as Vin1 = Vin sin (ωint), Vin2 = −Vin sin (ωint).
Furthermore, C L K , C L K (see Fig. 2) use clock signals. Each clock signals are
expanded using the Fourier series, therefore, we can get the following equations.

C L K = 1

2
+ g1(t) (1)

C L K = 1

2
− g1(t) (2)

Where g1(t) is defined as follows.

g1(t) = 2

π

∞∑

n=1

1

2n − 1
sin{(2n − 1)ωct} (3)

Vin1 and Vin2 are modulated by SW (Chopper1 shown in Fig.1). This modulated
signals are obtained by the sum of Vin1 · C L K and Vin2 · C L K . Finally, VA and VB

are the sum of these modulated signals and the offset voltages. Therefore, VA and
VB can be given by

VA = 2g1(t)Vin sin (ωint) + Vos1 (4)

VB = −2g1(t)Vin sin (ωint) + Vos2 (5)

VA and VB are amplified by Op-amp1 and Op-amp2 which have the gain of
1+2R1/RG . After that, each amplified signals pass through the SW (Chopper2).
At this moment, the input signals Vin1 and Vin2 are demodulated by SW (Chopper2),
however, the offset voltages of Op-amp1 and Op-amp2 are modulated (not demod-
ulated). Therefore, the offset voltages are moved to high frequency band from DC.
Based on these discussion, VC and VD can be given by

VC =
(
1 + 2

R1

RG

)
{Vin sin (ωint) + g1(t)Vos1 − g1(t)Vos2} + Vos1 + Vos2

2
(6)

VD = −
(
1 + 2

R1

RG

)
{Vin sin (ωint) + g1(t)Vos1 − g1(t)Vos2} + Vos1 + Vos2

2
(7)
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VC and VD are amplified and subtracted by Op-amp3 in the second block. Therefore,
Vout is derived as follows.

Vout = −2
R5

R3

(
1 + 2

R1

RG

)
{Vin sin (ωint) + g1(t)Vos1 − g1(t)Vos2}

− R5

R3
(Vos3 − Vos4) (8)

From Eq. 8, we can separate the input signals and the offset voltages of Op-amp1 and
Op-amp2 by using low-pass filter. However, it can be seen that the offset voltages of
Op-amp3 (the second term in Eq. 8) remains and are not modulated. Therefore, we
cannot separate the input signals and the offset voltages of Op-amp3. In many cases,
in the second block, the gain of 0[dB] is widely used in order to reduce the influence
of the offset voltages. However, the gain of INA is drastically limited in this case.

3 Proposed INA with Double Chopper Stabilization
Technique

Figure 4 shows the proposed INA. In the proposed INA, double chopper stabilization
technique is utilized. This circuit consists of INA and two pairs of chopper switches
(SW1 and SW2).

Fig. 4 The proposed INA utilized double chopper stabilization technique

In this section, we discuss about double chopper stabilization technique.
In the same manner as Sec.2, the clock signals are defined as follows.
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C L K1 = 1

2
+ g2(t) (9)

C L K1 = 1

2
− g2(t) (10)

C L K2 = 1

2
+ g3(t) (11)

C L K2 = 1

2
− g3(t) (12)

where C L K1 and C L K2 are used for SW1 and SW2, respectively and,
g2(t) and g3(t) are as follows.

g2(t) = 2

π

∞∑

n=1

1

2n − 1
sin{(2n − 1)ωc1t} (13)

g3(t) = 2

π

∞∑

n=1

1

2n − 1
sin{(2n − 1)ωc2t} (14)

Since Vin1 and Vin2 are modulated by SW1 (Chopper1), Va and Vb can be given by

Va = 2g2(t)Vin sin (ωint) (15)

Vb = −2g2(t)Vin sin (ωint) (16)

And then, Va and Vb are also modulated by SW2 (Chopper2), and the offset voltages
are added, therefore, Vc and Vd are as follows.

Vc = 4g2(t)g3(t)Vin sin (ωint) + Vos1 (17)

Vd = −4g2(t)g3(t)Vin sin (ωint) + Vos2 (18)

In this way, the input signals are modulated twice as illustrated in Figure 5.

Fig. 5 The flow of the input signals in the first block
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Vc andVd are amplified byOp-amp1 andOp-amp2which have the gain of 1+2R1/RG .
After that, each amplified signals pass through the SW2 (Chopper3). Because the
input signals are modulated twice by Chopper1 and Copper2, and the modulated
signals are demodulated by Chopper3, the frequency of the signals Ve and V f are
equal to Va and Vb (but amplitudes are different). On the other hand, offset voltages
Vos1 and Vos2 are modulated by Chopper3.
As the results, Ve and V f can be given by

Ve =
(
1 + 2

R1

RG

)
{2g2(t)Vin sin (ωint) + g3(t)Vos1 − g3(t)Vos2}

+ Vos1 + Vos2

2
(19)

V f = −
(
1 + 2

R1

RG

)
{2g2(t)Vin sin (ωint) + g3(t)Vos1 − g2(t)Vos2}

+ Vos1 + Vos2

2
(20)

Since Ve and V f are subtracted and amplified by the second block, Vg and Vh are
derived as follows.

Vg = − R5

2R3

(
1 + 2

R1

RG

)
{4g2(t)Vin sin (ωint) + 2g3(t)Vos1 − 2g3(t)Vos2}

− R5

2R3
(Vos3 − Vos4)(21)

Vh = R5

2R3

(
1 + 2

R1

RG

)
{4g2(t)Vin sin (ωint) + 2g3(t)Vos1 − 2g3(t)Vos2}

+ R5

2R3
(Vos3 − Vos4)(22)

Vg and Vh pass through the SW1(Chopper4). The input signals are further demodu-
lated by Chopper4. In the meantime, all of the offset voltages are further modulated
by Chopper4. Vout1 and Vout2 are derived as follows.

Vout1 = − R5

R3

(
1 + 2

R1

RG

)
{Vin sin (ωint) + 2g2(t)g3(t)Vos1 − 2g2(t)g3(t)Vos2}

− R5
R3

g2(t)(Vos3 − Vos4) (23)

Vout2 = R5

R3

(
1 + 2

R1

RG

)
{Vin sin (ωint) + 2g2(t)g3(t)Vos1 − 2g2(t)g3(t)Vos2}

+ R5
R3

g2(t)(Vos3 − Vos4) (24)
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From Eqs. 23 and 24, Vin is modulated and demodulated twice by Chopper1 to 4. In
the meantime, Vos1 and Vos2 are modulated to a higher frequency band by Chopper3
and Chopper4. Furthermore, Vos3 and Vos4 are modulated to high frequency band by
Chopper4. Figure 6 shows the flow of the input signals and the offset voltages in the
second block.

As the results, we can discriminate the input signals and all of the offset voltages
by using low-pass filter as shown in Figure 7.

Fig. 6 The flow of the input signals and the offset voltages in the second block

Fig. 7 The discrimination between the input signals and the offset voltages
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4 Simulation Results

The performance of the proposed INA was evaluated by using HSPICE simulations.
In this simulation, a set of parameters of 1P 2M 0.6μmCMOS is used. Figures 8 and
9 show the circuit schematics of Op-amps in the first and second blocks, respectively.
The Op-amp in the second block has the differential output as shown in Figures 4
and 9. All MOSFETs except the output stage are operated in the subthreshold region
in order to achieve the low power consumption. Since the load drivability is required
in the output stage, the MOSFETs in the output stage are operated in the strong
inversion region. Table 1 shows the conditions of these simulations.

Fig. 8 The circuit schematic of Op-amp1
and Op-amp2

Fig. 9 The circuit schematic of Op-amp3

Table 1 The conditions of these simulations

Item Value
Power supply[V] ±1.5 [V]

Amplitude of the input signals 0.3 [V]
Frequency of the input signals 100 [Hz]

Chopper frequency for SW1 (ωc1) 4 [kHz]
Chopper frequency for SW2 (ωc2) 10 [kHz]

Vos1, Vos3 25 [mV]
Vos2, Vos4 −25 [mV]

Figures 10 to 15 show the simulation results on each node. From these figures,
we can confirm that the input signals and the offset voltages are modulated as theory.
Furthermore, we can confirm that the final output signals after the low pass filter are
amplified without affecting the offset voltage as shown in Fig. 15.

Figures 16 to 21 show the simulation results of FFT analysis on each node. From
these figures, we could confirm that the input signals and the offset voltages are
correctly modulated and demodulated by chopper switches as theoretical analysis.
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Fig. 10 Tansient analysis of Va and Vb Fig. 11 Tansient analysis of Vc and Vd

Fig. 12 Tansient analysis of Ve and V f Fig. 13 Tansient analysis of Vg and Vh

Fig. 14 Tansient analysis of Vout1 and Vout2 Fig. 15 Using the low-pass filter after Vout1
and Vout2
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Fig. 16 FFT of the input voltage Fig. 17 FFT analysis of Va and Vb

Fig. 18 FFT of Vc and Vd Fig. 19 FFT of Ve and V f

Fig. 20 FFT of Vg and Vh Fig. 21 FFT of Vout1 and Vout2



Low Offset Voltage Instrumentation Amplifier 309

5 Conclusion

In this paper, we have proposed the low offset voltage INA with the double chopper
stabilization technique. Since the offset voltages can be perfectly modulated to high
frequency band, the proposed circuit can remove the offset voltages by adding low-
pass filter. The performance has been evaluated by using HSPICE simulation. As a
result, we could confirm that double chopper stabilization technique contributes to
remove the offset voltages.

The IC fabrication of the proposed circuit using this technique and its evaluation
are future work.
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A Study on Human Interface for 
Communication Using Electrooculogram Signals 

Kazuya Gondou, Hiroki Tamura and Koichi Tanno 

Abstract Human interface using eyes for a person with disabilities has been  
researched. Almost ALS (Amyotrophic Lateral Sclerosis) patient can move facial 
muscle and eyeball. Therefore, human interface using eyes is the communication 
tool for a person with disabilities. Human interface is very important when aiming 
at improvement of quality of life. There are various gaze recognition methods. For 
example, camera [1] and search coil method [2] are general techniques. In this 
paper, we propose a human interface for communication using electrooculogram 
method by 4 electrodes. From the simulation results, our system has high accuracy 
of eyes pattern classification. 

Keywords EOG · Electrooculogram signal · Drift · Electromyogram signals 

1 Introduction* 

Patients of ALS in Japan reached 20,000 people by an investigation in 2012 [3]. 
ALS is the neurosis to get exercise is infringed on, and movement failures occur 
by numbness of hand and foot. Moreover a respiratory muscle weakens, breathing 
become difficult. When the limb function abolishes finally, utterance have also 
become difficult, the expression means by their own effort will be lost [4]. How-
ever, failures don't occur in the five senses generally because a sensory nerve and 
an independent nerve aren't infringed in ALS. Moreover, failures about eyeball 
movement rarely occur. Therefore, human interface using eyeballs is studied  
extensively as the means of the effective expression for ALS patient [1-2,4-6]. 
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The experimental equipment is the human machine interface developed by ours 
for persons with disabilities. Our human interface is shown in Fig.4. Our human 
machine interface is possible to control PC and electric wheelchair using the 
sEMG and EOG. Gaze movement using our human machine interface in left and 
right can be distinguished by the precision of 99.1%. However, there is a problem 
that a drift isn't canceled perfectly yet. And to use five electrodes, there is a 
trouble in an attachment sense. Therefore, we propose the novel EOG method try 
to solve these problems. 

 

Fig. 4 Human interface device 

3 Proposed Method 1 

First, the ground stuck on the arm is moved to the face and integrate the underside 
electrode into one electrode (electrode “3” in Fig.5), and simply the number of 
electrode is set to only 4 attached to a face. An attachment figure of electrode is 
shown in Fig.5. In this state, a gaze recognition experiments in the left and right 
direction were tried. 
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time. As shown in Fig.10 left, getting a finite difference of 2 channels, it increased 
in influence of the drift because the way of the drift is different in DC1 and DC2 
by the conventional method. On the other hand, and the proposed method 2 shows 
that influence of the drift getting a finite difference, is reduced because DC1 and 
DC2 are transferring in the same direction as shown in Fig.10 right. Fig.11 indi-
cates when the drift amount average of 2 subjects in DC1-DC2 is compared by 2 
methods. Proposed method 2 shows that the drift amount from measurement start-
ing to the end is reduced 29.8 % compared with a conventional method, and it's 
reduced 51.0 % about the maximum variation amount of the drift which can be put 
during measurement. 

 

Fig. 11 Comparison of the drift amount 

6 Conclusion 

In this paper, we introduced the gaze recognition by the number of four electrodes. 
Form these results, our proposed method had recognition precision equal to con-
ventional method using five electrodes. Moreover, the drift reduction succeeded in 
getting a finite difference of 2 channels. As mentioned previously, the value of a 
finite difference of 2 channels was taken is used for gaze recognition in left and 
right. Therefore, gaze recognition in the more precise left and right direction is 
expected by using our proposed method. There is a possibility that not only gaze 
direction but also seen area is can be judged. On the other hand, proposed method 
has a fault that the upper and lower recognition becomes more difficult because 
this method is specialized in recognition of the left and right. Therefore, the upper 
and lower recognition rate improvement can be presented as future's problem. 
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A Study on Indoor Presence Management 
System Using Smartphone 

Takami Taninoki, Yoshinobu Furukawa, Hiroaki Matsumoto,  
Hiroki Tamura and Koichi Tanno 

Abstract The aim of this paper is to perform indoor presence management using 
smartphone. Our proposed method estimates user position and state by smart-
phone sensors. The position information is estimated by accelerometer and direc-
tion sensor. The state information is estimated using gravitational acceleration can 
be acquired by accelerometer. By using this system, it can estimate human posi-
tion within 100 cm errors. In addition, this system can estimate the state of subject 
in 99.2 % accuracy. 

Keywords Presence management · Smartphone · Position estimate method · State 
estimate method 

1 Introduction* 

In recent years, study on presence management has been becoming actively. The 
presence management is to manage information of position and state of people or 
things. For example, you can change the contact methods in accordance with the 
partner state in the scene of business, it is possible by using the presence manage-
ment. In addition, it can be expected to use as a watch system which can manage 
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the position and state of the indoor people. Next, we explain the characteristic of 
various sensors that is used in research on the presence management. 

1. The method using visual sensor[1][2] 

Visual sensor can get a lot of information not only the position of subject but 
also appearance and gestures if using the technology of image recognition. In 
many cases visual sensor can also personal identification at the same time. How-
ever, visual sensor has disadvantage that affected by the lighting conditions and 
lose visual contact for the subject by occlusion. In addition, the problem of priva-
cy is relatively large. Because, visual sensor can recognize the appearance. 

2. The method using laser range scanner[3][4] 

Laser range scanner measures the distance to subject using reflected light when 
irradiating the subject with laser. Therefore, high accuracy position estimation can 
be expected because laser range scanner is not affected much by the irradiation 
conditions. However, personal identification is difficult because laser range scan-
ner can't get much information. In addition, laser range scanner also can be af-
fected by occlusion as same as visual sensor. 

3. The method using portable sensor[4] 

Portable sensor exist ID tag and acceleration sensor as example. Personal rec-
ognition and position estimation can be enabled to the subject who has these de-
vices always. Therefore, personal recognition almost certainly enabled by getting 
the ID information. However portable sensors are low accuracy. 

Above sentence shows the various techniques for realizing the presence man-
agement. From the point of privacy and occlusion problem, we select the portable 
sensor in this paper. We show our proposed system and experimental results of 
position estimation and state estimation. In the position estimation, subject moves 
the route of 5 patterns at indoor. In the state estimation, subject does the state of 4 
patterns at indoor. Lastly, we show the accuracy of position estimation and state 
estimation. In the conclusion, we compare with other researches on the presence 
management. 

2 Proposed Method 

In this section, we show the explanation of proposed system.  

2.1 Position Estimation Method 

Position estimation uses the data of acceleration sensor and direction sensor when 
subject holds smartphone by hand. Position estimation uses the data of accelera-
tion sensor and direction sensor, when subject is moving. Walking or stopping is 
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judging from the data of acceleration. In the case of walking, coordinate of posi-
tion is calculated by estimate equation. Fig.1 shows the route of preliminary expe-
riment. Fig. 2 shows the orientation of the acceleration sensor. 

First, we explain the method of walking judgement. The z-axis data of Fig. 3 
found to have changed significantly during walking. Vertical axis in Fig. 3 is the 
value of acceleration. The threshold of walking judgment is -0.15. Our proposed 
method determines "walking" when the z-axis acceleration is less than -0.15. Pro-
posed method needs determining of "walking" while the z-axis acceleration is fluc-
tuating periodically. Therefore, proposed method determines "walking" during 0.6 
seconds from the z-axis acceleration is lower than threshold. Next, we explain how  
 
 

 

Fig. 1 Route of preliminary experiment 

 

Fig. 2 The orientation of the acceleration sensor 
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Fig. 3 The data of acceleration sensor when preliminary experiment 

 

Fig. 4 The data of direction sensor when preliminary experiment 

 

Fig. 5 The flowchart of the position estimation 
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to handle the data of direction sensor. Fig. 4 shows the data of direction sensor. Ver-
tical axis in Fig. 4 is the value of direction sensor. And the right side of Fig. 1 shows 
the value indicated by direction sensor in experiment room. In addition, the position 
of subject is estimated by substituting data to equation of estimation. 

 posX(t) = v * sin(dir)(t) * M(t) + posX(t-1) (1) 

 posY(t) = -v * cos(dir)(t) * M(t) + posY(t-1) (2) 

 posX(t) = (v/100) * sin(dir)(t) * M(t) + posX(t-0.01) (3) 

 posY(t) = -(v/100) * cos(dir)(t) * M(t) + posY(t-0.01) (4) 

Equation (1), (2), (3), and (4) shows estimate method of position. Characters 
"posX" and "posY" are the position of subject, "dir" is direction, "m" is the value 
of walking (=1) or stopping (=0). Estimating value is determined by multiplying 
the direction components and the walking speed, further add coordinate of 1 
second ago or coordinate of 0.01 second ago. In this case the walking speed “v” is 
to be constant, this speed is set to 71cm per sec. Fig. 5 shows flowchart of the 
position estimate. Proposed method uses equation (1) and (2), or (3) and (4) while 
user is walking. Equation (1) and (2) estimates present position using coordinate 
of 1 second ago. Equation (3) and (4) are used when the difference between esti-
mation value of equation (1) or (2) and 0.01 second ago coordinate becomes 2 or 
more. When not walking, output is coordinates of 0.01 second ago. The number 
0.01 is used because sampling frequency of acceleration and direction are 100Hz. 

2.2 State Estimation Method 

State estimation acquires the data of gravitational acceleration when subject does 
various actions. In this time, there is subject smartphone in the pocket of trouser. 
There are 4 kinds of state estimation, standing, walking, sitting, and crouching. Al-
gorithm of state estimation is considered by the characteristic of gravity acceleration. 

 

Fig. 6 The kind of states 
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Fig. 7 Gravitational acceleration 

 

Fig. 8 The flowchart of the state estimation 

Fig. 6 shows the kind of states. First, state of "standing" and "walking" are 
state-group 1. In addition, state of "sitting" and "crouching" are state-group 2.  
Fig. 7 shows gravitational acceleration that measured by smartphone in subject 
trouser pocket when subject does various actions. Vertical axis in Fig. 7 is the 
value of gravity acceleration. The point of attention is gravity acceleration of y-
axis and z-axis. The value of z-axis is larger than value of y-axis in the case of 
state-group 1. On the other hand, the value of y-axis is larger than value of z-axis 
in the case of state-group 2. Therefore, these 2 groups can divide by conditional 
equation. In the next step, we explain how to judge "standing" and "walking". 
Focusing on the gravity acceleration of z-axis during walking, it can be seen that 
the values are changed periodically. We can estimate that “walking” when the 
gravity acceleration of z-axis is lower than the threshold value -0.2. Otherwise, we 
can estimate that "standing". In this case, the estimated state is needed the state of 
"walking" during the gravity acceleration of z-axis changes periodically. There-
fore, state estimation system estimates "Walking" 0.6 seconds from the gravity 
acceleration of z-axis falls below the threshold. In the next step, we explain how to 
judge "sitting" and "crouching". Focusing on the gravitational acceleration of y-
axis, the value of "crouching" is lower than the value of "sitting". Therefore, we 
can estimate that "sitting" when the gravitational acceleration of y-axis is lower 
than the threshold value 0. Otherwise, we can estimate that “crouching”. In addi-
tion, assuming that the state of "sitting" or "crouching" doesn't migrate directly to 
"walking", adds the state of "processing". 



A Study on Indoor Presence Management System Using Smartphone 327 

 

3 Experiments 

3.1 Position Estimation Experiment 

In order to examine the accuracy of position estimation by proposed method, sub-
ject walks in the room holding smartphone in hand. There are 5 walking route, and 
starting point is unified. In the position estimation, 4 estimate equations are used. 
Therefore, we show the difference between equation (1), (2) and equation (3), (4). 
The experiment results shows below. 

 

Fig. 9 The walking route of experiment 

 

Fig. 10 Estimated results of position 
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Table 1 Accuracy of equation (1), (2) 

 

Table 2 Accuracy of equation (3), (4) 

 

Table 3 Accuracy of equation (1), (2) and (3), (4) 

 

Fig. 9 shows the walking route of experiment. Fig.10 shows estimated result of 
position. In the Fig.10, vertical axis is X[cm] and horizontal axis is Y[cm]. As 
shown in table 1, table 2, and table 3, estimate equation (3), (4) has higher 
accuracy when comparing the results of the estimate equation (1), (2) and estimate 
equation (3), (4). However, sometimes the estimate equation (1), (2) has true value 
nearer than the value of estimate equation (3), (4). Therefore, we compares the 
result of each estimation equation. Estimate equation (3), (4) has higher accuracy 
sometimes but estimate equation (1), (2) and (3), (4) has higher accuracy 
furthermore on the whole. Therefore, proposed estimate equation can estimate 
position that has error less than 100 cm. 

3.2 State Estimation Experiment 

In order to examine the accuracy of state estimation by proposed method, three 
subjects acted in the room that has smartphone in pocket of trouser. The subjects 
try each states in steps of 20 times, and examines those success rate. We show the 
experimental results at below. 

Fig.11 shows the result of state estimation when subject does state changing. 
Vertical axis in Fig.11 is the value of state estimation. First, the result of state 
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Table 5 Comparison of presence management using various sensors 

 

Table 5 shows the comparisons of our proposed method with other sensors. In 
the proposed method, privacy and occlusion problems have almost no effect. 
Because we used smartphone. The accuracy of proposed position estimation is 
inferior to the visual sensor and laser range scanner. However, smartphone can 
estimation of position always because it has no occlusion. By using proposed 
method, position estimation is less than 100 cm accuracy and state estimation is 
almost possible 100% accuracy. Using ID tags and improving accuracy of the 
position estimation within 50 cm will be implemented in the future. Our future 
work is to do the presence management by wearing smartphone everywhere. 
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A Study on sEMG Pattern Classification 
Method of Muscles of Respiration 

Ryosuke Kokubo, Shogo Okazaki, Misaki Shoitizono, Hiroki Tamura  
and Koichi Tanno 

Abstract The aim of this paper studies the possibility of new method to diagnose 
the sleep apnea syndrome. In this paper, we propose analysis method for the pat-
tern classification of breathing from surface electromyogram. First, we measure 
surface electromyogram that obtained from the surface electrodes attached to crest 
of neck and mandible muscles. Next, we obtain the peak signal of active from 
Wavelet transformation of surface electromyogram. We calculate the pattern clas-
sification by using the k-nearest neighbor method. From the experimental results, 
our analysis method was possible to obtain high pattern classification rate when k is 6. 

Keywords: Sleep apnea syndrome · sEMG [1] 

1 Introduction* 

Although illness related to breathing is more than one, it has been noted in particular 
recent sleep apnea syndrome. Sleep apnea syndrome, is a disease that is to stop 
breathing or low breathing during sleep. Until now, when performing precision in-
spection, it has been determined by finally doctors and specialized clinical laborato-
ry technologist from a plurality of test items that were admitted to the hospital.   
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Fig. 4 The average spectrum between 100 msec 

3.2 k-Nearest Neighbor Algorithm 

K-NN method is a method for determining whether a majority vote using the k 
number of neighboring points from the data of its which unknown data operation 
when placed in unknown data or the group as a base set. In this paper, it is deter-
mined whether the data of each operation is in the set of proper operation to make 
the data that is first made mother set. Here we show the formula for the identifica-
tion rate of the operation below. 

 Classification rate = Success data / The total number of data (1) 

Number of success divided by the total number of data is Equation (1). A plot of 
each data from wavelet transform are shown in Fig. 5, Fig. 6 and Fig. 7. The ver-
tical axis represents the value from geniohyoid. The horizontal axis is the value 
from scalene muscle. 
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High Power Wireless Power Transfer Driven
by Square Wave Inputs

Kazuya Yamaguchi, Takuya Hirata and Ichijo Hodaka

Abstract A power source used in wireless power transfer generates an AC wave to
transfer electric power to a load which is not connected electrically but connected
electromagnetically to the power source. In this paper, the power and efficiency
are compared when a sinusoidal and a square waves which are typical AC waves
are applied as power source voltage outputs. The condition under which the two
waves respectively transfer equivalent powerwith electric wires is examined to figure
out the effect of different waves. Then the power and efficiency are calculated by
a mathematical approach with practical values of elements on various situations.
Finally, this paper explores how input waves should be chosen for ideal wireless
power transfer.

Keywords Wireless power transfer · Resonant phenomenon · State space
representation

1 Introduction

The technique of transmitting power enough to drive electronic devices such as
LEDs without electric wires is called wireless power transfer(WPT) and has been
noticed in recent years. Possibility of practical use of WPT is recognized with the
successful experimentwhere the gap ofwireless transmissionwas 0.6meters reported
in [1]. After that, the studies have reported WPT by various viewpoints. In [2],
efficiency of transmission is expressed in terms of Q factors of circuits, and in [3]
it is represented by Q factors with series and parallel circuits of transmitting and
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receiving. [4] derives the expressions of efficiency and the optimal load resistance
with relay circuit between the transmitting side and the receiving side, and [5] shows
that the use of a relay circuit serves a high Q value. In addition, [6] analyzes a WPT
circuit by an equivalent circuit, and [7] investigates the electromagnetic field with
resonant phenomena related to WPT analysis.

Most of researches on WPT uses sinusoidal waves as voltage at the transmitting
power source. Some researches use square waves instead of sinusoidal waves, since
generating square waves is much easier and more cost-effective. However, little is
known about WPT with square wave inputs. [8] applies a square wave as the power
source voltage, and observesWPT by approximating the square wave as a sinusoidal
wave. The approximation is possible if the circuit has a single resonant frequency
and the power source voltage can be driven at the resonant frequency of the circuit;
however, it should be verified under the other situations. This paper argues the ability
of WPT circuits with different types of input; we figure out power and efficiency of
WPT circuits with sinusoidal and square wave inputs.

2 Preliminaries

In this paper, we are interested in how a sinusoidal-wave input and a square-wave
input respectively affect the outputs of WPT circuits, and what difference about
performance of WPT system there is. The amplitude of inputs are adjusted in such a
way that when they are used in the circuit in Fig. 1 the load powers of those are equal.
This situation makes the two wave inputs have ability to deliver the same power. In
the rest of the paper, the power supply voltages which are defined as in Fig. 1 if they
are not specified.

Fig. 1 Power and efficiency with different inputs

3 Basic Wireless Power Transfer Circuits

This section discusses choice of input wave for the WPT circuit in Fig. 2. Then we
focus on particular situation where using square waves as input voltage surpasses
pure sinusoidal waves.
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3.1 Circuit Equation and Transfer Function

On the WPT circuit in Fig. 2, the left side is a transmitting circuit and the right side
is a receiving circuit, and the power which is generated at power source is delivered
wirelessly and then consumed at a load. The values R1, R2, C1, and C2 are parasitic
factors of the circuit and inductances, Rload is a load resistance, L1 and L2 are self
inductances, and M is a mutual inductance. For the circuit, the state space equation
is derived as (1) and the transfer function from the voltage of power source u to the
current of receiving side i2 (2) can be obtained (but omitted here)[9].

ẋ = Ax + Bu, x = [
v1 v2 i1 i2

]T (1)

A = 1

Δ

⎡

⎢⎢⎣

0 0 Δ
C1

0
0 0 0 Δ

C2−L2 M −R1L2 R3M
M −L1 R1M −R3L1

⎤

⎥⎥⎦ , B = 1

Δ

⎡

⎢⎢⎣

0
0

L2
−M

⎤

⎥⎥⎦

Δ = L1L2 − M2, R3 = R2 + Rload

G(s) = −MC1C2s3

D(s)
(2)

D(s) = ΔC1C2s4 + (R1L2 + R3L1)C1C2s3

+ (L1C1 + L2C2 + R1R3C1C2)s
2 + (R1C1 + R3C2)s + 1

3.2 Sinusoidal Wave or Square Wave as Input

In this subsection, practical values of resistances, capacitances, self inductances, and
mutual inductances are used. With these values, power and efficiency are calculated
with a sinusoidal and square waves which have the same frequency based on the
equation (1). The power and efficiency with inputs whose frequency are fixed at the
resonant frequency of the circuit and at one third are shown in Fig. 2. If a sinusoidal
wave at the resonant frequency is used, the output power is maximized because the
current is proportional to the voltage at the resistive load. On the left table in Fig.
2, we can see that WPT driven by the sinusoidal wave is better than by the square
wave at the resonant frequency. However if the frequency of the power supply is
restricted to be less than the resonant frequency, it is not the case. On the right table
in Fig. 2, the frequency is set to one third of the resonant frequency. In this case,
both power and efficiency by the square wave input are higher than by the sinusoidal
wave input. One reason is that square waves are represented by Fourier series which
are composed of many sinusoidal waves with different frequencies. In [8], using the
resonant frequency is suitable when they use square waves well as sinusoidal waves.
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-

-

-

-

-

Fig. 2 The numerical examples

However, it is revealed here that the square waves skillfully utilizes the resonant
phenomena in this case.

4 Use of a Relay Circuit to Transfer Power

In this section, the difference with a sinusoidal wave input and with a square wave
input is examined by the WPT circuit with a relay of Fig. 3. On the WPT circuit of
Fig. 3, the left side is a transmitting circuit, the middle side is a relay circuit, and the
right side is a receiving circuit. It is the characteristic that Fig. 3 has a few resonant
frequencies for the circuit of Fig. 2 which has a single resonant frequency. The state
space model of the circuit is shown as the equation (3)[10], and the Bode diagram is
shown in Fig. 3. The Bode plot has three peaks at three resonant frequencies since
there are three inductances and capacitances respectively. In this example, high power
can be obtained if a square wave input whose frequency is adjusted to the lowest
resonant frequency drives the circuit.
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ẋ = Ax + Bu, x = [
v1 v2 v3 i1 i2 i3

]T (3)
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Fig. 3 Relay circuit
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5 Conclusion

In this paper, we have discussed how the type of inputs affect the power and efficiency
of a WPT circuit on the standard WPT circuit and with the relay circuit. In general,
high output power can be obtained by using a sinusoidal wave and adjusting its
frequency if a WPT circuit has a simple resonant frequency. In contrast, it has been
revealed that a square wave should be adopted rather than a sinusoidal wave when
the available frequency of power source is confined or the WPT circuit has plural
resonant frequencies.
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Analyzing Tagging Accuracy of Part-of-Speech 
Taggers 

Nyein Pyae Pyae Khin and Than Nwe Aung * 

Abstract Automated part-of-speech (POS) tagging has been a very active research 
area for many years and is the foundation of natural language processing systems. 
Natural Language Toolkit (NLTK) library in the Python environment provides the 
necessary tools for tagging, but doesn’t actually tell us what methods work the 
best. Therefore, this work analyzes the performance of part-of-speech taggers, 
namely the NLTK Default tagger, Regex tagger and N-gram taggers (Unigram, 
Bigram and Trigram) on a particular corpus. The corpora we have used for the 
analysis are; Brown, Penn Treebank and CoNLL2000. We have applied all taggers 
to these three corpora, resultantly we have shown that whereas Unigram tagger 
does the best tagging in all corpora, the combination of taggers does better if it is 
correctly ordered. 

Keywords POS taggers · Brown corpus · Penn Treebank Corpus · CoNLL2000 corpus 

1 Introduction 

Part-Of-Speech (POS) tagging is the process of identifying nouns, verbs, adjec-
tives, pronouns, conjunction and other parts of speech in context. POS tagging can 
be used for Linguistic-text pre-processing before semantic analysis. Research on 
part-of-speech tagging has been closely tied to corpus linguistics. The tag sets, the 
collection of tags used for a particular task and the terminology of tagging are 
defined by different projects such as Brown Corpus Tag-Set, Penn Treebank Tag-
Set. In Python programming language there is an infrastructure about natural  
language processing, which is called Natural Language Toolkit (NLTK). NLTK 
includes extensive software, data, and documentation, all freely downloadable 
from http://www.nltk.org/. Distributions are provided for Windows, Macintosh, 
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and Unix platforms [1]. The Natural Language Toolkit (NLTK) is a Python pack-
age for natural language processing. NLTK requires Python 2.6, 2.7, or 3.2+. 

In the Python development environment, there are several tagged corpora avail-
able for installation. The available corpus names are listed by using 
nltk.download( ) method [1]. However, not all of the corpora listed by this method 
are tagged. In this paper, we will be dealing with tagged corpora, i.e. which in-
cludes part-of-speech annotations. The tagged corpora installed for this work in 
the Python NLTK library are as follows; Brown Corpus[9], Penn Treebank Corpus 
[6]and CoNLL2000 Corpus[10]. The aim of this paper is to compare and evaluate 
POS taggers, namely NLTK Default tagger, Regex tagger, N-gram taggers (Uni-
gram, Bigram and Trigram) and tagger combination on the selected corpus. 

In this study, we have more deeply examined the different corpora and taggers 
available in NLTK. We have first listed POS taggers used for analyzing tagging 
accuracy. The Python source code for analyzing the CoNLL2000 corpus is written 
in method and analysis section to show the exact way of how we made the analy-
sis. While writing the code for analysis, we have inspired from the code samples 
used in [1]. Finally, all corpora are analyzed by using the same tagging methods 
and the accuracies are listed in Table 1. 

The paper proceeds as follows: Section 2 describes POS taggers and gives an 
overview of each tagger. Section 3 details measuring of tagging accuracy. Section 
4 reports experimental result. Finally, in Section 5, concludes the paper. 

2 POS Taggers 

There are three main POS taggers that we will use: 
 
1. Default Tagger: This tagger tags every word with a default tag. For exam-

ple, a very good baseline for English POS-tagging is to just tag every word 
as a noun. 
 

2. Regex Tagger: This tagger uses human-defined patterns and tags according 
to that pattern array. 

 
3. N-gramTaggers: N-grams over any given sequence can be informally de-

fined as overlapping subsequences each of length N. As an example, the sen-
tence “My name is Nyein Pyae” will yield the following n-grams for various 
values of N: 

• N = 1 (1-grams or Unigrams): My, name, is, Nyein, Pyae 

• N = 2 (2-grams or Bigrams): My name, name is, is Nyein, Nyein Pyae 

• N = 3 (3-grams or Trigrams): My name is, name is Nyein, is Nyein Pyae 
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Fig. 1 N-gram tagger context [1] 

Fig. 1. shows the basic idea behind this strategy. Instead of just looking at the 
word being tagged, we also look at the POS tags of the previous n words. Therefore, 
using n-grams allows us to be able to take context into consideration when perform-
ing POS-tagging. The important thing to realize is that when using an N-gram Tag-
ger, we need to train it on some sentences for which we already know the POS tags. 
This is needed because an N-gram Tagger needs to count and build tables of how 
many times a particular word is tagged as a verb (when N=1) or how many times a 
particular word preceded by a noun is tagged as a verb (when N=2) and so on.  

3 Measuring Accuracy of Tagging 

A POS tagger attempts to assign the correct POS tag or lexical category to all 
words of a given text, usually by relying on the assumption that a word can be 
assigned a single POS tag by looking at the POS tags of the neighbouring words. 
The source code used for corpus exploration and the POS tagger applications are 
explained by using the CoNLL2000 corpus as follows: 
 

 
 



350 N.P.P. Khin and T.N. Aung  

 

We have found that not all of the corpora installable are tagged. Then we fil-
tered the tagged corpora as if the tagged words( ) method is reachable in a corpus, 
we assumed it as a tagged corpus. The assumption is made according to the NLTK 
web site, which is written as tagged words( ) method is only supported by corpora 
that include part-of-speech annotations [12]. As a result of this filtering, we have 
found that Brown Corpus, Penn Treebank Corpus and CoNLL2000 Corpus are 
available with their tagged sentences. After all, we have applied Default Tagger, 
Regex Tagger, Bigram Tagger, Unigram Tagger, Trigram Tagger and Combina-
tion of taggers to these three corpora. The Python source code for analyzing the 
CoNLL2000 corpus is shown in the following sessions. 

3.1 Default Tagger 

Firstly, in order to evaluate the taggers on the CoNLL2000 corpus, “Default 
tagger” is analyzed. The default tagger tags each token with the most common tag. 
In order to get the best result, we tag each word with the most likely tag (i.e. NN 
tag) [1]. In the program code below shows that 14.20% of the tags are nouns for 
the CoNLL2000 corpus. 

 
We can create a tagger, called defaultTagger, this tags everything as NN. Default 
taggers assign their tag to every single word, even words that have never been 
encountered before. As it happens, most new words are nouns. Thus, default tag-
gers help to improve the robustness of a language processing system. 

3.2 Regular Expression Tagger 

The regular expression (Regex) tagger assigns tags to tokens on the basis of 
matching human defined patterns. For instance, we might guess that any word 
ending in ‘ed’ is the past participle of a verb, and any word ending with ‘'s’ is a 
possessive noun [1]. We can express these as a list of regular expressions:  
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Regex tagger does a better job of handling "unseen" words than the 'NN' default 
tagger.  It is More sophisticated than the 'NN' default tagger. This tagger by itself 
is limited to very common language properties; therefore it is able to tag only the 
22.11% of the whole corpus correctly. 

3.3 N-Gram Taggers 

In general, an n-gram tagger makes a decision for a given word, one at a time, in a 
single direction. We can analyzed each of the 3 N-gram Taggers: Unigram Tagger, 
Bigram Tagger, and Trigram Tagger as shown follows: 

3.3.1 Unigram Tagger 

The unigram tagger implements a simple statistical tagging algorithm: for each 
token, it assigns the tag that is most likely for that token’s type. Before a unigram 
tagger can be used to tag data, it must be trained on a training corpus. It uses this 
corpus to determine which tags are most common for each word. Unigram Tagger 
is applied to the CoNLL2000 corpus with the Python code below and it is able to 
tag 89.47% of the whole corpus correctly. 

3.3.2 Bigram Tagger 

The bigram tagger is applied similar to the unigram tagger, the same training and 
test sets are used. The accuracy of the tagger (20.31%) decreases dramatically 
according to the unigram tagger. This decrease is explained in [1] as follows; No-
tice that the bigram tagger manages to tag every word in a sentence it saw during 
training, but does badly on an unseen sentence. 
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3.3.3 Trigram Tagger 

We applied the trigram tagger to CoNLL2000 corpus. The trigram tagger will be 
using the part-of-speech tag of the previous two tokens, which will normally be 
the last word of the previous sentence and the sentence-ending punctuation [1]. 
However, the lexical category that closed the previous sentence has no bearing on 
the one that begins the next sentence. As it is seen in the following code, the same 
training and test sets are applied. The accuracy of the trigram tagger (10.87%) is 
also decrease than the bigram tagger for CoNLL2000 corpus. 

 

3.4 Combination of Taggers 

It is possible to combine taggers such that if the primary tagger was unable to 
assign the tag to a particular word, it backs off to the second tagger for the predic-
tion [2]. This is known as Backoff. Most NLTK taggers permit a backoff tagger to 
be specified. For each token to be tagged, the backoff tagger consults each sub-
tagger. Thus, we applied all the taggers by combining them in an order as follows: 

 
Note that the backoff sequence is in reverse order, so for the trigram tagger 

backs off to the bigram tagger, which backs off to the unigram tagger and so on. 
The accuracy of combination of taggers is 92.54%. Consequently, the result be-
comes better than all of the above taggers used. 
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4 Experimental Result 

To test the accuracy of a part-of-speech tagger, we can compare it to the test sen-
tences. The accuracy represents the percentage of words the taggers have tagged 
correctly. Table 1 displays the total amount of tokens in each corpora used for this 
experiment.  

Table 1 Tagging accuracy of NLTK. 

Corpus 

Name 

Default Regex Unigram Bigram Trigram Comb. Of Taggers 

CoNLL2000 14.20 % 22.11 % 89.47 % 20.31 % 10.87 % 92.54 % 

Brown 13.13 % 28.33 % 87.71 % 33.90 % 19.21 % 91.29 % 

Treebank 13.08 % 20.53 % 86.35 % 11.34 % 6.71 % 89.62 % 

 
As seen in Table 1, Unigram Tagger performs better than the other taggers 

when applied alone on all three corpora. But the combinations of taggers’ results 
are even better. Trigram and bigram taggers give lower results in accuracy. The 
experiments conducted show that the bigram tagger performs better than the tri-
gram tagger in all cases. When we look at the results vertically for the corpora, 
tagging accuracy of the Brown corpus is better than the other ones with the bigram 
and trigram taggers. Whereas, n-gram taggers in general give more accurate re-
sults than the others applied, bigram and trigram taggers need more data to train in 
order to give better results for the Treebank and CoNLL2000 Corpora. 

5 Conclusion 

In this work, part-of-speech tagging is analyzed by improving the usage of differ-
ent techniques and different corpora. The differences between each corpus are 
analyzed according to their tagging accuracies. The most important component of 
part-of-speech tagging is using the correct training data. A tagger trained on the 
CoNLL2000 corpus will be accurate for the treebank corpus, and vice versa, be-
cause CoNLL2000 and Treebank are quite similar. So make sure you choose your 
training data carefully. The tagger works by comparing the text given to it to a 
corpus of pre-tagged text. For the future work, some more improvements will be 
made for the regular expression tagger by using more complex patterns.  
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Detection of Airway Obstruction from 
Frequency Distribution Feature of Lung Sounds 
with Small Power of Abnormal Sounds 

Tomoki Nakano and Shigeyoshi Nakajima * 

Abstract We propose a new method to detect airway obstruction from a lung 
sound record with power of which abnormal sounds is much smaller than power 
of normal sound s. One of traditional methods to detect airway obstruction is 
FEV1% (forced expiratory volume 1 sec percentage) using a spirometry. But it 
bothers a patient too much. Some methods were proposed recently to detect ab-
normal sounds because an airway obstruction sometimes makes abnormal sounds 
such as wheeze or rhonchi or else. But it is not available for cases with small pow-
er of abnormal sounds. The correlation coefficient between our proposed value 
and FEV1% was -.592. And the AUC value of the proposed method with 70% 
threshold of FEV1% was 0.833. The proposed method could detect airway ob-
struction with sensitivity=0.8 and specificity = 0.78 FEV1%. 

Keywords Bronchial asthma · Airway constriction · FEV1% · Fourier transform · 
Wheeze · Diagnosis 

1 Introduction 

1.1 Recent Works  

There are many people annoyed by bronchial asthma [1-2]. The number of such 
people increases these days . An auscultation of lung sounds by a doctor is an 
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effective standard method for bronchial asthma. But an airway obstruction  from 
bronchial asthma often  occurs at the onset of sleep and often doesn’t occur in 
front of a doctor in daytime .  Then automatic detections of airway obstructions 
from lung sounds recorded in a home along 24 hours in a day seems very useful.  

A wheeze is an abnormal noise often occurs during airway obstruction. Some 
lung sounds analyzer were proposed [3-11]. Most of them detect airway obstruc-
tion using rate of wheeze time per total time in a breath. Cases which rate are over 
a threshold become positive in detection of airway obstruction.  But those me-
thods are not available with cases without explicit wheeze for a doctor’s ear. 
Wheeze is made from a vibration when air goes through a narrowed airway. But 
wheeze occurs randomly. There are some cases of airway obstruction without 
explicit wheeze. While wheeze often occurs in severe patients, this is not always 
the case in mild asthma. So conventional lung sound analyses are available for 
severe cases but not for mild cases.   

There are traditional method s without computational analyses. One of them is 
FEV1% measurement. A simple spirometer is used to measure FEV1%. A patient 
is forced to breath fully and a spirometer measures volume of the breath. It is a 
hard work for a patient with lung disease. But computational lung sound analyses 
don’t need a patient’s effort and can watch in 24 hours with a small  wearable 
microphone. 

1.2 Purpose of Proposed Method 

There are method without computational analysis. One of them is FEV1% mea-
surement. A little spirometer is used to measure FEV1%. A patient blows the ma-
chine with effort. It is a hard work for patients with lung disease. But lung sound 
analysis doesn’t need a patient’s effort, is a contiguous method and needs only a 
little wearable microphone on a body of a patient. 

1.3 Purpose of Proposed Method 

The rest part of this paper goes as below. Section 2 shows sound and nature  
of a lung.  Section 3 shows the detail of the proposed method. Section 4 shows  
an experimental result. Section 5 shows a consideration. And Section 6 shows a 
conclusion. 

2 Sound and Nature of Lung 

2.1 Function of Respiration 

Most people concern about their breaths keep their health. There increases number 
of patients of bronchial asthma, pneumonia or other lung diseases in this decade. 
A breath shows a condition of an airway and a lung. An airway obstruction often 
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occurs in asthma or pneumonia. The traditional method to detect airway obstruc-
tion is FEV1%. It uses a spirometry. It needs a much effort of a patient to blow a 
spirometry. And a man cannot blow a spirometry in continuity. Once in a day is an 
ordinary way. But there are many wearable sensors in this days. Lung sounds can 
be recorded in 24 hours in a day in continuity using one of those sensors. Many 
works analyzed lung sound. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) Usage of Spirometer          (b) Graph of Record of Spirometer  

Fig. 1 Spirometer 

Fig. 1 shows a spirometer. Fig. 1(a) shows usage of a spirometer. A person (a 
patient or a normal) blows or sucks air from/to his/her lung with effort. The air 
goes through a tube of a spirometer. There are three measurements FVC, FEV1 
and FEV1%.  FVC is Forced Vital Capacity (Liter) the volume of blown air from 
a full lung condition to an exhausted lung condition with effort. FEV1 (Liter) is 
the volume of the air blown in the first 1 second.  FEV1% is a percentage of 
FEV1 per FVC. 

 
 =                 ×100                        (1)  

 

2.2 Sounds and Noises of Breath 

J. Antônio [2] described lung sounds such as wheeze or else 
 

 Normal Sounds of Lung   
1) Tracheal Breath Sounds 

The sound occurs at a neck. Mostly its frequency is under 1 kHz. 

FEV1%  
FEV1

FVC
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2) Bronchial Breath Sounds 
The sound occurs at thick bronchi. Mostly its frequency is under 1 kHz. 

 Adventitious Sound 

1) Continuity Adventitious Sound 
Rhonchi have thick power between 200 (Hz) and 300 (Hz). 
Wheezes have thick poser between over 400 (Hz) and occur in chests. 

2) Discontinuous Rale 
Coarse crackle has thick power between 200 (Hz) and 500 (Hz).A period of 

coarse crackle is 15 (ms). 
Fine crackle has thick power under 2000(Hz).A period of fine crackle is 5 (ms). 

2.3 Medical Approach About Lung Sounds Analysis  

Some researchers in medical area analyzed frequency distribution of lung sounds 
before and after of decrease of FEV1 [3-5]. They administered subjects with mild 
asthma case methacholine or histamine. Administrations of such drugs make bron-
chial obstructions artificially. R. Beck et al. [3] investigated spectra of sounds with 
an original FEV (i.e. no drug), spectra with FEV which are 20% down and spectra 
with FEV which are 40% down. They administered histamine to subject which were 
from 9 years old to16 years old. They extracted wheeze sounds from the spectra and 
analyzed them with LSA (Latent Semantic Analysis) algorithm to detect bronchial 
obstructions. But the result was not so enough. L.P. Malmberg et al. [4] used the 
highest frequency Fmax in a spectrum and the median frequency F50. H.J.W. 
Schreur et al. [5] compared the flow values of breaths measured by a spirometer and 
LSI (lung sound intensity). 

2.4 Information Processing Approach About Lung Sounds 
Analysis  

Some researchers in information processing area worked about lung sounds and 
lung diseases. R. Palaniappan et al. made an algorithm to classify lung sounds to 
some classes, wheeze, rhonchi, coarse crackle and fine crackle using machine 
learning [6-7].  R.J. Riella et al. [8] detected edges of concentrations of wheeze 
sounds in spectrum and determine whether the sound includes wheeze or not. M. 
Y. Chen et al. [9] employed back propagation, vector quantization and competitive 
learning to classify a lung sound to bronchial breath sound, bronchial lung alveoli 
sound, lung alveoli sounds, wheeze, crackle or stridor. The accuracy of their me-
thod is 90% for explicit sound data. M. Bahoura et al. [10] employed wavelet and 
decrease error detection of wheeze. And also M. Bahoura et al. [11] removed 
white Gaussian noise using wavelet before to detect wheeze.  
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3 Method 

This section shows algorithms employed by the proposed method in this paper to 
detect airway  obstructions in lungs from lung sounds. We approach another way 
instead the recent works. The researcher described above wanted to detect indi-
vidual abnormal sounds in analysis of lung sounds. There are some cases with 
explicit abnormal lung sounds. But there are other cases without explicit abnormal 
lung sounds. We focused latter cases. The methods to detect abnormal sounds are 
not available to the cases without abnormal noises. We found that there were pow-
er distributions of sounds between 200Hz and 400Hz which seemed wheeze 
sounds but they have not explicit peaks in airway obstruction sound records. So 
we propose a method which is available to no-wheeze cases to detect airway ob-
structions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Electronic Stethoscope 

3.1 Recording of Lung Sound 

We used an electronic stethoscope to record lung sounds as shown in Fig.2. 

Table 1 Dimensions of Electronic Stethoscope 

Sampling Frequency 4000[Hz] 
Recording Mode  Diaphragm 
Additive Function Ambient Noise Canceller 

 
Table 1 shows parameters of an electronic stethoscope when we used it.  
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3.2 STFT  

We employ STFT (Short-Time Fourier Transform) as some of recent works de-
scribed above. We didn’t use wavelet and we think that wavelet is one of our fu-
ture works. 

An ordinary Fourier transform is described as an equation shown below. 
 

 
(2) 

 
 

We select window size 0.124 sec.  
 

3.3 Power Rate 

 

Fig. 3 Frequency Distribution 

Fig.3 shows some frequency distribution of power of a lung sound. Fig.3(a) is a 
typical positive case of airway  obstruction. There is a high and precipitous peak 
near 544Hz. It seemed as a wheeze. And the peak of wheeze is higher than normal 
sounds which frequency are from 34Hz to 306Hz. Fig.3(b) is a positive case of 
airway obstruction which peaks over 408Hz are lower than normal sounds. There 
are many peaks from 408 to 612Hz. We guess that air flow which is a source of 
wheeze is stable in Fig.3(a). But it is not stable in Fig.3(b) and failed to make a 
clean sound.  Fig.3.(c) shows a negative case. There is a low but precipitous peak 

(a) Positive Case of Explicit Wheeze Peak   (b) Positive Case of Small Wheeze Power 

(c) Negative Case 1                                                      (d) Negative Case 2 
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near 544z. It may be detected as a wheeze peak. But power from 416Hz to 782Hz 
is much smaller than power from 32 to 384Hz. Fig. 3(d) shows also a normal case. 
There is large power from 34Hz to 374Hz as normal sounds of lung. And power 
from 408 Hz to 782 Hz was very small. The power of a high area is much smaller 
than the powers of a low area in negative case. We thought that the power rate of a 
high frequency  rea vs. a low frequency area may reflect the airway obstruction 
level. The computation of the powers needs not explicit wheeze detection. Equa-
tion (3) shows the ratio of power of a high frequency area and power of a low 
frequency area. P0-400  indicates mean power from 0Hz to 400Hz.  P400-800 indi-
cates mean power from 400Hz to 800Hz. We think that the ratio R can be used as 
an index value to indicate airway  obstruction calculated from sounds only with-
out usage of a spirometer. 
 

 
                R =                                                    (3) 

4 Experimental Result 

Fig. 4. shows a distributions of rate R and FEV1%. There are 31 positive cases and 
55 negative cases. We measured FEV1% of a person and record his/her lung 
sounds. Sometime we administrated the person methacholine to make airway  
obstruction artificially. The best correlation coefficient was -0.592. We selected 
70% as a threshold of FEV1%. A person which FEV1% is over 70% is negative at 
airway obstruction. And a person under 70% is positive. 

 

 

Fig. 4 Rate R vs. FEV1% 

 
 

P400-800 

P0-400 
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Fig. 5 ROC Curve  

Fig.5 shows ROC curve with 70% threshold of FEV1% and various thresholds 
of rate R. AUC value is 0.833 . There are 4 values about quality of diagnosis. TP 
is number of “true positive”. The person is positive and the diagnosis is positive. 
TN is number of “true negative”. The person is negative and the diagnosis is nega-
tive.  FP is number of “false positive”.  The person is negative and the diagnosis 
is positive. FN is number of “false negative”. The person is positive and the diag-
nosis is negative. A point with a threshold  (R=0.181)  in Fig.5 indicates sensitiv-
ity=0.8 and specificity = 0.78.    

 
             sensitivity  =                                                     (4) 

 
 
 

              specificity  =                                                    (5) 

5 Consideration 

The absolute value of correlation coefficient as the result 0.593 is evaluated mod-
erate accuracy. And also AUC value 0.833 is moderate accuracy. A small micro-
phone on a patient skin can easily record lung sounds. An equipment such as a 
smart phone can be calculate a rate R in real time. Then a patient can be monitored 
about airway obstruction 24 hours in real time. The proposed method may help 
many of asthma patients. 

TP 

TP+FN 

TN 

TN+FP 
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6 Conclusion 

We proposed a new method to detect airway obstruction available also for cases 
with small power in high frequency area. 

In future we will investigate the frequency threshold 400Hz and the use of other 
function instead of a simple mean. 
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Entropy Based Test Cases Reduction Algorithm 
for User Session Based Testing 

Hsu Mon Maung and Kay Thi Win * 

Abstract Web applications are crucial role for daily user activities such as online 
banking, online shopping and searching. It is important to ensure the reliability 
and web application testing has been used in finding various faults in order to 
improve the quality of reliable web services. Among test cases generation 
approaches, user session based testing is an approach to create test cases with real 
user data. However, real user data usage is extremely large and executing all the 
test cases can be time consuming in practice. This paper describes the test cases 
reduction approach for analyzing and replaying the large number of test  
cases generated from user session data. The entropy gain theory is applied in test 
cases reduction process to get the best test suite that covers all user accesses of 
web application. To evaluate the effectiveness of proposed method, the analytical 
results are described in terms of URLs coverage, reduction time and test cases 
reduction rate. 

Keywords User session based testing · Entropy gain theory · Test cases reduction 

1 Introduction 

As most daily activities rely on the services provided by web applications (WA), 
the qualities of these applications are central role. Testing web applications is an 
integral part of software development process in order to ensure software quality. 
However, web application testing is a very expensive process in terms of time and 
resources due to the nature of web application. Testing, designing and generating 
test cases are challenging tasks because web application is complex and 
changeable. There are different types of web application with the goal of finding 
faults in the software under development. User session based testing has been 
recently researched as a way for effectively testing web application. This 
technique is a capture/replay mechanism that collects user data with user 
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interaction from web server and these collected data are transformed into test 
cases in the form of http requests. For web application system, field data has the 
additional advantage because the usage data is independent of the underlying 
implementation and server technologies, thus reducing the costs of finding inputs 
[1]. User session based testing is less dependent on fast changing technologies 
used by web applications and it can generate test cases using real user data without 
analyzing the internal structure. In this testing, a tester captures user accesses 
during deployment to create user session which are then replayed as test cases. A 
major problem with user session based testing is the cost of collecting, analyzing, 
and replaying the large number of test cases generated from user session data [2]. 
Many researchers have proposed selection and reduction methods of test suites in 
user session based testing because the collected daily user logs are million 
gigabytes that are impossible to replay as test cases. However, the effectiveness of 
this testing technique depends on the collected user session data set. To design test 
cases effectively, the strategy is needed to be not only reduce test suite size but 
also cover each possible user behavior. This paper presents an approach for 
achieving high efficiency test results in user session based testing by reducing the 
overhead of selection and analyzing user session data. The main goal of paper 
selecting test cases for test suite reduction based on entropy value analysis. A 
reduced set of user session data is produced by applying proposed entropy based 
reduction algorithm. Some preliminary case studies were carried out to validate 
the proposed technique and to evaluate its effectiveness. 

In the remainder of this paper, the related work is described in Section 2. 
Testing web applications and user session based testing are described in Section 3 
and 4 respectively. In Section 5, we present methodology, entropy based heuristic 
for test suite reduction. Section 6 describes experimental study with two subject 
applications for evaluation process. The paper is concluded in Section 7. 

2 Related Work 

In this section, several researches related with testing web application are described. 
Sampath et al. [3] explored the possibility of using concept analysis for 

achieving reduction and scalability in user session based testing of web 
applications. This method is completely automated user session selecting, 
reduction through replay process. The studies showed that concept analysis can 
provide incrementally updating reduced test suite. The authors also admitted the 
importance of request data and ordering.  

The studies [4] explored a method of estimating dependencies automatically 
and using them to arrange the test suite. The authors depicted some limitations of 
an approach to testing Web applications automatically and introduce some ideas 
for improving upon it. 

Ebrahim Shamsoddin-Motlagh reported a survey of recent research to generate 
test case automatically. Those are presented from UML based, graph based, 
formal methods, web application, web service, and combined methods [5].  

H.M.Maung [6] proposed the framework for user session data reduction in web 
application testing. The authors also discussed validation methods for evaluating 
the effectiveness of this approach. 
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The studies [7] explored a method of estimating dependencies automatically 
and using them to arrange the test suite. The authors depicted some limitations of 
an approach to testing Web applications automatically and introduce some ideas 
for improving upon it. 

3 User Session Based Testing 

In user session based testing, each user session is a sequence of user requests in 
the form of baser requests and name-value pairs [11]. It generates test cases that 
can effectively detect residential faults with the use of field data. The key 
advantage is that the minimal configuration changes need to be made to the web 
server to collect user requests [12]. In addition, user session based testing is useful 
when the program specification s and requirements are not available for test cases 
generation [3]. A user session is transformed into a test case by changing each 
logged request into HTTP format that can be sent to the server. When a request 
from a new IP address arrives at the server, a user session is identified as initial 
and when the user leaves or session time out, the user session is identified as the 
end. A time out interval of 30 minutes is taken to identify the user session. 

4 Test Cases Reduction Technique 

The number of user session data can be very large due to frequently usage of web 
applications. Using all of the user sessions as test cases may not be practical when 
testing the application. One of the web application natures, frequently 
maintenance changes can cause some test cases to become obsolete. In addition, 
redundant user requests are also contained in user session data and it may be 
overload for generating as test cases. Therefore, test suites reduction technique is 
needed with the criteria of covering all base requests in original test suite. Test 
suite reduction is a test suite management method where a smaller set of test cases 
are selected from a large original suite while maintaining the requirement 
coverage of the original suite [8]. Test requirements coverage is very important 
and well accepted measure for deciding when to stop testing, selecting test cases 
and reducing test suites [9].  

5 Methodology 

In this paper, new heuristic for test suite reduction is proposed by applying 
entropy gain theory. The core definition of information theory is the entropy, a 
measure for uncertainty of a random variable [13]. Shanon’s information entropy 
can be expressed as following equation and assume that N objects and a variable 
containing K categories [10]: 

   i

n

i
i PP

=

−
0

log  (1)  
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where H is entropy and pi is the probability of being in category i out of the K possible 
categories. The values of H vary from the minimum value of zero to a maximum value 
of log K (K is the number of categories). When a single category is occupied by all N 
objects, the value of H is minimum value of zero and when all objects are evenly 
distributed among the K categories, the maximum value of H is attained. 

In this paper, the entropy based reduction method is proposed to reduce test 
cases for user session based testing. By analyzing the entropy values, the proposed 
concept is that the higher entropy value leads to the more URLs covered. 
However, to normalize the entropy value to the range [0, 1], the base logarithm is 
needed to choose the total number of links. Therefore, the entropy equation 
becomes as follows: 

  i

n

i
Ki PP

=

−
0

log   (2)  

where K is the total number of links of web application that are extracted by using 
link extraction tool. The goal of this heuristic is to reduce the original user 
sessions into an equivalent smaller one with the full requirements coverage. 
Therefore, the reduction algorithm is proposed by applying entropy gain theory on 
user session data. Our reduction algorithm, shown in Table 1, use Shannon’s 
entropy gain function for analyzing coverage of user accessed based requests. 

Table 1 Entropy based Test Cases Reduction Algorithm 

Algorithm. Test Cases Reduction 

Input: user sessions U = (u1,u2,…,um) with user session ui 
consisting of n requests r1,r2,…,rn  
Output: Reduced Test Suite T = (t0, t1, …, tn) 
- Calculate entropy value E1,E2,…,Em for each user 
U1,U2,…,Um in user session. 
- T = max ({E(u1), E(u2),….,E(um)}) as test case ti  
- Request R = ri €€  ti  
- Select next highest entropy E (ui) as test cases tj (i≠j) 
  if (rj  €€  R) then 
  Remove ui and select next highest entropy E (ui) 
  else 
  ui is selected and add it to the reduced test suite T 
-Repeat the process until all base requests are satisfied in 
original test suite 

 
To demonstrate proposed reduction algorithm, there are three main components as 

illustrated in Fig. 1. The first step, user session data collection is easily accomplished 
by capturing data from web server. These access logs are converted into test cases in 
second step and finally, some heuristics are applied in reducing phase. 
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Fig. 1 Framework of Proposed System 

5.1 User Session Collection and Test Cases Generation 

In the first step of proposed system, the user sessions data of specific web 
application system as in Fig. 2 are collected. These access logs are collected from 
Digital Library system (DLS) and the official website http://www.ucsm.edu.mm 
of our university. The user access logs are parsed into different fields and we 
remove the unnecessary data from these logs such as .jpg.  

As a second step, these access logs are converted into test cases in the form of 
http requests that can be sent to the server. A user session based test case is a 
sequence of HTTP request (GET or POST) containing base requests and name 
value pairs that are recorded when a user accesses the application [6]. Many 
researchers have proposed different strategies for construction test cases from user 
sessions [3],[4],[5],[6]. 

 

 

Fig. 2 Sample Access Log 
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5.2 User Session Data Reduction 

Before reduction process, we need to identify which test requirements are used for 
coverage criteria. The different test requirements from user session based test 
cases are generally defined as base, sequence, sequence name, name, and 
name_vlue [9]. In our proposed system, base request coverage (base) is used as 
coverage criteria and thus base form of requests are extracted in user session data.  

In reduction process, we need to calculate the entropy value of each user in user 
sessions pool. We select the highest entropy value of user is selected as a test case 
because it covers all or most URLs in web application than others. According to 
table 2, entropy value of user 3 is highest and it is selected as a test case. All 
requests in selected test case are marked. For example, numbers of base requests 
covered by U3 are 5 on total numbers of base requests 6. We select the next 
highest entropy value of user and compare the requests with selected test case to 
check whether all base requests are covered or not. In some cases, there are two or 
more users that have same entropy values mean that the amount of base requests 
accessed by user are the same. In this case, we need to consider the requests 
contained in these users.   

According to our example in Table 2, the entropy values of user 5 and user 6 
are the same. By comparing the requests in these users, we found that the base 
request  (view.php) does not include in selected test case U3 and all base requests 
in U6 are also contained in test case U3. Therefore, selecting only two test cases 
U3 and U5 can cover all base requests in original test cases instead of using six 
test cases. We need to continue these processes until all of the base requests in 
original test suites are satisfied. Our entropy based test cases reduction algorithm 
shown in Table 1 enables not only reduce test suite size but also cover base 
requests as original one. By reducing test suite size, the testers save time because 
the large original test suite does not need to execute.  

Table 2 Sample Entropy Value Table of Each User 

User  
Home.

php 
Search.

php 
Books.

php 
Login.

php 
View.
php 

Ebooks.
php 

Entropy 
Value 

U1 1 1 1 0 0 0 0.61314

U2 1 1 0 1 0 0 0.61314

U3 1 1 1 1 0 1 0.89824

U4 1 1 1 0 0 0 0.61314

U5 1 1 1 0 1 0 0.77371

U6 1 1 0 1 0 1 0.77371



Entropy Based Test Cases Reduction Algorithm for User Session Based Testing 371 

 

6 Experimental Framework 

6.1 Subject Applications 

To validate the proposed reduction algorithm, some case studies were carried out 
in this section. The results of case study involving two real web applications 
(Digital Library System and www.ucsm.edu.mm) will be presented. Digital 
Library System enalbes all of the students  to access e-books, syllablus, old 
questions and update timetables of each class.  The 222 user sessions are collected 
from web server by the student users. The requests to administraor  are removed 
because administrative fuctionalities are not considered in our study. Our official 
site, ucsm.edu.mm,  is developed by our e-government team for students where we 
collected about 1000 user sessons. Users can view proceedings and workshop 
announcement, exam results, lecture invitation, and activities and other related 
information in this site. 

6.2 Reduction Rate and Coverage Analysis 

In our experiment, the effectiveness of our proposed reduction strategy was 
studied by evaluating the base requests coverage, reduction rate and reduction 
time. In terms of base request coverage as described in equation 3, we obtained 
full coverage rate (100%) because the reduced test cases can cover all base 
requests in original test suite. The proposed reduction algorithm stops reduction 
process when all requests in original test suite are covered. According to 
experimental results, our test cases reduction algorithm produces a reduced test 
suite that is smaller in size without loosing requests in the user session data. 

   %100*
.

.

suitetestoriginalinrequestsbaseofno

suitetestreducedinrequestsbaseofno
=   (3) 

To evaluate the effectiveness in reduced size of test suite, the reduction rate of 
proposed algorithm is calculated using user session data from both applications 
DLS (Digital Library System) and the web site (ucsm.edu.mm). We found that if 
there are many users that have high entropy values in user sessions, the algorithm 
can reduce test cases significantly. Table 3 presents the reduction rate of proposed 
method. These test cases reduction rates depend on the usage of base requests by 
user in user sessions pool. The results show that our entropy based reduction 
approach reduced over 90% test cases on both applications. This outcome is fine 
for user session based testing with the goal of reducing cost in testing process. 

Table 3 Reduction Rate of Proposed Method 

Applications 
Original Test 

Suite 
Reduce Test 

Suite 
Reduction Rate

DLS 222 20 90.99 % 

ucsm.edu.mm 277 18 93.50 % 
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6.3 Reduction Time Computation 

During testing to web application, a primary concern is time taken to execute the 
test suite. Test cases reduction time is important fact because it affects the 
effectiveness of reduction techniques. Factors that affect the test cases reduction 
time are complexity of the requirements used by the criteria and the algorithm 
implementation [8]. Therefore, the time taken in test cases reduction process by 
applying proposed algorithm is measured to evaluate test effectivnenss.  

Table 4 Reduction Time of Test Cases 

Log Files 
Original Test 

Suite 
Reduce Test 

Suite 
Reduction Time 

(ms) 

Access Log 1 161 15 28 

Access Log 2 277 18 26 

Access Log 3 276 22 60 

 
In this work, we use three user access logs of ucsm.edu.mm to analyze the 

reduction time.  Table 4 shows the reduction time (ms) for the test cases of our 
subject applications. We divide the user access logs into three access logs based 
on access time that is january 2013 to march 2013 be access log1, april 2013 to 
june 2013 be access log2 etc. Different number of users are included in these 
access log files. We observed that the variation of reduction time by each access 
log depend on number of users contained in user session and entropy values of 
users which means that usage of base requests by users. From Table 4, we noted 
that the reduction time for access log 3 is longer than access log 2 although the 
more users are contained in access log 2. In this case, we found more users who 
have same entropy value in access log 3 than access log 2. Because we select test 
cases based on entropy values, we need to check repeatly whether base requests 
are equal or not in same entropy cases. Therefore, we supposed that the more same 
entropy cases, the longer reduction time taken by proposed algorithm. 

7 Conclusion 

In user session based testing of web system, web usage logs are very large and 
thus resulting in a large set of tests cases. Using large amount of test cases in 
testing is not practical within time constraint. In this paper, the new reduction 
approach is proposed to reduce test suite with the full base requests coverage. We 
have presented test cases reduction algorithm based on entropy value analysis to 
satisfy all base requests as original test suite. The empirical results of our approach 
show that the reduced test cases can cover all base requests in terms of coverage 
criterion. Because proposed method uses entropy values to decide requests 
coverage, the test cases can be reduced without over-reducing user session data. In 
this paper, reduction rate, time and base request coverage are presented for 
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evaluating the results of proposed approach. We have not yet fully compared our 
approach to current user session based testing techniques. In the future, the 
abilities of fault detection will be evaluated with other test cases reduction 
approaches. 
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Abstract Online education has provided good opportunities for educationally 
disadvantaged people. However, some traditional learning management systems 
(LMSs), the base systems of online education, had the limitations in offering stan-
dardized education for diversified learners with different skills, objectives, abili-
ties, preferences, and backgrounds. In addition, the traditional LMSs, which re-
quired a constant connection of the Internet, could not be used where it is not 
available, that is, in the half of the world. Thus, we developed a new learning plat-
form for large-scale online courses (LSOC), called “the Creative Higher Educa-
tion with Learning Object (CHiLO)”. CHiLO is a comprehensive, open-network 
learning system which can realize e-textbooks, competency-based education 
(CBE), digital badges, and social learning. CHiLO can contribute to future  
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research on next-generation learning content based on e-books and a flexible, 
diversified learning environment for people worldwide. 

Keywords Large-Scale Online Courses (LSOC) · E-textbook · Competency-Based 
Education (CBE) · Digital badges · Social learning 

1 Introduction 

Education for All (EFA) is a large project and major challenge issued by the Unit-
ed Nations Educational, Scientific and Cultural Organization (UNESCO). This 
movement involves a global commitment to provide basic quality education for all 
children, youth, and adults (see http://www.unesco.org/new/en/education/themes/ 
leading-the-international-agenda/education-for-all/). However, accomplishing 
EFA’s goal through traditional teaching methods—e.g., building a massive num-
ber of brick-and-mortar schoolrooms and supplying many teachers to educate the 
world’s masses—is not realistic. Online learning can disseminate education 
worldwide at a low cost. In fact, massive open online courses (MOOCs), a type of 
large-scale online course, can radically contribute to enhancing opportunities for 
higher education around the world. 

However, MOOCs incorporate potential issues found in traditional learning 
management systems (LMS). Traditional LMSs disregard two types of diversity 
observed in large-scale online courses (LSOCs); the standardization of education 
in a learning environment including diverse students and the geographical divide 
in the digital environment. 

Considering these issues, we have developed the Creative Higher Education 
with Learning Object (CHiLO) learning platform. CHiLO aims to provide a de-
vice-agnostic, ubiquitous learning environment through e-textbooks. It possesses 
effectively high portability in the electronic publication 3.0 (EPUB3) format and a 
comprehensive, open-network learning system created by combining various ex-
isting technologies, such as LMSs and learning resources, which includes open 
educational resources (OER) in open-network communities such as social  
networking services (SNSs).  

In this study, we report on CHiLO’s architecture and its possibilities based on 
some experimental results.   

2 The LMS in Large-Scale Online Courses 

2.1 Standardized Education in Large-Scale Online Courses 

In LSOCs, learners have different skills, objectives, abilities, preferences, and back-
grounds.  Despite that, a traditional LMS offers all learners the same content during 
the same term and the same assessments with the same criteria (Mintz 2014, Ma-
zoue 2013, Wilkowski et al. 2014). The post-MOOC movement observed after 
MOOCs gained popularity in 2012 seemed to struggle with standardized education.  
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• Competency-based education (CBE) focuses on effective learning for adults, 
e.g., working and self-supporting students, over a short amount of time (Sturgis 
et al. 2011). 

• The Task Force on the Future of Massachusetts Institute of Technology (MIT) 
Education provided further insights into unbundling education, which involves 
using different roles—such as classrooms, labs, and mentoring—as modules.  
A module is defined by its corresponding outcomes, e.g., its instruction and as-
sessment. Each module is re-bundled with competency-based assessments or 
new assessment methods relating directly to measurable outcomes for a class or 
module (Force 2013).  

• The Nanodegree (see https://www.udacity.com/nanodegree), conferred by 
Udacity, a for-profit educational organization with a MOOC platform, provides 
learners with bite-sized bundles of knowledge and immediate motivation for 
acquiring a degree. Furthermore, its curriculum is designed for acquiring spe-
cific business skills over 6 to 12 months (10–20 hours/week) for $200 a month 
(Porter 2014).  

2.2 Geographical Digital Divide 

Another challenge of traditional LMSs is the geographical digital divide. Most 
LMSs are based on web services requiring Internet access. However, about 60% 
of all people globally do not have Internet access (ITU 2015). Furthermore, 80% 
globally do not have personal computers (The World Bank 2012). Therefore, on-
line learning that requires a constant Internet connection is unavailable to them.  

In contrast, mobile communication devices are ubiquitous. The International 
Telecommunication Union(ITU) stated, “Globally, mobile-broadband penetration 
will reach 32% by the end of 2014—almost double the penetration rate just three 
years earlier (2011) and four times as high as five years earlier (2009)” (2015). 
Mobile communication devices that provide satellite communication and a per-
sonal area network (PAN), such as Bluetooth, which offers a traditional telephone 
infrastructure with Internet access, have proliferated worldwide even in areas 
without regular Internet access. Therefore, the use of mobile devices could  
provide a solution to these challenges.  

Nevertheless, mobile devices present different challenges (Deb 2012). Mobile 
devices’ essential problems are their small screens, lack of keyboards, network 
speed, reliability, short battery life, and limited content and software applications. 

3 The Architecture of CHiLO 

3.1 CHiLO’s Technology Components 

CHiLO provides flexible, diversified service for online learning based on various 
computer network environments, devices, learners’ skills with e-books, CBE, 
digital badges, and social learning (see Fig. 1). 
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The CHiLO Book  
CHiLO books, a core CHiLO component created using EPUB3 e-textbooks, con-
tain media-rich content, including graphics, animation, audio, and embedded vid-
eo. Based on the micro-credential method, CHiLO books consist of the learning 
materials used during a classroom hour. Those who complete a CHiLO book re-
ceive a CHiLO badge as a certificate of completion. 

The CHiLO Lecture  
CHiLO lectures contain videos with scripts, quizzes, and other learning materials. 
Videos offer one-minute nano lectures. This concept emerged from an experiment 
revealing that online learners’ average viewing time is approximately one minute 
(Hori et al. 2013). A CHiLO lecture is equivalent to one section in a traditional 
textbook. A CHiLO book contains approximately 10 CHiLO lectures, and a stan-
dard CHiLO course, which is comparable to a traditional university course with 
one academic credit, consists of 10 CHiLO books. 

The CHiLO Badge  
Performing indirect assessments, e.g., of learning time and academic workload, is 
difficult in LSOCs. Although CHiLO adopts a direct-assessment approach for 
learning outcomes, completion of a CHiLO course is measured in standard course 
hours corresponding to academic credits. 

Whenever a learner completes a CHiLO book, he or she receives a CHiLO 
badge, which is a simple mechanism to measure successful outcomes in CHiLO. 
When a tutor wishes to check a learner’s progress, the tutor asks the learner to 
present CHiLO badges, thus removing the need to confirm using indirect assess-
ment tools, such as grade books or tracking past results or test scores.  

The CHiLO Community  
The CHiLO community provides a social network function. Learners may share a 
downloaded a CHiLO book and have discussions on an open SNS on the Web, 
e.g., Facebook and Twitter. 

The CHiLO community is comprised of many learners and a few tutors, known 
as “connoisseurs.” These tutors act as substitutes for teachers. A learner who has 
studied and completed CHiLO books in a specific field can became a connoisseur. 
The connoisseur and learner are on equal footing, so the connoisseur often ex-
changes information with learners in the community. 

In the CHiLO community, a learner does not learn from a tutor but rather learns 
independently using CHiLO books as a learning resource. In this way, learners are 
constantly required to find suitable CHiLO books within the community. The 
CHiLO community provides methods for discovering, sharing, aggregating, and 
repurposing CHiLO books for learners.  
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The CHiLO Analytics  
CHiLO analytics recommend learning content, learning methods, and a learning 
community that fits the individual learner’s purposes and preferences. This is 
made possible by analyzing the learner’s activity logs, which are stored in the 
learning record storage (LRS), and the Institute of Electrical and Electronics Engi-
neers (IEEE) Learning Object Metadata (LOM) in the learning resource repository. 

The CHiLO Reader  
The CHiLO reader is an e-book reader application optimized for CHiLO books. 
Its purpose is to enhance the usability of CHiLO books. The CHiLO reader is 
compatible with three types of CHiLO books: embedded, EPUB3-based, and web-
based. The CHiLO reader also records learning history (outcomes, scores, tracking, 
etc.) when it is offline and sends the history to a learning record storage (LRS) 
when it goes online. 

4 Demonstration Experiments 

4.1 Experimental Methodology 

In collaboration with the Open University of Japan (OUJ) and the Japan Founda-
tion, we produced 10 CHiLO books titled “Nihongo Starter A1 (NSA1),” which 
include 10 successive lessons for those learning Japanese for the first time.  

As a demonstration experiment, we distributed two types of CHiLO books—
EPUB3-based and Web-based—from the NSA1 series over approximately one 
year (April 2014 to March 2015) at no charge through three different distribution 
channels (Table 1). One of the distribution channels, the OUJ-MOOC site, is a 
platform supported by JMOOC, a MOOC provider in Japan (see 
http://www.jmooc.jp/en/about/). 

Table 1 Distribution channel 

Distribution channel EPUB3-based Web-based 
OUJ-MOOC site ✓ ✓ 

iBooks Store ✓ N/A 
Google Play ✓ N/A 

4.2 Results 

The results of the demonstration experiment are listed below: 

• In all, 17,590 EPUB3-based CHiLO books and 5260 web-based CHiLO books 
were downloaded in 104 countries using the three distribution channels. 

• Comparing the number of Lesson 1 downloads (6774 books) to Lesson 10 
downloads (1304 books), Lesson 10 downloads were only 19% of those for 
Lesson 1. 
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5.2 Traditional e-book Reader 

Based on the demonstration experiment results, we found that a kind of mutual 
learning occurred in the learning community: Learners who had completed the 
course tended to provide helpful suggestions to learners who were still taking the 
course. CHiLO seemed to cultivate each learner’s individuality, as opposed to 
standardized education. 

With regard to geographical digital divide issues, CHiLO offers affordable 
formats for people in 104 countries, including those in rural countries. In addition, 
learners selected web-based or EPUB3-based CHiLO books and chose to use the 
books on PCs or smartphones according to their preferences and lifestyles. This 
result demonstrates that CHiLO could provide flexible, diverse learning environ-
ments that are also device-independent, network-independent, and anytime–
anywhere. 

In the experiment, learners reported that video lectures did not play or that they 
could not access some quizzes at the ends of chapters in the EPUB3-based CHiLO 
books. Most e-book readers do not support embedding videos that meet require-
ment specifications of EPUB3. Quizzes written in JavaScript or JSON do not 
work in many e-book readers in an offline environment. This experiment could 
not be conducted with CHiLO analytics or the CHiLO reader, but these technical 
difficulties associated with traditional e-book readers are expected to be resolved 
soon.  

6 Conclusion  

A kind of mutual learning occurred in the learning community, thus addressing 
some challenges of standardized education. Learners who had completed the 
course tended to provide helpful suggestions to learners who were still taking the 
course. In addition, Spanish-speaking learners volunteered to form a learning 
group in which they translated the NS A1 learning materials into Spanish. The 
CHiLO seems to cultivate each learner’s individuality, as opposed to standardized 
education. 

E-textbooks, such as CHiLO books, are now being introduced into education, 
and their improvement has been widely studied. The IDPF has proposed that the 
EDUPUB format meet next-generation learning-content requirements based on the 
EPUB3 format (see http://www.idpf.org/epub/profiles/edu/spec/). However, the 
implementation of these books is still being discussed. Our study is meaningful to 
not only future research on next-generation learning content based on e-books but 
also efforts to offer flexible, diversified learning environments for people all over 
the world. 
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New Component Technologies and Development 
Strategies of e-Learning in MOOC and  
Post-MOOC Eras 

Tsuneo Yamada * 

Abstract Information and Communication Technologies (ICTs) have triggered the 
innovations of pedagogies and learning methods in all levels of education. In addi-
tion to distance education, e-Learning is expected to improve classroom teaching 
through educational tools and digital content in various blended approaches; Mo-
bile devices and SNS showed the new content distribution and knowledge sharing 
in learner communities; MOOCs (Massive Open Online Courses) expanded the 
opportunities of quality education on a global level. This paper discusses the  
Japanese practices in which MOOCs acted as catalysts implementing component 
technologies and development strategies for e-Learning. 

Keywords Information and Communication Technology (ICT) · e-Learning · 
MOOC · Online course · Mobile learning · Blended learning · SNS · Metadata ·  
Repository 

1 e-Learning  

“e-Learning” (electronic learning) is a technology-enhanced learning (TEL) which 
depends specially on Information and Communication Technologies (ICTs). With the 
progresses of basic learning theories and technologies, “e-learning” had many varieties 
and was thus known by many different names, such as CAI (computer-assisted/ 
computer-aided instruction), CBI/CBT (computer-based instruction/training), WBT 
(web-based training), multimedia learning, CMI (computer managed instruction), 
internet-based training (IBT), flexible learning, online education, CMC (computer-
mediated communication), cyber-learning, personal learning environments, virtual 
learning environments (VLE), m-learning (mobile learning), u-learning (ubiquitous 

                                                           
T. Yamada() 
The Open University of Japan, Chiba, Japan 
e-mail: tsyamada@ouj.ac.jp 



388 T. Yamada  

 

learning), and digital education. While the ultimate goals of e-learning are educational 
reform and innovation in education and learning, the interim goals are various, includ-
ing lifelong learning and open education (education for all, “anytime, anywhere and 
anybody), a learner-centered approach, multiculturalism and pluralism, internationali-
zation and globalization, personalization and optimization, and so on. 

2 MOOC  

The latest big wave of educational innovation was MOOC (Massive Open Online 
Course). After their first emergence in 2007, while MOOCs in the North America 
have passed a peak of inflated expectation (cf. A Gartner Report, “Hype Cycle for 
Education, 2013”), the regional MOOC Consortia are still launching in other re-
gions, such as in Japan (JMOOC), Korea (KMOOC), China (CMOOC), Thailand 
(Thai MOOC) and Indonesia. 

The main features of MOOCs are 1) Massiveness, 2) Openness, 3) Online servic-
es, and 4) Access to education, as evidenced in the name. Comparing with previous 
open educational resources (OERs), we can add several characteristics, such as 5) 
quality assurance as a course, 6) big data and learning analytics, 7) understanding of 
sustainability (acceptance of various business models), and 8) academic brand 
strength. 

3 MOOCs in Japan 

In 2013, MOOCs developed into a social trend in Japan. After the spring, Japanese 
universities started MOOC projects by joining the global consortia; the University of 
Tokyo released MOOCs from Coursera, and Kyoto University joined edX. Under 
the collaboration with the industries, they also launched the Japan Massive Open 
Online Course Consortium (JMOOC, http://www.jmooc.jp/en/) in November 2013 
as a regional MOOC consortium. JMOOC is a “General Incorporated Association” 
in Japan, i.e., an NPO/NGO. By May 2015, 81 full members (39 academic, 5 public, 
and 37 corporate), 7 special contributing members, and 9 associate members had 
joined. JMOOC is maintained mainly by membership payments.  

As of May 2015, JMOOC had three official platforms: “gacco,” “OpeN Learn-
ing Japan,” and “OUJ MOOC.” “Gacco” (http://gacco.org/) is an Open edX-based 
platform managed by NTT DoCoMo and NTT Knowledge Square; “OpeN Learn-
ing Japan” (http://open.netlearning.co.jp/) is a domestic integrated learning  
support platform managed by Net Learning, Inc; “OUJ MOOC” is a multimedia  
e-textbook taste platform developed by CCC-TIES Consortium and managed by 
OUJ. JMOOC members can choose one of the official platforms in opening a 
MOOC as a course provider. The platform providers ought to offer the platforms 
to the members’ requests at minimum cost. The JMOOC platforms do not have 
any mechanisms (such as APIs) to share content, tools, data, and so on. 
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4 OUJ-MOOC as a Pilot Platform 

As a founding member of JMOOC, the Open University of Japan (OUJ) opened 
two MOOCs in the first releases from JMOOC (cf. Yamada, 2013c). As a unique 
open university in this country, OUJ has contributed to the Japanese open educa-
tion and OER movements (Yamada & Yoshida, 2010; Yamada, 2013a). From the 
viewpoint of open education, OUJ has several basic questions about MOOC, such 
as: (1) “Can MOOC be a new sustainable model of open education?” (2) “Will 
MOOC show a new delivery model of higher/tertiary education to reach potential 
lifelong learners?” (3) “Can OER (in the narrow sense) and MOOC share the roles 
at open universities?” and (4) “Are open universities the providers or the competi-
tors of MOOCs?” In order to examine the effects and influences, OUJ decided to 
launch the pilot MOOCs as a MOOC platform provider. 
 

 
Fig. 1 OUJ MOOC platform powered by CCC-TIES “CHiLO Book” System: The concept 
(cf. Yamada, 2014). 

The architecture of the OUJ MOOC platform is shown in Figure 1 (cf. Yamada, 
2014). Considering the trade-off between the diversity of users’ IT environments 
and cost, it was constructed by mash-up technologies of multimedia e-textbooks, 
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LMS (learning management system), and social networking services (SNS). Further, 
it consisted of iBook or e-pub 3.0 packaging (e-books), Facebook (registration and 
learner community), YouTube (video delivery), Moodle (LMS), and Mozilla Open 
Badge (certification). As some functions of e-textbooks can be used without con-
necting to the Internet, it was considered a better solution, especially in developing 
areas. We chose the “CHiLO Book” system (Hori, Ono, Kobayashi, & Yamaji, 
2013; Hori, Ono, Kobayashi, Yamaji, Kita, & Yamada, 2014), which was developed 
by CCC-TIES. Some modules were added and/or deactivated among the courses.  

OUJ launched two pilot courses from April 2014. NIHONGO Starter (A1) is an 
English course for non-native speakers of Japanese. International students who 
have no experiences of Japanese language learning can learn basic Japanese in 
English, which covers various topics and scenes that students may encounter when 
they stay in Japan. NIHONGO Starter (A1) is based on the JF Standard for Japa-
nese-Language Education (http://jfstandard.jp/pdf/jfs2010_all_en.pdf). The stan-
dard was developed by the Japan Foundation (JF) and has common definitions for 
six levels of language proficiency with CEFR (Common European Framework of 
Reference for Languages). The MOOC is a short course of ten lessons and corres-
ponds to the first part of Level A1 of the JF Standard for Japanese Language Edu-
cation. Each lesson has two to four “Can-dos” (competences). The “Computer 
System” (Principal lecturer: Yoichi Okabe, President, OUJ) was developed using 
the course materials of his regular TV broadcasting course of the OUJ, and only a 
Japanese language version was available. Both courses were free of charge. 

5 Evaluation 

We had approximately 2500 registrants of NIHONGO Starter A1 from around the 
world. While the drop-out rates were still high (90-95%), the system managed 
learning processes and collected the data without apparent negative feedbacks 
from the registrants. Although we developed only an English version for 
NIHONGO Starter A1, the numbers registered from Central and South America, 
East and Middle Europe, and Arabic countries were more than those from Eng-
lish-speaking countries, and showed a new way of reaching potential learners who 
had been considered difficult to find out. Compared with the major surveys on the 
numbers of Japanese language learners overseas (e.g., The Japan Foundation, 
2013), the registrants from China and Korea were much smaller. We considered 
that it depended on the kinds of social networking services and on language issues. 
When some digital device connected with the Internet, such as a personal comput-
er, a tablet, and/or a smartphone, our learners could gain access to our digital 
learning resources and learn autonomously.   

From the viewpoints of the business models and the sustainability, we had 
another issue. The numbers of the registrants were much smaller than we had ex-
pected and, as a result, our courses were not massive (hundreds to thousands). 
Most of the JMOOC courses in Japanese succeeded to have more than five or ten 
thousands of registrants. The results showed the difficulties of launching non-
Japanese language courses in an original brand from Japan and disseminating 
them to the world.  
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6 Prospects for New Component Technologies and 
Development Strategies of e-Learning  

6.1 The Goals Unachieved 

When we had the commitments with MOOC phenomena, we predicted three devel-
opment phases of MOOC and key technologies and social infrastructures in each 
phase (Yamada, 2013c). Table 1 was the revision of our previous works by consi-
dering the recent progresses. As of May 2015, technologies have achieved the goals 
of Stage 1: large-scale open education while the drop-out rates were still high. What 
is needed for Stage 2 is to improve the quality of learning processes and outcomes in 
sustainable ways. In order to optimize each learning process, that is, to realize effec-
tive personalization, we need innovation in key technologies, such as an AI engine 
for optimization, learning analytics tools, learning log (record) store for learning 
analytics, learning materials repositories, and the federation. 

Table 1 The Growth Stages of MOOCs and the Impacts on Higher Education and Lifelong 
Learning (based on Yamada 2013c) 

Stage  Impact on 
Higher/Tertiary 
Education 

Indicator (e.g., 
Drop-out Rate) 

Features, Key Technologies, and 
Social Infrastructures 

1 A new type of 
OER  
Still Limited 

80-90% and 
higher 

Services of free education, not of 
open educational materials 
 Large-scale LMS  

2 A new model 
of open educa-
tion 
Sufficient 
Threat to OUs 

the same as the 
rates of corres-
pondence 
courses and 
lower 

Quality assurance of online 
courses and flipped classrooms; 
Customization of courses for im-
proving learning processes 
 Materials repository 
 Learning analytics and 

learning log (record) store 
3 A new model 

of higher edu-
cation Real 
Innovation 

the same as the 
rates of tradi-
tional universi-
ties, Face-to-
Face/blended 
courses and 
lower 

Personalization (Optimization) of 
lifelong learning based on truly 
learner-centered approach 
 Federation of academ-

ic/educational databases 
(such as SIS, e-portfolio, 
and e-badge) 

 Course accreditation by 
trusted third parties (micro-
credentials, nano-degrees) 
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“Materials” Repositories and the Federation 
In the near future, the personalization of learning will progress so that courseware 
can be customized to each learner’s context. In order to personalize learning 
courses for each learner, course providers need to develop and collect sufficient 
components and modules, and must store them at a repository such as a “mate-
rials” repository. Under their limitation of financial and human resources, they 
have difficulty developing all the components and modules from scratch and need 
a common framework for sharing and reuse, also called an “eco-system.” When 
the content is open and free, the simple federation of the “materials” repositories 
may be sufficient for the infrastructure; when it contains both open and proprietary 
content, the architecture needs some elements of e-commerce, such as encryption 
and billing. 

In Japan, the National Institute of Multimedia Education (NIME, the predecessor 
of the Center for Open and Distance Education at OUJ), started an educational in-
formation portal service with content and metadata repository functions primarily 
for higher education in 2003 (Yamada, Yaginuma, & Inaba, 2003; Yamada et al., 
2004). In March 2005, NIME launched a new gateway service on Japanese educa-
tional content called “NIME-glad” (Gateway to Learning for Ability Development, 
cf. Yoshii, Yamada, & Shimizu, 2008). These repositories stored various education-
al content, included learning and instructional materials, with metadata. NIME also 
started an IEEE-LOM based “JOCW Search” in October 2006 for the JOCW con-
sortium. After the merger of NIME with OUJ on April 2009, under the collaboration 
with the National Institute of Informatics (NII), the backend system of “JOCW 
Search” was rebuilt with the WEKO repository system. WEKO is an open source 
repository system that was developed by the NII. The NII operates their nation-wide 
federation system of institutional repositories in Japanese HE institutions (JAIRO, 
http://ju.nii.ac.jp/en/) by using WEKO. While the previous usage of the repository 
system was mainly archiving the completed course materials, it can be used for “ma-
terials” repositories in the future. OUJ has started to operate a pilot repository for the 
research, and to discuss the improvement of metadata and metadata tagging, which 
can be used in automatic personalization processes (Yamada, 2013b). 

Learning Log (Record) Store for Learning Analytics 
The learning log (record) store is the data repository of learning logs or learning 
records of many learners’ learning processes while e-portfolio is the database to 
store personal learning records and fruits. The logs are stored in multiple subsys-
tems, such as learning management system (LMS), streaming servers, social net-
working services (SNSs), and other servers and proxies. In order to enhance the 
reusability, the logs are harvested and stored in the learning log (record) store.  

In the beginning, in order to enclose the big number of learners, or “big data,” 
some “killer” content was regarded as indispensable. At present, it is more diffi-
cult for many MOOC providers to use a huge budget for the development of the 
courses in the midst of severe competitive environments. They cannot sustain their 
MOOCs without the ecosystem. We have now recognized that “big data” can be 
realized by sharing learning log (record) by the federation of learning record 
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stores. The concept of “eco-system” will expand from content and tools to learn-
ing log data.  

The studies on learning analytics have also been initiated, but in many course 
providers, the main concerns still remained as to how to measure learning activi-
ties (“sensor”) or how to accumulate the data in reusable and sustainable fashions 
(“learning log (record) store”).  

6.2 Big Data and Privacy 

The protection of personal data or privacy in big data collection is also an essential 
and pressing issue. The Japanese Parliament is currently deliberating the Amended 
Personal Information Protection Act as of mid-May 2015. OUJ and NII have ex-
changed a MOU to promote the innovations of academic teaching and learning, 
and to share learning log data through the common learning record store. Observ-
ing the progress of the deliberation, OUJ revised the personal data and privacy 
policy for sharing learning logs among institutions and for the future introduction 
of new student support services that are personalized by learning analytics  
(Yamada & Okabe, in preparation).   

6.3 International Standards in e-Learning and Digital 
Publishing 

Although as of May 2015 JMOOC had three official MOOC platforms, they had 
no clear interoperability with each other. In examining how to commit with inter-
national standardization activities on e-Learning and digital publishing, such as 
EDUPUB (http://idpf.org/edupub-2013-report) and IMS Global Learning Consor-
tium (http://www.imsglobal.org/), we look for some collaborative frameworks to 
utilize the international standards for JMOOC’s mission because our platform 
policy includes the concept of “joint.” As the current concerns are learning me-
trics/analytics and API store, we have strong interests in IMS Caliper Analytics 
and experience API. 

6.4 OER and Copyright Issues 

Sharing the content at the component or module level is important to support loca-
lization or personalization of the course efficiently and effectively. In the reuse 
and remix, materials are often used in ways the original author never intended. 
Especially across borders, deployments in different cultural contexts can be plura-
listic and unpredictable to the original creators. The propagation of OER-oriented 
course materials may depend on the tolerance of the original authors regarding the 
uncontrollability of their products. One of the ways to support the further propaga-
tion of OER, therefore, is to respect the creator’s rights while supporting the open-
ing of knowledge for the benefit of human society (cf. Yamada, 2013b). 
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Development and Deployment of the Open  
Access Repository and Its Application  
to the Open Educational Recourses 

Kazutsuna Yamaji, Toshihiro Aoyama, Masako Furukawa  
and Tsuneo Yamada 

Abstract Worldwide activities on open access have triggered many universities to 
operate institutional repositories (IRs). The National Institute of Informatics (NII) 
has led a Japanese IR project since 2014 and, developing homegrown repository 
software named WEKO as a module for the content management system 
NetCommons (NC). Concepts of WEKO are “High Functionality”, “Easy” and 
“As you like”. WEKO has almost all functionalities you need as a repository 
system, and these can be customized and operated by browser. In addition, not 
only the repository functions but also variety of add-on can be utilized for 
designing your own web page. More than 250 universities in Japan are now 
operating WEKO as their IR. Since the WEKO has multilingual functionality, 
some of the Malaysian university has decided to employ it. In this paper, we 
summarize the repository related activity in Japan and point out the possible 
collaboration between open educational and repository. 

Keywords Open access · Open science · Institutional repository · Cloud compu-
ting · Open educational resources 

1 Introduction* 

As in the United States and in European countries, the institutional repository (IR) 
of university in Japan were created with high expectations of large-scale open 
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access (OA). Our own Japanese institution, named the National Institute of  
Informatics (NII), has two core missions. One is to serve as a research center for 
information science; the other is to foster inter-university collaboration, which 
historically has consisted primarily of supporting information and communication 
technology infrastructure for higher education in Japan. Supporting IR activities of 
university libraries has long been an important project for NII. NII started a Cy-
ber-Science Infrastructure program in 2005 [1] . Under the auspices of this pro-
gram, we started a project which is directly funding institutional repositories in 
order to support community deployment and development [2] . The achievements 
of the project were remarkable. Through the end of the project in FY2013, the 
number of IR in Japan had grown to roughly 350, with combined registered con-
tents of more than a million items. The majority of the content was departmental 
bulletins [3] , the typical publication media for the humanities and social sciences. 
Before this wide-scale IR deployment, most departmental bulletin papers were 
issued by means of paper based publication. The development of these repositories 
by university libraries brought reform to the humanities and social sciences by 
helping them transition from paper to electronic publication. The wide scale use of 
IR also increased the visibility of their work, transforming local publication to 
global publication. In addition to funding IR propagation, we developed a separate 
system named IRDB to aggregate metadata from all over Japan using the OAI-
PMH (The Open Archives Initiative Protocol for Metadata Harvesting) protocol 
[4] and our custom metadata schema named Junii2 [5] . Our IR activity greatly 
increases contents availability in Japanese article search engine named CiNii [6] . 
The benefits to research in disciplines which had historically focused their publi-
cation in narrowly distributed departmental bulletin papers are obvious. Our IR 
project arguably triggered an evolution of scholarly content publishing workflow 
in these disciplines in Japan. 

However, IRs developed by individual universities are entirely self-contained 
distribution systems. Each university must secure sufficient funds to launch and 
persist this service. There are more than 700 universities in Japan, which made our 
project fiscally unable to support every university despite the interest of each univer-
sity's library staff. Our project succeeded in bringing an OA culture to universities 
through the implementation of IRs, but progress remained to be made, particularly 
with private universities. Anticipating the completion of the initial project and ob-
serving these lingering gaps, we began devising ways to further improve access to 
knowledge in Japan. In this paper, we introduce how to fill the gaps by utilizing our 
new IR cloud service named JAIRO Cloud using home grown repository software 
named WEKO, and our expansion to the open educational resources.  

2 WEKO 

2.1 System Architecture 

Content management systems (CMS) such as Drupal, Joomla, and Plone enable 
users to construct web communities that make available many useful functionalities 
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to their users. In most CMS systems, website functionalities are embodied as  
modules separate from the core system and installed as the need arises. The NII has 
developed an AJAX-oriented CMS called NetCommons (NC) which is being used 
by educators. We developed a repository module for NC. The name “WEKO” 
comes from Swahili and means “repository” in that language. The system archi-
tecture of NC and WEKO are shown in Figure 1.   

The system is written in a scripting language, PHP, rendering it OS-independent. 
MySQL is used as a relational database backend for storing data from NC and also 
WEKO. WEKO is open-source software under a New BSD (Berkeley Software 
Distribution) license. Installation merely requires a copy of WEKO to be placed  
in the NC modules directory, which becomes visible for activation in the  
administration menu. 

 

Fig. 1 System Architecture of WEKO and its Page View Example. 

2.2 Functionality 

An example of page view of WEKO repository module with other NC functions is 
shown in Figure 2. Administrators can build a web page using only a mouse be-
cause of its AJAX-oriented function. The administrator can compose the page 
design with different type of the functionalities which are prepared by NC. The IR 
is one of the primary faces of a university's scholarly communication, making the 
customization and design of the IR pages a crucial feature. Generally, to permit 
such customization, a service provider has to allow login-level access to a server 
to allow modification of template or HTML files directly.  This has important 
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security implications for the service provider, so we sought to allow extensive 
customization instead just by use of an Internet browser. Examples of the top page 
design of the repository each of which is developed by WEKO and NC are shown 
in Figure 3. 

 

Fig. 2 Example of Page View of WEKO Repository Module with other NetCommons 
Functions 

Three different privileges of WEKO are summarized in Figure 4. One is the 
guest which can execute the directory search and keyword search including the 
full text search, and also can access to the ranking information. Full text searches 
work on PDF and MS Office application formats. Registered User has a privilege to 
register the item (contents). Status of the registered item can be seen in the workflow 
functionality. Metadata auto-fill and workflow functions are provided to support 
self-archiving by researchers. The administrator can access to the control panel of 
WEKO module. As has been mentioned before, the administrator can customize all 
of the WEKO functionality through this control panel. Most of the customization 
can be done on the web interface, allowing the administrator to operate the reposito-
ry easily. There is no need to SSH into the web server. The administration menu 
includes item type (modify metadata set and OAI-PMH, edit tree (drag&drop tree 
edit and modify submission authority), content review, import, log analysis (csv and 
graphical output) and general settings (ranking calculation, log analysis black list, 
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site license list, full text library setting and so on). A site’s design can also be custo-
mized without changing the source code. In order to offer even more functionality, 
WEKO can accept content deposited by means of the SWORD 2.0 protocol [7] and 
provide OAI-ORE resource maps [8] along with the index tree. 

 

Fig. 3 Examples of the top page design of the different repositories each of which is devel-
oped by WEKO and NetCommons. 

 

Fig. 4 Summary of the WEKO functionality of three different privileges. 

3 JAIRO Cloud 

An opportunity to increase OA to knowledge comes with the tide of cloud compu-
ting. Despite the progress made through the funding of multiple disparate IRs, the 
value of a centralized IR cloud service was obvious. Through our prior work and 
conversation with universities, we already knew that many universities desired to 
run an IR but didn't have the resources to do so. In response, we launched the 
JAIRO Cloud concept in 2010, a SaaS (software as a service) type IR cloud ser-
vice [9] . Figure 3 shows service architecture of JAIRO Cloud. The actual dep-
loyment was accomplished using previously explained repository software 
WEKO. In 2011, we started pilot operation with several early adopter universities. 
Beyond providing only infrastructure, we offered workshops nationwide to assist 
end users in learning how to use the system. The community built through these 
workshops, with more than 200 total participants, used this knowledge base to in 
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turn train other local users. In 2012, we established a formal workflow and entered 
stable system operation, allowing the JAIRO Cloud to become a production-level 
service. The orange bars in Figure 6 depict the growth of the JAIRO Cloud. Re-
markably and in contrast with the prior IR project, most of the participants in the 
JAIRO Cloud are private universities. This demonstrates our success in widening 
the spectrum of IR deployment in Japan.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Service Architecture of JAIRO Cloud. 

OpenDOAR service statistics [10] show that as of the 24th of May in 2015, 
there were 2424 IRs deployed globally. As measured by OpenDOAR, the United 
States has the most such deployments, with 351 IRs. However, counting separate-
ly the multiple tenants of the JAIRO Cloud service, the number of Japanese IRs at 
the corresponding date was 498. As many of the IRs in Japan have not yet been 
registered with OpenDOAR, Japan could soon catch up with the United States in 
terms of IR activity. JAIRO Cloud participation has continued to increase very  
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rapidly despite the short time it's been in production. The accumulation and subse-
quent distribution of content has demonstrably improved the ability of researchers 
to search for and further develop knowledge. The JAIRO Cloud, although grow-
ing, is already a powerful tool in support of research. 

 

 

Fig. 6 Number of the Institutional Repository in Japan. 

 

 

Fig. 7 Schematic diagram of this handshake model between GLOBEreferatory@Japan and 
IRDB. 
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4 Institutional Repository and OER Based Repository 

The metadata schema defined by NII named junii2 has contents type definition 
such as journal article, dataset, learning material and so on. According to the 
IRDB statistical analysis, total ratio of the learning material is only 0.3%, howev-
er, its usage statistics is always high compared with that of the other item types. In 
order to increase the visibility of the learning materials in IRs, we started to colla-
borate with the OER (Open Educational Resources) repository.  

As one of the GLOBE (Global Learning Objects Brokered Exchange) activity, 
Open University of Japan is operating the Japanese node repository (GLOBErefe-
ratory@Japan [11]) which harvests OER metadata from OCW member universi-
ties in Japan. GLOBEreferatory@Japan also harvests OER contents from IRs via 
IRDB by using OAI-PMH, and enrich metadata in terms of the learning object 
metadata (LOM) schema. GLOBEreferatory@Japan employed our repository 
system named WEKO which can be the data provider and the service provider of 
OAI-PMH in both junii2 and LOM formats. Metadata in GLOBEreferato-
ry@Japan is aggregated by OER Asia Harvester. Schematic diagram of this hand-
shake model is shown in Figure 6. We are planning to feedback the OCW based 
metadata from GLOBEreferatory@Japan to IRs.  

5 Conclusion 

In this paper, we introduced our new repository system named WEKO and its 
application to the JAIRO Cloud service. Although the WEKO has been started to 
enhance the IR activity in Japan, its multilingual functionalities not only in  
English and Japanese but also in Bahasa Melayu, Cantonese, Chinese, Hindi,  
Indonesia, Tagalog, Thai, Vietnamese began accepted by Asian countries. We had 
several workshop in Malaysia and possible applicants start to install and operate 
the WEKO system as their repository system. We would like to enhance these 
collaboration and establish user community in Asia region.  

The IR functionates as a show case of the institutional activity, therefore, it 
possibly involves different types of scholarly contents. On the other hand, re-
searcher and/or educator prefer to utilize subject based repository rather than insti-
tutional based repository because of its visibility to their community. Case study 
of the handshake model between the two types of repository in this study will 
bring a new scholarly contents sharing eco-system. Since several Asian countries 
are interested in our handshake model, we will also propagate our collaboration in 
order to circulate and distribute contents metadata more efficiently. 
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Challenges of Implementing e-Learning  
in Developing Countries: A Review 

Than Nwe Aung and Soe Soe Khaing 

Abstract The rapid developments of internet and communication technologies 
have materially altered many characteristics and concepts of the learning envi-
ronment. E-learning has started to make way into developing countries and is 
believed to have huge potential for governments struggling to meet a growing 
demand for education while facing shortage of expert teachers, shortage of update 
text books and limited teaching materials. However, there are many challenges to 
implement e-learning in developing countries such as poor network infrastructure, 
lack of ICT knowledge, weakness of content development, etc. The objective of 
this study is to determine the major challenges of implementing e-learning sys-
tems in developing countries. The results of this study will serve as a basic for 
improving higher education in developing countries. 

Keywords Developing countries · Higher education · e-Learning 

1 Introduction* 

The developing countries are lagging behind developed countries in educational 
attainment and other aspects of the human capital development required in know-
ledge based global economy. A recent trend observed in higher education is the 
introduction of e-learning systems to provide students with online access to learn-
ing contents. The major driving forces behind this trend are the changing demo-
graphic factors of the students, changing conditions for education delivery and the 
innovation in technology itself. E-learning is seen as a tool for raising the number 
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of students who have access to higher education, especially marginalized groups 
in rural area s, by being a cheaper and more flexible alternative. Challenges are 
however plentiful; in many developing countries there is a lack of vital e-learning 
components such as computers, electricity and skills and the active participation of 
students and teachers. Universities in developing countries face unique challenges 
compared to developed countries and suffer from congested classrooms, e-
learning can compensate the weakness of their traditional education methods and 
enables higher-education instructors to transfer their knowledge for a relatively 
large number of students without limitation of space, time or facilities. This study 
presents a review of research on challenges for implementing e-learning with a 
particular focus on developing countries. It is hope that the findings of this study 
will serve as a basic for educational institutions seeking out cost effectiveness 
alternatives to implement e-learning in developing countries. 

2 Literature Review 

In today's technology-driven age, e-learning has become an important tool for 
enhancing the delivery, interaction, and facilitation of both teaching and learning 
processes. The proper utilization of e-learning can promote time and location in-
dependent access to the sources and contents of learning materials, reduce cost, 
and improve the quality of education (Cruthers, 2008). 

However, despite its widely recognized advantages, implementing an  
e-learning project is not as simple as it seems. If not done properly, it can bring 
about a lot of problems and challenges the expected benefits can even fail to take 
effect (Graham, 2006). The biggest challenge probably lies in ensuring that certain 
preconditions are met for e-learning, such as access to ICT tools and network in-
frastructure. Changing the perception of teachers and learners towards e-learning 
and convincing them to accept it is also very crucial. Another aspect that needs to 
be looked at is the technical competency of the people that will interact with the  
e-learning system (Gold et al., 2001). 

This study proposed a conceptual framework of emerging issues for e-learning 
in developed and developing countries. The framework is useful to guide both 
practice and research. This research found 30 specific challenges which were 
grouped into four categories: courses, individuals, technology and context. The 
overall conclusion is that these challenges are equally valid for both developed 
and developing countries; however in developing countries more papers focus on 
access to technology and context whereas in developed countries more papers 
concern individuals (Anderson & Gronlund, 2009). 

The report presented a collation of informational resources that document the 
potential of e-learning in developing countries, factors affecting its impact on 
education, the economy and society, and what experience has shown to lead to a 
successful integration of e-learning into educational systems(Olson et al, 2011). 
This study observed in developing countries like Pakistan, which have not yet 
been able to benefit fully from the advantages of e-learning. This study identified 
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the issues, related to e-learning through the feedback captured from students and 
provided strategies to successfully overcome the issues (KholaIlyas, 2013). This 
study identified the major challenges facing development and adoption of  
e-learning in Private Universities in Kenya: ICT infrastructure, e-learning curricu-
lum, Instructors' competencies, Performance expectancy, perceived usefulness of 
e-learning by students (SorillaNisperos, 2014). 

This study presented many teaching methodologies, which are using in Engi-
neering Program of Cambodia’s Higher Education, then showed the comparison 
result of student learning output, also presented the lecturer’s and professor’s 
mindset on moving from traditional to flipped methodology, and finally they pro-
posed an appropriate teaching methodology(HEAN and SOK, 2014). This study is 
started from how many percentages of Higher education institution student using 
computer and internet access penetration (Chanthamalay, 2014). This study car-
ried out research and development framework of the e-learning course distribution 
of the lessons learned from two years’ experience and identified the current chal-
lenges and to make some suggestions for the future (Khaing and Win, 2014). This 
study presented the description of a survey instrument that has been developed to 
assess e-learning readiness with the cooperation of students from different facul-
ties in Hanoi University of Science and Technology (henceforth HUST). The 
study showed that HUST’s student overall ready for e-learning but they need to 
enhance their ability in adapting with new way of learning instead of conventional 
learning (Ngo et al, 2014). 

3 Challenges Facing Implementing e-Learning in 
Universities 

Literature from the previous section has identified the following major challenges 
facing deployment and adoption of E-learning in universities of developing countries. 

• ICT Infrastructure 
The cost of acquiring, managing and maintaining ICT Infrastructure has 
been identified as the major stumbling block in deployment and adoption 
of e-Learning by institutions of Learning. Some of the factors such as 
poorly equipped classrooms and lack of electricity have hindered the dep-
loyment and subsequent adoption of e-learning especially in rural areas. 

• Course 

The first issue identified here is the curriculum which stipulates much of 
the course actions and content. Many curriculum developers are using the 
dame models to create e-learning instruction as they used to design and 
develop face to face teacher and learner instruction. Lack of a proper  
e-learning curriculum is a major barrier to effective deployment and adop-
tion of e-learning. Another course issue is the delivery mode of the course. 
The factor concerns whether students should be allowed to choose the  
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medium of content delivery. This factor is often discussed in a context of 
the global mobility of learners where the education is not nation-bound. 

• Individuals’ Characteristics 
The characteristics of the individual student, and in some cases the teacher, 
much researched in developed countries, less so in developing ones. Stu-
dent motivation is a factor that is frequently discussed in surveys on what 
affects students’ satisfaction and capacity. The relation between motivation 
and other e-learning factors is rarely elaborated; the reasons for success or 
failure in the studies are simply referred to as “personal motivation” or “lack 
of motivation”. 

• Contextual Factors 
The context of e-learning includes the context of the delivering organiza-
tion as well as the context of the society in which the e-learning takes pace, 
including culture, traditions, rules and regulations. Research addressing the 
delivering organization is mainly concerned with the organization and 
management of the delivery side’s functions and the need for changes in 
organizational structures. A frequently addressed issue here is that of the 
organization’s knowledge management or knowledge building. This factor 
is addressed in terms of the need for a knowledge repository built on re-
search and evaluations and to establish e-learning units. 

• Instructors’ Competencies 
Teachers who are insufficiently trained in their own subjects, and have lit-
tle or no computer experience are a hindrance to effective deployment and 
adoption of e-learning in institutions of learning. The integration of ICT 
technologies would require significant pre-service and in-service teacher 
training in basic computer literacy as well as how to teach with e-learning 
technologies for effective deployment and adoption of e-learning in  
universities. 

• Technical Skills 
Technical skills are a significant aspect of implementation and integration 
of e-learning technologies in education system. They include installation, 
availability of latest technology, fast internet connection, uninterrupted 
supply of electricity, maintenance, administration, security and absence of 
technical support. Most of the developing countries lack quality experts for 
implementations and maintenance of Information and Communication 
Technologies (ICT). 

• IT Literacy 
The degree of proficiency in computer technology is an important factor in 
successful adoption of technology. The confidence in skills and ability to 
use e-learning will contribute significantly towards the usage of technolo-
gy. Most likely the more experience the users have in using the Internet 
and computer, the more likely they will accept and use e-learning. 
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• Language Competency 
Students having low proficiency are not likely to use e-learning because of 
low confidence in understanding the contents of English written materials. 
The study found that most of the respondents felt language was a barrier to 
e-learning. This finding is consistent with studies in other developing 
countries. For example, the UNESCO report indicated a need for adequate 
Thai courseware for e-learning in Thailand. 

• Awareness 
Knowledge and understanding of the e-learning benefits motivate the stu-
dents to participate. Students unaware of the benefits of e-learning are like-
ly to get frustrated easily as they may take it as a time wasting activity. 
Without realizing the importance of a particular technology and its contri-
bution to the achievement of goals, successful integration of technology is 
difficult. 

• e-Readiness 
The level of readiness of higher education institutions were divided into 
four dimensions, namely: the perceived e-readiness of faculty and students, 
their level of acceptance of the technology, the need for training and the 
readiness of the technological infrastructure of the university to support e-
leaning. To achieve a higher level of readiness, universities need to provide 
preparatory training to both faculty and students to further improve their 
skills in handling the technology involved in this environment. 

4 Findings and Recommendations 

Based on this study, the above challenges are facing deployment and adoption of 
e-learning in developing countries. It is crucial for educational institutions and 
governments to address the above mentioned issues in the most effective manner 
for the specific country contexts. The key question is how e-learning approaches 
can help address these challenges, and provide students a leap forward in their 
universities leaning and in their future employment opportunities. The e-learning 
approaches need to be designed to fit the local situation and needs, for example 
content needs to be not only contribute to the curriculum and in the local language 
but it also need to reflect cultural norms. Strong teacher training and professional 
development, mentorship, networking and support to integrate e-learning peda-
gogical approaches into classroom practice and curriculum are successful activi-
ties of the teacher. Many studies of e-learning programs have concluded that the 
key to ensuring successful outcomes is to blend more traditional classroom  
approaches with those that use technology. 
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5 Conclusion 

Government and donors in developing countries realize the critical importance of 
education for economic and social development. The benefits of e-learning are 
believed to be great enough to allow the governments of developing countries to 
meet the growing need of education effectively. Educational institutions and gov-
ernments need to coordinate their efforts to address the existing issues in order to 
promote and support e-learning initiatives. The brief history of e-learning pro-
grams in developing countries has provided some lessons in what activities work, 
and what produce sustainable programs. Sustainable e-learning programs involve 
strong national leadership and many participating actors. National institutions 
include teacher training, the Ministry of Education and the private sector. Interna-
tional partners can play a vital role providing technical expertise and financial 
support. 
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SWOT Analysis of E-Learning Course Operation 
in Higher Education (Case Study: University  
of Technology, Yatanarpon Cyber City) 

Soe Soe Khaing, Aung Win and Than Nwe Aung 

Abstract E-Learning is the fast and essential method of delivering educational 
contents. E-Learning supports one of the alternative ways of traditional teaching 
and learning. So, most developing countries are initiated e-learning system. This 
research work aims to provide strengths-weakness- opportunity-threats (SWOT) 
analysis, the reflection of students and teachers, current infrastructure of e-Learning 
course operation in higher education in Myanmar. This research is based on online 
course operation run by three year experiences of ASEAN-Korea Cyber University 
(ACU) project at the University of Technology (Yatanarpon Cyber City), Myanmar. 
It discusses the details of project implementation and its capacity to support a new 
pedagogical framework (‘before’, ‘during’, and ‘after’) course operation at this 
university. It also concludes with a set of proposed recommendations for the fu-
ture. Some important issues have been answered and evaluated. 

1 Introduction* 

E-Learning service plays an important role in providing to enhance lifelong  
learning and provide unlimited opportunities for personal growth and development 
to all. [7]  

University of Technology (UT) (Yatanarpon Cyber City) is one of the Member 
Universities of ASEAN-Korea Cyber University Project (hereafter ACU project).  
E-learning center at UT was established on July 11, 2012. Our motto is “Brighten 
your future with cyber education”.  Based on this motto, it can facilitate the students 
for learning interaction (learner participation) in the operating (learning) process. 
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1.1 Background 

At the 12th ASEAN-ROK Summit, the leaders of ASEAN agreed to continue to 
explore the possibility of establishing a cyber-university in order to promote inter-
national capabilities of ASEAN nations and empower Asian countries to play 
active roles in knowledge-based societies. The project plan was set with the three 
phases: the first phase is from 2010-2012.9 to carry out the basic research related 
with infrastructure building. It’s the pilot phase of the project. The second phase is 
from 2012-2014 to establish the ASEAN Cyber University. The third phase is 
from 2015~2019 to make an expansion and growth. 

1.2 Objectives 
• Co-operate relationship between the Cambodia, Laos, Myanmar, Vietnam 

and Korea. 
• Strengthen the education capability based on ICT (Information Communica-

tion Technology) in Myanmar. 
• Establish e-Learning center. 

1.3 Vision 

The vision of the project is achieving shared growth involving ASEAN-Korea 
through academic collaboration. 

1.4 Establishment of the Project 

To establish e-learning center at UT, Korea International Cooperation Agency 
(KOICA) provided studio room, Learning Management System (LMS) system, 
other facilities for e-learning operation and the necessary training for the staff in  

 
 
 
 
 

 

 
Fig. 1 Design and Architecture of ACU project
e-Learning Operation 

Fig. 2 Network Infrastructure at UT 
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e-Learning operation. Firstly, they dispatched e-learning center experts to Myan-
mar providing training programs. The training programs were divided into three 
parts, for managers, operating engineers, instructional designers and content  
developers.  

The design and architecture of e-learning operation for ACU project can be 
seen in the following Fig. 1. 

1.5 Host University of ACU in Myanmar 

E-Learning implementation was initiated in 2012-2013 academic year. UT operat-
ed online courses in two semesters per academic year. The first semester begins in 
January and ends in mid-May. The second semester begins in May and ends in 
October. This research mainly focuses on sharing the three year experiences of  
e-learning operation at UT.  

The objectives of this research are based on the followings. 

• Investigate how UT e-learning operation is running.  
• Highlight the SWOT Analysis of operation. 
• Get the feedback of the students and teachers. 
• Show the analysis of current operation. 

2 Current Infrastructure and Facilities 

2.1 Network Infrastructure at UT 

E-Learning course operation at UT is run on the network infrastructure with 3E1 
lines, 6Mbps link from Myanma Post and Telecommunication (MPT) Internet 
Service Provider (ISP). It separates 1E1 link, 2Mbps connection to the local cam-
pus and 2E1 links, 4Mbps connections to ACU project. Current network infra-
structure of UT can be seen in Fig. 2. 

2.2 Computer Laboratories 

There are two computer laboratories in which each includes 85PCs with network 
access. The specification of each PC is Core 2Duo 2.4GHz, 4GB of memory and 
500GB of Hard Disk space with Windows 7 Operating System. UT allocated one 
pc for each student by using shifting system. The students can use computer 9 
hours per week and more than 2 hours for e-learning. Because of the international 
bandwidth limitation and internet speed, firstly UT utilized local LMS that was 
supported by KOICA for 4 semesters. But because of so many bugs in local LMS, 
ACU developed new LMS and currently new ACU LMS is being utilized.  
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3 Development Methodology 

The SWOT analysis carried out in UT e-learning center to help the decision mak-
ers on the areas of strength and greatest opportunities with respect to e-learning. 
The analysis was based on the experiences with the university in general as well as 
the perspectives of the instructors, students, administrators and technical staff 
towards using online and offline survey. The outcomes of the analysis are illu-
strated in the followings. 

Strengths 

• Have an e-learning infrastructure is in place   
• E-learning is a more flexible way of delivering contents especially frequently 

access contents 
• Involved within ACU strategic plan and project initiatives 
• Have in-house content developers (recently) 
• Piloted and have an understanding of the ACU learning management system 
• The staffs involved in delivering e-learning have a lot of experience in the 

field i.e. 3 years running in e-learning operation 
• Have strong motivation and dedication 
• Improve students ability to face challenges 
• Provide student willingness to accept changes 
• Get the availability of computer based infrastructure 

Weaknesses 

• Limited international bandwidth and internet speed 
• No fulltime staff in e-learning 
• The teachers have lack of experience in teaching with new technologies. 
• The teachers have lack of willingness to learn and adopt new teaching me-

thods (flexible learning) 
• They don't have insufficient space and time for learning new technologies. 
• The language barrier for the teachers and the students 
• The lack of motivation for the students 
• The lack of tutors (graduate students) with experience in e-learning 
• Have inadequate in critical or analytical thinking 
• Lack of quality e-learning training material 

Opportunities 

• Experience in faculty development opportunities (professional meeting,  
attending professional development training, seminars and workshops) 

• Have funding opportunities for improving the educational methodology 
• Experience of using Learning Management System 
• Can engage subject matter experts within university who then can use  

e-learning as a blended solution 
• Increase volumes of those receiving training 
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• Ability to link competencies to training 
• Competent faculty for developing content 
• Improvements in students' learning 
• Increased student enrolment in the university 

Threats 

• Future budgetary limitations 
• E-learning being seen as not cost effective. 
• E-learning seen as the second best for delivering knowledge or skills 
• Changes in policy and regulation in higher education 

The SWOT analysis indicated that the current e-learning operation was likely to 
be successful, considering the faculty's strengths: wide use of computers for teach-
ing and learning, well-equipped computer laboratories and, good computing skills 
among instructors and students. However, it is needed to take action to minimize 
its weaknesses including language barrier among students and instructors and lack 
of experience in teaching and learning with new technologies. The success of  
e-learning initiatives was also likely to be improved by exploration of the availa-
ble opportunities and using them to counter the potential threats. An introduction 
of a reward scheme for instructors willing to develop e-learning expertise might be 
one opportunity worth pursuing; such a scheme might counter the threat of losing 
existing instructors and encouraging others to be involved in e-learning initiatives. 

3.1 Analysis of the Survey Result 

We conducted the survey to get the reflection of e-learning operation at the end of 
the first and the second semester. There are 67 students responded to the online 
survey over a two week period and 206 students responded to the offline survey. 
Based on the analysis of the survey result almost all the students are the age of less 
than 20. We conducted the survey on 67.4% of female students and 32.6% of male 
students. They responded one third percent of them are using computer from home 
and university respectively. Almost 30% of the students are working with comput-
er on the average of 1-2 hours per day. Over 40% of the students responded the 
use of computer everyday and they are online 1-2 hours per day. 

3.2 IT Literacy Survey Result 

According to the survey result, over 62% of the students are good at using search 
engine, word processing and 40% of them are familiar with using computer. Most 
of the students are competent in IT literacy. 

3.3 E-Learning Satisfaction Survey Result 

60% of the students agree using e-learning system is easy. Over 50% of the  
students agree the screen layout is easy, the instruction of the content is easy to 
follow and the contents of e-learning match their needs. Almost 50% of them 
agree this e-learning course provides clear instruction. 
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Table 1 Student Satisfaction Survey Result 

statement 
Percent Responded on 
agree 

Getting started with this e-learning system is easy. 60.07 

This e-learning material is engaging.(I’m spending 
quite a time with this e-learning material) 39.19 

I think I’m learning with this e-learning system.  61.54 

Navigating through the given menu is easy to do. 50.18 

The contents of e-learning match my needs. 55.31 

Finding the options that I want in the e-learning 
system is easy. 56.78 

Screen layout (e.g. going to NEXT page, play 
control bar, speed control) is easy to   use. 52.4 

This e-learning course provides clear instructions 
(i.g. lesson goal, quiz or summary,   main contents) 49.45 

The instruction of the contents is easy to follow. 55.68 

Moreover, 57% of the students satisfied and concentrated on learning in this  
e-learning system. 

3.4 Suggestion for Future E-Learning 

58% of the students responded ‘yes’ for the question “do you think e-learning is 
going to be expanded for the future”. The students prefer to expand e-learning in 
the future.  

When the students responded the question “what kind of difficulties should be 
improved to expand e-learning”, 62% of them would like to have the interaction 
between learner and instructor.  

When we analyze the result of the question “what kind of activities should be 
reinforced to improve the effectiveness of e-learning”, 43% of students prefer both 
project based and simulation/practicing based learning. 

3.5 Circumstances Survey 

Over 55% of the students responded 1~ 5 times per week they use online and 53% 
of them answered their computers are fast and 90% of them have laptop comput-
ers. 46% of students used Free Wifi and 43% of them have less than 4 inches 
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smart phone. The circumstances survey result is shown in the following table. The 
table is shown only the evidence result responded from the students. 

Table 2 Circumstances Survey Result 

Statement Satisfied Unsatisfied 

Introductory guide about the credit exchange of the ASEAN Cyber 
University 

74 7.33 

Availability of courses offered 77.3 11 

Credit transfer from the other institutions 64.1 18.32 

Ease of use for the LMS system for registration 70 18.32 

Information about the courses offered 73 8.43 

Guide for the learning contents interface (menus or buttons) 68.5 6.96 

Quality of learning contents that support efficient and effective comprehen-
sion and memorization 74 11 

Server stability (No buffering or errors) during learning contents 54.6 39.6 

Ease of questioning and answering during learning contents 72.53 17.6 

Ease of use for LMS that supports learning activities (discussions, Q/A, 
homework) 68.13 24.2 

Guide for the discussion board (discussion topics, due date, participation 
tips) 

65.2 25.64 

Interaction with the instructor 63.74 23.81 

Interaction with peer learners 72.16 18.32 

Ease of use for the system functions (play control, speed control, page 
navigation buttons, table of contents, learning support tools) 71.43 11 

According to the result, over 70% of the students satisfied on the introductory 
guide, interaction with peer learners, ease of use for the system functions, quality 
of learning contents and ease of questions & answers. But almost 40% of the stu-
dents’ unsatisfied on the instability of the LMS server. 

3.6 Reflection of the Instructors 

The overarching research questions to the 10 co-instructors of e-learning course 
operation that we have selected for the case study research are: 
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• Did you satisfy to manage e-learning? 
• Did you get to know what the probable problems of last semester’s e-learning 

were?  
• Have you got some amount of knowledge enough to manage e-learning?   
• Have you got some ideas about how to operate your e-learning course next 

semester/year? 
• Do you believe that you can operate better in the future than before?  

Most instructors didn’t satisfy providing e-learning operation because of no 
experience and limited time offer to the students. Actually they would like to pro-
vide more time to the students. Also they all have to support not only online class 
but also offline class. So they have limited time to support e-learning operation 
even though they are interested in e-learning. They need to have some strategy to 
achieve more involvement in e-learning. 

4 Suggestions for Future E-Learning Operation  

The suggestions have to be made the followings:  
Learning Environment (Infrastructure) can be fulfilled with the providing of 

more bandwidth. Nowadays there is the competitiveness of telecom companies in 
Myanmar: Telenor, Ooredoo and MPT. Also the mobile density is getting in-
creased and internet users are more and more increasing. They are providing in-
credible amount of internet speed and hence the students can access e-learning 
anytime, anywhere. To provide seamless access to LMS, the mobile version of  
e-learning contents need to develop. 

To enhance students’ engagement and motivation in e-learning, the instructors 
should make more discussions and assignments. And also students should get 
various incentives such as extra point or score for their active participation, inte-
raction, and collaboration with peer students. Also more contents need to be  
developed locally and it can facilitate the students understand easily by the expla-
nation of local language. The teachers will have to get more experience in devel-
oping e-learning with the help of development tools. To provide blended learning, 
the curriculum mapping between offline contents and online contents are required. 
The students will have more time in learning lectures. ASEAN Cyber University 
(ACU) provided new LMS this year so it would be able to overcome instability of 
LMS problems. The more course running in e-learning the more experience will 
be achieved by the staff. 

5 Discussion and Conclusion 

The reflections of the participating students and instructors on the e-learning pilot 
revealed that the initiative has achieved its objectives with respect to supporting 
framework. It is efficient online provision of course content particularly satisfied 
with requirements.  
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E-learning is one of the most important success factors for the economic devel-
opment in Myanmar. It will help to improve the quality of education system and 
will also apply to vocational training for industrial workforce cultivation.   

UT is the only one e-learning center under ministry of science and technology 
(MOST). Therefore, UT will be the main center of e-Learning contents distribu-
tion. UT will share online contents lecture to other universities. Moreover, UT 
would be a hub center of e-Learning among other universities. By doing this re-
search, it will provide the strengths, weakness, opportunity, threat and success of 
e-learning operation in which what we should have to prepare, what we need more 
and how the problems to be fixed in the future.  In spite of show-stopping issues, 
UT achieved very successful e-learning project. Without dedicated efforts from 
UT’s faculty and supports from ACU, it’s impossible to have 5 successful  
e-learning semesters. UT is also the frontrunner of e-learning implementation in 
CLMV countries and other ACU member institutes.  Besides this, it is truly fruit-
ful experience of UT’s e-Learning contents operation for the first time and it will 
be a special chance to share this to other member institutes and ACU project. 
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A Sematic Role Labeling Approach  
in Myanmar Text 

May Thu Naing and Aye Thida 

Abstract There is a generally certainty in the natural language and computational 
linguistics communities that semantic role labeling (SRL) is an important step 
toward improving significant applications, e.g. question answering, text summari-
zation and information extraction. We propose a new method for assigning seman-
tic roles on the structured trees of Myanmar sentences using Myanmar Verb 
Frame (MVF). In this paper, there is not use any machine learning techniques for 
SRL. It employs with predicate-argument identification algorithm and mapping 
algorithm to identify semantic roles in Myanmar. These algorithms mainly work 
on the syntax structure of Myanmar sentences. This system achieves over 70 % 
success rate in labeling the semantic role of pre-segmented constituents on the 
datasets. 

Keywords Semantic roles · Myanmar Verb Frame · Predicate-argument 

1 Introduction* 

The natural language processing community has recently experienced a growth of 
interest in semantic roles, since they describe WHO did WHAT to WHOM, 
WHEN, WHERE, WHY, HOW etc. for a given situation, and contribute to the 
construction of meaning. The semantic role represents the relationship between a 
predicate and an argument. It provides a general semantic interpretation of the 
sentence, and it can play a key role in natural language processing (NLP).  

Semantic role labeling (SRL), sometimes also called shallow semantic parsing, 
is a task in natural language processing consisting of the detection of the semantic 
arguments associated with the predicate or verb of a sentence and assigning their 
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specific roles to the constituents of sentences. The Shared Tasks of CoNLL 2004 
and CoNLL 2005 defined the task of SRL as “analyzing the propositions ex-
pressed by some target verbs of the sentence. In particular, for each target verb all 
the constituents in the sentence which fill a semantic role of the verb have to be 
recognized”. SRL has widely used in applications like Question Answering Sys-
tems, Machine Based Language Translation Systems, Document Summarization  
and Information Extraction. 

SRL approaches had been presented in other languages. But Myanmar language 
does not have any SRL system. And most of the SRL use classification approach-
es on Lexical Semantic Resource (LSR) such as FrameNet or Propbank. The  
proposed SRL approach does not use classification methods for assigning the 
semantic roles to Myanmar sentences. In this paper, we present an approach for 
SRL, in which shallow syntactic parsing and lexical resources are used. 

This paper is structured as follows: In Section 2, we discuss the related works 
for SRL. Section 3 talks about Myanmar Verb Frame Resource. Section 4  
describes the SRL method for Myanmar sentences. Section 5 outlines evaluation 
of the system on the test set. In Section 6, we conclude and talk about future works 
in this area. 

2 Related Works 

Most systems for automatic SRL at that time made use of a full syntactic parse of 
the sentence in order to define argument boundaries and to extract relevant infor-
mation for training classifiers to disambiguate between role labels. Thus, the task 
has been usually approached as a two phase procedure consisting of recognition 
and labeling of arguments.  

The SRL task was the shared task of CoNLL 2004 (Conference on Computa-
tional Natural Language Learning) and CoNLL 2005 conferences. The papers 
defined the SRL task and defined the types of semantic roles for a verb in a sen-
tence. Several systems participated in the shared task and proposed several guide-
lines for the SRL task.   

The CoNLL-2004 shared task discussed several models for the learning com-
ponent including pure probabilistic models [1],[2]and [3], Maximum Entropy 
models[4], generative models [5], Decision Trees [6] and Support Vector Ma-
chines [7] and [8]. The method of calibrating features was defined by Nianwen 
[9]. The Co-NLL 2005 conference SRL provided an insight on several statistical 
methods followed, notably the Maximum Entropy classifier of Wanxiang [10]. 
The Co-NLL 2005 shared task introduced several techniques including Support 
Vector Machines (SVM), Conditional Random Fields (CRF), Perceptron Based 
Learning, etc. The best results were obtained by systems using Support Vector 
Machines. 

The first method for SRL based on FrameNet was proposed by Gildea et al. 
[11]. They achieved argument identification and semantic role assignment with 
conditional probabilistic models. Their method includes example boosting in order 
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to cover the shortage of annotated examples. Kwon et al. employed ME methods 
for semantic role parsing based on FrameNet [12]. Pradhan et al. and Bejan et al. 
proposed semantic parsing based on FrameNet or PropBank [13] with SVM [14], 
[15] Hizuka et al. proposed a method of SRL based on Japan FrameNet [16]. They 
employed ME and SVM for argument identification and semantic role assignment. 
In order to train stochastic models, their method boosts annotated examples also.  

For Chinese language, SRL methods that are successful on English are adopted 
to resolve Chinese SRL [17, 18]. [18] produced complete and systematic research 
on full parsing based methods. Their method divided SRL into three sub-tasks: 1) 
pruning with a heuristic rule, 2) Argument Identification (AI) to recognize argu-
ments, and 3) Semantic Role Classification (SRC) to predict semantic types. For 
Tamil documents, [19] proposed SRL on Maximum Entropy Model and showed 
Evaluation phrase for SRL of Tamil texts. [20] presented an SRL system for Mod-
ern Standard Arabic. It showed the experiments on the Arabic Propbank data 
based on SVM and Kernel Mehods.        

3 Myanmar Verb Frame Resource 

Myanmar language is a free word order. It is very different from English lan-
guage. Myanmar language is Subject Object Verb (SOV) order. [21] proposed 
Myanmar Verb Frame (MVF) as a lexical resource which represents the relation-
ship between a predicate and its arguments of the Myanmar language. Myanmar 
verb frame files build together with example sentences annotated with semantic 
roles following PropBank guidelines. But, this system could not reproduce the 
same experience of PropBank.  This system interested in designing Myanmar 
Verb Frame files in relatively independent modules to facilitate the collaborative 
construction of this resource.  

Table 1 Semantic roles in MVF 

Tag  Description 
Arg0  Agent(usually the subject of a transitive verb)  
Arg1  Patient(usually its direct object or the subject of a 

intransitive verb)  
Arg2  Instrument, benefactive  
Arg3  starting point 
Arg4  ending point  
Argm-loc Locative 
Argm-tmp Temporal 

Argm-mnr Manner 
Argm-cau Cause 
Argm-prp Purpose 
Argm-dir Direction 
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Once PropBank guidelines and PropBank frames files are available for consul-
tation, it is design to adopt a different approach: instead of firstly building frames 
files and Annotator´s Guidelines. Myanmar Verb Frame is started by annotating a 
corpus using English frames files and guidelines as model. Therefore, unlike 
PropBank, in this first phase it annotated only semantic role labels and not verb 
senses.  In this way, there are identified language-specific aspects of SRL for 
Myanmar language. In this study, we worked with a set of 11 predicate-
independent abstract semantic roles in Table 1. 

4 SRL Method for Myanmar Sentences 

Myanmar is a very different language from English in several respects relevant to 
the SRL task. Myanmar language exhibits rich morphology. Our SRL task is  
divided into two subtasks. Before performing SRL task, as preprocess step, 
Myanmar Earely Parser [22] use to syntax structure trees of input sentences. 

4.1 Predicate-Arguments Identification 

The first step of SRL is arguments to which semantic roles should be assigned are 
selected. In other words, constituents are identified in predicate-argument identifi-
cation. 

Begin 
Input    : Parser tree of Input sentence. 
Output: Target V, Array of Arg_Candidate  
    Arg[]={}, New_arg={}, New_argList[]={}, i=0 
Step 1: Find Target V in input tree. 
Step 2: Find the sisters of Target V in the same level. 
     Arg[]= sisters of Target V 
Step 3: for each Arg[] do 
    if(Arg[i]     preposition)  
     New_arg+=Arg[i] 
    Else 
     New_argList[i]=New_arg+Arg[i] 
    Return Target V. 
    Return New_argList[]. 
End 

4.2 Semantic Roles Mapping Algorithm for Arguments 

The second task of our SRL method is to assign an appropriate semantic role to 
each constituent. From the first step, we got what is predicate (verb) in sentence 
and what are arguments. In this step, we find semantic roles of arguments  
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5 Experiment 

Like English language, Myanmar language does not have Treebank. Therefore, we 
use parse trees of dataset sentences that passed through the Earsely Parser. The 
test set contains about 1,000 parsed sentences. Our SRL approach does not need 
training data and testing data. It does not use classifier. So, these parsed sentences 
are the input of our algorithms. The table 2 shows success rate of algorithms on 
the test set. This semantic role mapping algorithm performs on only main argu-
ments in input sentences. The measurement for success rate on the test set can be 
as follows: 

          

Table 2 Success Rate on the test set 

Total Sentences 1,000 
Total Main Arguments 2420 
Total Modifier Arguments 390 
Correctly Labeled Arguments 2080 
Success Rate 74% 

6 Conclusions and Future Work 

This paper have presented first SRL method for Myanmar language that yields a 
global SRL over 70% by combining arguments identification and mapping algo-
rithm unlike other language SRL systems. To assign semantic roles from MVF, 
mapping algorithm depends on the syntax structure of the sentences. The proposi-
tions in syntax structure of sentences are main points to label with semantic roles 
according to SRL method. This semantic role mapping algorithm with arguments 
still needs to improve for modifier arguments in sentences. This SRL approach 
need to improve and test a lot of test sets.  Therefore, we will do the improvement 
of SRL approach as our future work. And then, we would like to use this SRL 
method for Myanmar text summarization system and other NLP applications. 
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Text Document Clustering with Ontology 
Applying Modify Concept Weighting 

Hmway Hmway Tar and Myint Myint Khaing 

Abstract With the increasing amount of information, researchers in digital com-
munities have witnessed the tremendous growth of publications. The overwhelm-
ing amount of information still makes it a time-consuming task. There are many of 
computer science and medical subject related documents cited on the Internet. 
Ontologies currently are hot topics in the area of Semantic Web. Ontologies can 
also help in addressing the problem of searching related entities, including re-
search publications. The purpose of the system is to cluster the text documents 
based upon the ontology. The system is applying the modified concept weighting 
and become the extended version of the work that has been done before [8]. After 
the time passed the testing amount of data becomes lager and the challenges is the 
time complexity. To overcome this issue the system used the scoring method at 
the concept weighting stages to manage the time complexity. The experiments 
reveal that even the testing documents increased; the system may actually be able 
to produce useful result for text document clustering. 

Keywords Ontology · Semantic Web · Text document clustering 

1 Introduction* 

While the capabilities of today’s Web directed towards the Semantic area, many 
research for the field of ontology become more interested area. With the booming 
of the Internet, the World Wide Web contains a billion of textual documents. This 
factor put the World Wide Web to urgent need for clustering method based on 
ontology which are developed for sharing, representing  knowledge about specific 
domain. To explore and utilize the huge amount of text documents, many methods 
are developed to help users effectively navigate, summarize, and organize text 
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documents that is why clustering become an important factor. However, as more 
text documents are populated, many systems urgently need to rely on well model 
technologies such as Semantic Web.  

Document Clustering become an essential technology with the popularity of the 
Internet. That also means that fast and high-quality document clustering technique 
play core topics. Text clustering is grouping semantically related items. This is 
also called unsupervised learning because no training data is available to help in 
deciding which group an item should belong to. Traditional clustering techniques 
depend only on term strength and document frequency which can be easily applied to 
clustering.  This system also considers concept weight with the support of ontology.  

Ontologies currently are hot topics in the area of Semantic Web. To effectively 
use that data and information this system applies ontology concepts to develop 
well defined model for data with well structure. This research is mainly concerned 
with the concept weighting and grouping algorithm by taking the advantages of 
the concepts of domain ontologies. Moreover, it is vital to have a reliable way to 
cluster massive amounts of text data. This method present a new way to mine 
documents and cluster them using ontology. One of the goals of the system is to 
clu ster text documents based on their concept weight similarity rather than key-
words. This phase focuses on the introduction of the concept of semantic features 
weight similarity into the clustering methods. Text clustering algorithms have 
focused on the management of numerical and categorical data. However, in the 
last years, textual information has grown in importance. Proper processing of that 
kind of information within data mining methods requires at a semantic level. In 
the system’s work, the concept of modify concept weighting is introduced to pro-
vide a formal framework for clustering documents. Available knowledge is forma-
lized by means of ontology. Clustering cover approaches completely or partially 
relying on ontology. In the system values represent concepts weight rather than 
simple term weight. As a consequence, applying the results obtained in the first 
part of this research to the clustering processes should also have benefits on hav-
ing a better identification of the clusters than non-semantic clustering. On the 
other hand, it has been proposed a method to include semantic features weight into 
an unsupervised clustering. 

2 Background Theory 

Text mining is a technique developed from data mining to analyze textual data  
especially unstructured (free text, abstract, etc). A text document is unclear, and 
according to [1, 2, 3]. Traditionally, ontology has been defined as the philosophical 
study of what exists: the study of kinds of entities in reality, and the relationships 
that these entities bear to one another. In the context of computer and information 
sciences, ontology defines a set of representational primitives with which to model a 
domain of knowledge or discourse. The representational primitives are typically 
classes (or sets), attributes (or properties), and relationships (or relations among 
class members). In computer and information science, ontology is a technical term 
denoting an artifact that is designed for a purpose, which is to enable the modeling 
of knowledge about some domain, real or imagined [4,5,6,7]. 
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3 Problem Statement 

Recently, researchers in digital communities have witnessed the tremendous 
growth of publications. Even though search engines on the Internet provide the 
efficient way for researchers to search publications of interests, the overwhelming 
amount of information still makes it a time-consuming task. Clustering, a tech-
nique used in any areas, is one way to facilitate this. Ontologies can also help in 
addressing the problem of searching related entities, including research publications.  

Most of the existing text clustering methods use clustering techniques depends 
only on term strength and document frequency using TF-IDF formula in the doc-
ument. But this method only considers the times which the words appear, while 
ignoring other factors which may impact the word weighs. And also this method is 
only a binary weighting method. This proposed system also considers concept 
weight for selecting the trait of the documents with the support of ontology so that 
the utility of ontology can be applied in clustering process. Moreover, this system 
wishes to utilize the ontology hierarchy structure it added the categorical informa-
tion table before weighting phases. The previous system meets some obstacle 
when the applied document sets become lagers [8]. To overcome this issue this 
system incorporated with the grouping algorithm [9]. 

4 Proposed System 

Searching the World Wild Web can be frustrating. Past studied have indicated that 
applying concept weight becomes biased towards some of the text documents 
when applying the tremendous testing data [8]. To counter act this problem we use 
grouping algorithm. Figure 1 provides main development of the system and also 
describes a detailed description of all the process that was taken out in this system. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
Fig. 1 Overview for the Proposed System 

Training documents 

Domain Ontology 
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The implementation of the system consists of five parts. The first part is ontol-
ogy creation; the second part is weighting calculation. The rest of the path is for 
clustering. The goal of this research is the development of a domain-specific on-
tology, which will be used for technology clustering. This section presents a de-
tailed explanation of the system work, which can be used in combination with 
ontology concepts. The work has been based on information extracted and inferred 
from Google Search Engine relating with the dissertation papers about image 
processing domain, distributing system and medical domain. With the growing 
demands in the research and development community of image research, distri-
buted system and medical field, it is necessary to capture concept hierarchical data 
in order to provide an efficient means and efficient model of these areas of re-
search. Therefore, the system creates an ontology which can be queried to gain 
knowledge for this research area and discovery has been conceived. The basic 
steps in building ontology are straightforward. The system has explored the ontol-
ogy construction using text documents as shown in Figure 1. This ontology is 
captured in the OWL DL (Ontology Web Language Description Logics) language 
and supported by the current ontology editors, valuators, and reasoners.  

The text document collection is the initial stage for system. In the preprocessing 
stage, the document is transferred to a format suitable to the representation 
process. The textual information is stored in many kinds of machine readable 
form, such as PDF, DOC, PostScript, HTML, and XML and so on. However, there 
are still a lot of papers stored in the plain pdf format. After the text document are 
collected from Google search engine, the abstract of the paper is elective from 
those pdf file and transformed into TXT format and maintained in the text files. 
After that phase, the system removes the stop words and stemming on the  
extracted text document. The stop-words are high frequent words that carry no 
information (i.e. pronouns, prepositions, conjunctions etc).  

In weighting phase the system calculate the weight of the concept as [8] as 
shown in below 

W = Length × Frequency× Correlation Coefficient + Probability of concept     (1) 

where W is the weight of keywords, Length is the depth of concept in the otology. 
Frequency is the times which count the words appear in the document, and if the 
concept is in the ontology Correlation Coefficient is taken as 1 and otherwise 0. 
Probability is based on the probability of the concept in the document. Finally the 
total Score is calculated by equation (2). Generally, every text should have a high-
er semantic similarity score with the texts from its group than the texts from dif-
ferent groups [10]. There are a few rare cases where this assumption could fail. 
One case is that the semantic similarity score does not reflect the relationships 
among the texts. Moreover, it is not always obvious what should be the attributes 
of the items and what should be their values. For example, for text documents, 
often words contained in them are used as the attributes, but, consecutive sequence 
alphabets in the document or consecutive sequence of two words, called bigrams, 
have also been used. The system assigned values to main attributes that will  
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specify obviously the representation of the items. The system used fixed score for 
some attribute contained in the texts by calculating score2. This can be used to 
weight the most useful of the attributes for the particular task. The score2 are pre-
assign value with highest score for some words. The score2 are the fixed value 
according to the words that are found in the text documents as follows: 

 
 If the word found in the documents is image 
 Then the score2 will be assigned 10 
If the word found in the documents is distributed  
Then the score2 will be assigned 100 
If the word found in the documents is medical 
Then the score2 will be assigned as 300 
If the word found in the documents is intelligence 
Then the score2 will be assigned as 1000 

Score = W + score2                                 (2) 

After calculating the Score, the last state is actionable. The basic idea is that 
each text could gather its most related texts to form an initial group, Yllias Chali 
decide which groups have more strength over other groups, make the stronger 
groups as final clusters, and use them to bring any possible texts to their clusters. 
First, Yllias Chali’s system uses each text as a leading text (Tl) to form a cluster. 
To do this, they put all the texts which have a score greater than the high-threshold 
with Tl into one group and add each score to the group’s total score. By doing this 
for all texts, they will have N possible different groups with different entries and 
group scores, where N is the number of the total texts in the set. Next, they select 
the final clusters from those N groups. They arrange a ll the groups by their scores 
in a non-increasing order. They choose the group with the highest score and check 
if any text in this group has been clustered to the existing final clusters or not. If 
not more than 2 texts are overlapping with the final clusters, then their algorithm 
take this group as a final cluster, and remove the overlapping texts from other final 
clusters. Yllias Chali’s  stated that the process the group with the next highest 
score in the same way until the groups’ entries are less than 4. For those groups, 
they would first try to insert their texts into the existing final clusters if they can fit 
in one of them. Otherwise, they will let them go to the leftover cluster which holds 
all the texts that do not belong to any final clusters. After the concept weighting 
phase we apply the grouping algorithm. The following is the pseudocode for the 
grouping algorithm , Yllias Chali applied in their system: 

// Get the Initial Clusters 
For each text t i 
Construct a text cluster including all the texts (t j) which score (ti,tj)>=high threshold; 
 Compute the total score of the text cluster;  
Find out its neighbor with maximum relation score; 
End For 
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//Build the final clusters 
  Sort the clusters by their total score in non-increasing order; 
  For each cluster g i in the sorted clusters 
     If member gi >3 and overlap-mean gi <=2 
       Take g i as a final cluster c i; 
       Mark all the texts in ci as clustered; 
   Else 
      Skip to process next cluster; 
    End If  
  End For 

 
//Process the leftover texts and insert them into one of the final clusters  
For each text t j 
  If t j has not been clustered 
    Find cluster c i with the highest score (ci, tj); 
  If the average-score (ci, tj) >= low- threshold 
    Put tj into cluster ci; 
 Else If the max score neighbor tm of tj is in ck  Put tj into cluster ck; 
 Else  
  Put tj into the final leftover cluster; 
End if  
End if  
End For 
Output the final clusters and the final leftover cluster; 

5 Experimental Results 

The proposed system has been tested with four test cases. The experiments in this 
section are conducted on the papers that are downloaded from the Google. The 
system downloaded 2000 papers from the Google Search track of recent World 
Wide Web conference websites. These 2000 test documents came from three sub-
categories (types) of Image documents, Distributed System documents and Medi-
cal and Aritificial Intelligence related documents respectively. Table 1 shows the 
results of the four dataset’s statistical relatedness analysis measures using  
precision and recall rate. As expected, the highest scoring produce the highest 
precision, which shows that the system score is a good   measure of the degree of 
relevancy between concepts and the documents. The performance of the method is 
influenced by a number of factors. The CPU requirements for the experiments 
described above are of the order of 2-3 hours. The memory requirements are quite 
excessive, and there is a trade-off between the number of abstracts (instances) and 
the number of concepts (features). Moreover the performance time is rapidly in-
creased as when using ontology time is the one of the issue for many applications. 
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Fig. 2 Testing Results 

6 Performance Analysis 

The performance of the method is influenced by a number of factors. The system 
processing time may be slow degradation caused by the continuous growth of the 
ontology size and sudden improvement gains due to more successful arrangements 
of concepts and clustering methods has be seen. The CPU requirements for the 
experiments described above are of the order of 2-3 hours. The memory require-
ments are quite excessive, and there is need to be trade-off between the number of 
documents and the number of concepts if the processing time needs to be de-
creased. The concept/documents ratio may have to be reduced for very large-scale 
experiments that influence the ontology. The system performance also degrades if 
the number of documents is increased and if the ontology size is growing. 

From the results of this research it has been shown that the idea of using ontol-
ogy to represent the clustering document in place of its concept weighting, as con-
ventionally is used, is a sound principle under certain conditions. The dominating 
condition with regard to the test dataset and the testing methods were the length of 
the article i.e. the number of words occurring in the document.  The achieved re-
sults indicate that as the average number of words in a document corpus increases 
the less of an impact that the ontology methods. In conclusion, the ontology-based 
approach performed as good even it have some minor differences than traditional 
clustering method and statistically method. 

7 Conclusion 

The main aim of the work is the development of a methodology able to exploit 
ontological computing when used in clustering methods, called ontology-based 
clustering. Thw work is a contribution in the field of ontology, in which the  
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system has studied how domain knowledge can been exploited before the cluster-
ing process. Moreover, these approaches do not attempt to interpret the conceptual 
meaning of textual terms, which is crucial in many applications related to textual 
data. The system has focused on applying semantic issue. Moreover, the system 
applied medical domain related papers to test whether the system can give accu-
rate cluster and also required medical knowledge is acquired from the medical 
knowledge obtained from our second author [8]. As expected as earlier, the  
experimental results illustrating the effectiveness of the technique. Therefore the 
system should extend this technique more statistically for further experiments to 
conduct more accurate text document clustering because the author interests area 
is the clustering system which can catch up with Google clustering methods which 
was hit 90% in this year for all domain. 

The system observed that the clustering results are affected by the degree of 
completeness of the ontology. For the case of evaluating, the four test cases were 
analyzed. The system also observed that the more accurate the ontology the more 
accurate the clustering results. Successful results were obtained with the domain 
ontology. In that sense, the proposed system clustering approach can be used in 
several tasks and domains such as electronic commerce (e.g. grouping similar 
products or to obtain a characterization of users), medicine (e.g. clustering of elec-
tronic health records), tourism (recommending tourist destinations to users), even 
in privacy preserving.  
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Ontology Based Comparative Sentence  
and Relation Mining for Sentiment 
Classification 

Myat Su Wai, May Aye Chan Aung and Than Nwe Aung 

Abstract Due to the rapid expansion of the internet, business through e-commerce 
has become popular. Many products are being sold on the internet and the mer-
chants selling the products ask their customers to write reviews about the products 
that they have purchased. Opinion mining and sentiment classification are not only 
technically challenging because of the need for natural language processing, but 
also very useful in practice. In this study, ontology based compararive sentence 
and relation mining for sentiment classification in mobile phone (product) reviews 
are studied. POS taggers are used to tag sentiment words in the input sentences. In 
this study, Naive Bayes classifier is also used for sentiment classification. Moreo-
ver, the comparison between with ontology and without ontology are aiso de-
scribed. This study is very useful for manufacturers and customers in E-commerce 
Sites, Review Sites, Blog etc. 

Keywords Sentiment classification · Ontology · Naïve Bayes classifier 

1 Introduction* 

Due to the rapid expansion of the internet, business through e-commerce has be-
come popular. Many products are being sold on the internet and the merchants 
selling the products ask their customers to write reviews about the products that 
they have purchased. This is the reason behind the abnormal increment of the 
number of reviews on websites. 

Opinion mining and sentiment classification are not only technically challeng-
ing because of the need for natural language processing, but also very useful in 
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practice. For example, businesses always want to find public or consumer opi-
nions on their products and services. Potential customers also want to know the 
opinions of existing users before they use a service or purchase a product. Moreo-
ver, opinion mining can also provide valuable information for placing advertise-
ments in Web pages. In a page, if people express positive opinions or sentiments 
on a product, it may be a good idea to place an ad of the product. And if people 
express negative opinions about the product, it is probably not wise to place an ad 
of the product.[13] [7]. The Web has dramatically changed the way that people ex-
press their opinions. They can now post reviews of prod-ucts at merchant sites and 
express their views on almost anything in Internet forums, discussion groups, blogs, 
etc., which are commonly called the user generated content or user generated media.  

2 Related Works 

Several techniques are used for the opinion mining tasks. To extract opinions, ma-
chine learning method and lexical pattern extraction methods are used by many 
researchers [3]. The researches about comparative sentences are mainly in two 
fields, linguistics and computational linguistics. Researchers in linguistics are 
concerned with semantics and syntax of comparative sentences, instead of the 
automatic recognition technology. Songbo Tan, Zhang [8] summarized the various 
classification systems of comparative sentences in modern Chinese documents. It 
can be seen that there are not uniform opinions how to classify comparative sen-
tences in Chinese study. Khin Phyu Phyu Shein et al., [6] described on the Internet 
there are lots of contents that opinions or sentiments about an object such as re-
views about music, movie, software, products and books etc. The aim of sentiment 
classification is to extract the feature on which reviewer express their emotion or 
feeling and identify them as positive, negative or neutral. In this paper, proposed 
model was the combination of Support Vector Machine with Natural Language 
Processing techniques. Ontology based on Formal Concept Analysis design for 
classifying the software reviews is negative, positive or neutral. It is proposed 
model that mainly focus is on feature level sentiment classification. Three main 
parts in this approach are: assigning the POS tags, identifying domain related  
features and classifying the sentiment words [5].  

In computational linguistics, Huang et al [4], applied several supervised  
machine learning methods to classify a Chinese sentence into either “comparative” 
or not. Song et al. constructed a Chinese comparative pattern data-base and used it 
to recognize comparative sentences. Alaa combined POS (Part of Speech) tags and 
several learning methods to extract comparative statements in Arabic [8].  

A comparative relation defined in includes compared entities, compared fea-
tures, a comparative keyword and a comparative type. Jindal and Liu extracted 
comparative relations using a new type of rules called LSR (Label Sequential 
Rules). Xu et al built a graphical model based on two-level CRF to recognize 
comparative relations and the directions of relations on mobile phone review data. 
Taras Zagibalov and John Carroll [9] constructed Automatic Seed Word Selection 
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for Unsupervised Sentiment Classification and used hybrid comparative patterns 
to label compared entities and compared features for Chinese comparative sen-
tences. WeiWei and Gulla [10], proposed a HL-SOT approach to labeling product 
attributes and their associated sentiments in product reviews by a Hierarchical 
Learning (HL) process with a defined Sentiment Ontology Tree (SOT). However, 
the SOT is manually constructed. It is an effort of human beings that what 
attributes need to be included in SOT of the product and how to structure these 
attributes in the SOT. The sizes and structures of the SOT constructed by different 
individuals may vary [14]. This paper refers to ontology based comparative pat-
terns to recognize comparative sentences and relations for sentiment classification 
with accurate results. 

3 POS Tagging 

Part-of-speech (POS) tagging is useful to our subsequent discussion and also the 
proposed techniques. In grammar, part-of-speech of a word is a linguistic category 
defined by its syntactic or morphological behavior. Common POS categories are: 
noun, verb, adjective, adverb, pronoun, preposition, conjunction and interjection. 
Then, there are many categories which arise from different forms of these catego-
ries. In this work, we use Brill's Tagger (Brill 1992). Important POS tags to this 
work and their categories are: 

NN: Noun, NNP: Proper Noun, PRP: Pronoun, VBZ: Verb, present tense, 3rd 
person singular, JJR: Comparative Adjective, JJS: Superlative Adjective, RBR: 
Comparative Adverb, RBS: Superlative Adverb. 

Although JJR, JJS, RBR, and RBS tags represent comparatives, many sen-
tences containing such tags are not comparisons. Many sentences that do not con-
tain any of these tags may be comparisons. Thus, we cannot solely use these tags 
to identify comparative sentences [11]. 

4 Sentiment Classification 

Given a set of evaluative texts D, a sentiment classifier classifies each document 
into one of the two classes, positive and negative. Positive means that document d 
expresses a positive opinion. Negative means that document d expresses a nega-
tive opinion [1] [2].  

The main application of sentiment classification is to give a quick determina-
tion of the prevailing opinion on an object. The task is similar but also different 
from classic topic-based text classification, which classifies documents into prede-
fined topic classes, e.g., politics, science, sports, etc. 

In topic-based classification, topic related words are important. However, in 
sentiment classification, topic-related words are unimportant. Instead, sentiment 
words that indicate positive or negative opinions are important, e.g., great, excel-
lent, amazing, horrible, bad, worst, etc [1]. 
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4.1 Comparative Sentence and Relation Mining 

Directly expressing positive or negative opinions on an object is only one form of 
evaluation. Comparing the object with some other similar objects is another. 
Comparison is a more convincing way of evaluation. Comparisons are related to 
but also different from typical opinions. They have different semantic meanings 
and different syntactic forms. Comparisons may be subjective or objective [1].  

A comparative sentence is a sentence that expresses a relation based on similar-
ities or differences of more than one object. The comparison in a comparative 
sentence is usually expressed using the comparative or the superlative form of an 
adjective or adverb [1]. The comparative sentence is used to state that one thing 
has more (bigger, smaller) “value” than the other. The superlative is used to say 
that one thing has the most (the biggest, the smallest) “value”. The structure of a 
comparative sentence consists normally of the stem of an adjective or adverb, plus 
the suffix -er, or the modifier “more” or “less” before the adjective or adverb. For 
example, in “Sony phone is better than Nokia”, “better” is the comparative form 
of the adjective “good”. The structure of a superlative sentence consists of the 
stem of an adjective or adverb, plus the suffix -est, or the modifier “most” or 
“least” before the adjective or adverb. In “Sony is the best in the phones”, “best” 
is the superlative form of the adjective “good”. A comparison can be between two 
or more objects, groups of objects, one object and the rest of the objects.  

4.2 Types of Important Comparisons 

Types of important comparisons can be classified into four main types. The first 
three types are gradable comparisons and the last one is the non-gradable compari-
son. The gradable types are defined based on the relationships of greater or less 
than, equal to, and greater or less than all others. 

1. Non-equal gradable comparisons: Relations of the type greater or less than 
that express an ordering of some objects with regard to some of their features, e.g., 
“the Samsung is faster than that of Huawei”. This type also includes user prefe-
rences, e.g., “I prefer Samsung to Huawei”. 

2. Equative comparisons: Relations of the type equal to that state two objects 
are equal with respect to some of their features, e.g., “the picture quality of Sony 
is as good as that of Samsung” 

3. Superlative comparisons: Relations of the type greater or less than all others 
that rank one object over all others, e.g., “the Sony is the fastest”. 

4. Non-gradable comparisons: Sentences that compare features of two or more 
objects, but do not grade them. 

The first three types of comparative are called gradable comparatives [1]. This 
work only focuses on these three types. For simplicity, from now on we use com-
parative sentences and gradable comparative sentences interchangeably. Note that 
in a long comparative sentence, there can be multiple relations separated by deli-
miters such as commas “,” and conjunctions such as “and” and “but”. 



Ontology Based Comparative Sentence and Relation Mining 443 

 

5 Ontology Based Approach to Sentiment Classification 

Ontology has been defined as the specialization of the conceptualization. The 
main aim of ontology is to provide knowledge about specific domains that are 
understandable by both the computers and developers [9].  

Ontology can be used to describe the domain and to reason about the entities 
with-in that domain. To construct ontology the knowledge about particular field of 
interest is needed. Ontology designed for one domain cannot be applied to another 
one. [8] [9]. Ontology-based approach can be used in classification of opinions and 
in feature-based opinion mining. In both cases ontology can be used in a different 
ways. In most popular approach single opinion can be presented as an instance of 
ontology. The comparison analysis of those instances should be conducted in classi-
fication of collected opinions. The polarities of opinions with the same subject can 
be aggregated to the overall sentiment to the product or service [6].   

The ontology as graph-like construction makes feature based opinion mining 
easier to conduct. The main characteristics of the subject of opinion can be pre-
sented as its attributes in the ontology. Then the polarity of each feature must be 
determined either for single opinion or for the whole set of opinions. In a special 
case of this approach for every node two additional leafs representing positive and 
negative sentiment are added [12]. 

5.1 Creating Mobile Phone Ontology 

In phone ontology, “Phone” is a main class and it has subclasses and relations 
with them .We use HasA relation and IsA relation between these class and sub-
classes. And we also use other relations such as include and provide. We construct 
Mobile phone ontology by using Protégé 4.3 as shown in figure. 

 

Fig. 1 Phone Ontology Creation for Phone Domain that are used in Sentiment Classification 
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6 Naïve Bayes  Classifier 

Most of the algorithms for sentiment analysis are based on a classifier trained 
using a collection of annotated text data. Before training, data is preprocessed so 
as to extract the main features. Some classification methods have been proposed: 
Naive Bayes, Support Vector Machines, K- Nearest Neighbors, etc. However, 
according to Go et al., 2009, it is not clear that which of these classification strate-
gies is the more appropriate to perform sentiment analysis. 

We decided to use a classification strategy based on Naive Bayes (NB) because 
it is a simple and intuitive method whose performance is similar to other ap-
proaches. NB combines efficiency (optimal time performance) with reasonable 
accuracy. If the main features are the tokens extracted from texts, it is evident that 
they cannot be considered as independent, since words co-occurring in a text are 
somehow linked by different types of syntactic and semantic dependencies. How-
ever, even if NB produces an oversimplified model, its classification decisions are 
surprisingly accurate [10]. 

7 Discussions 

There is only one relation in a sentence. In practice, this is violated only in a very 
small number of cases. Entities or features are nouns (includes nouns, plural nouns 
and proper nouns) and pronouns. These cover most cases. However, a feature can 
sometimes be a noun used in its verb form or some action described as a verb 
(e.g., “Sony costs more”; “costs” is a verb and a feature). Such comparisons are 
adverbial comparisons and are not considered. To evaluate sentiment classification 
system, we use the customer review of mobile phone form multi-domain dataset 
which were grouped into positive and negative categories for content analysis and 
tested and compared with the manually tagged set of review datasets. The results 
and comparisons are shown in the following table. 

Table 1 Comparison Between with the use of ontology and without ontology 

 Without the use of domain 
ontology 

Proposed Approach  
(With ontology) 

Positive Sentiment Accuracy: 72% 
Recall :  90% 

Accuracy: 80% 
Recall :  90% 

Negative Sentiment Accuracy: 64% 
Recall :  85% 

Accuracy: 76% 
Recall :  85% 

Ambiguous Sentiment Accuracy: 65% 
Recall :  90% 

Accuracy: 80% 
Recall :  90% 

Neutral Sentiment Accuracy: 60% 
Recall :  90% 

Accuracy: 75% 
Recall :  90% 
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8 Conclusion 

Opinion mining and sentiment classification are not only technically challenging 
because of the need for natural language processing, but also very useful in practice. 
Opinion mining can be served in the field of Information search & Retrieval. In 
opinion mining Determining sentiments seems to be easier, determining objects and 
their corresponding features is harder. Combining both the task is very tedious  
and also accuracy is the problem. In this study, ontology based comparative sentence 
and relation min-ing for sentiment classification in mobile phone (product) review 
have been proposed. Naïve Bayes classifier is used to classify word of comparative 
sentences and relations from ontology. According to study, ontology based approach 
is better in accuracy and recall than other approaches, with ontology.  
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Word Boundary Identification for Myanmar
Text Using Conditional Random Fields

Win Pa Pa, Ye Kyaw Thu, Andrew Finch and Eiichiro Sumita

Abstract This paper examines the effectiveness of conditional randomfields (CRFs)
when used to identify Myanmar word boundaries within a supervised framework.
Existing approaches are based on themethod ofmaximummatchingwhich appears to
suffer from problems relating to the manner in whichMyanmar words are composed.
In our experiments, the CRF approach is compared against a baseline based on
maximum matching using dictionaries from the Myanmar Language Commission
Dictionary (word only) and a manually segmented subset of the BTEC1 corpus.
The experimental results show that the CRF model is able to achieve considerably
higher F-scores on the segmentation task than the baseline, even when the baseline
is allowed to use words from the test data in its dictionary.

1 Introduction

In thewriting systemsofmanyAsian languages, such asMyanmar,Chinese, Japanese
and Thai, words are not delimited by spaces. There are no blanks inMyanmar text for
word boundaries. Determining the word boundaries, and thus tokenizing the text, is
usually one of the first necessary processing steps for Natural Language Processing
(NLP) applications. Segmenting Myanmar text is not a trivial task since Myanmar
text is composed of words consisting of one or more syllables, and one or more
characters can also represent a syllable. Therefore word segmentation is an issue
for natural language processing. It may also be necessary to allow multiple correct
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segmentations of the same text, depending on the requirements of further process-
ing steps. Word segmentation is a necessary prerequisite for higher level language
analysis including named entity recognition and syntactic parsing that are used in
many NLP applications such as machine translation, automatic speech recognition
and information retrieval. Word segmentation is considered to be an important first
step for natural language processing tasks.

2 Related Work

The problems of Myanmar word segmentation have been analyzed and different
approaches have been developed to achieve different goals.

[1] proposed a hybrid approach that works by longest matching on syllable-
segmented sentences. Their probabilistic model used a lexicon of 20,000 words from
a Myanmar grammar [9] and achieved 0.755 precision. In their method of longest
matching the known words from the dictionary are first segmented and subsequently
an n-gram model predicts the segmentation of the unknown words. The principal
problem of this approach stems from the ambiguity in the longest matching process,
since words can be formed in more than one way.

[5] proposed a word segmentation approach that involved rule-based syllable
segmentation and dictionary-based statistical syllable merging using a dictionary of
about 30,000 words provided by the Myanmar NLP team of Myanmar Computer
Federation. Their approach achieved 100% syllable accuracy and 98.94% precision,
99.05% recall and 98.99% F-score on their word segmentation task.

[6] proposed a 2-step longest matching approach. The first step, was syllable
segmentation, in the second step left-to-right syllable longest matching forward seg-
mentation was performed. A 2 million sentence monolingual Myanmar corpus and
an 80K sentence English-Myanmar parallel corpus, and lists of stop words, syllables
and words were used in the decision process for annotating word boundaries. This
approach employed a similar longest matching strategy to [1], and as a consequence
also suffers the same problem of ambiguity mentioned earlier.

[3] studied word segmentation in the context of statistical machine translation
using 7 different schemes: manually annotated segmentation; character breaking;
syllable breaking; syllable breaking + maximum matching; unsupervised word
segmentation; syllable breaking + maximum matching + unsupervised word seg-
mentation; and supervised word segmentation. Their study examined the effect of
segmentation on the following language pairs: Myanmar to Japanese, Korean, Hindi,
Thai, Chinese and Arabic languages. They proposed a new algorithm for Myanmar
syllable breaking that achieved 100% accuracy and that can be easily adapted to
related Asian syllabic languages such as Khmer, Laos, and Nepali. Their proposed
unsupervised segmentation approach did not exceed the performance of the simpler
maximummatching approach, and one plausible cause is the lack of data. In thiswork
we focused on a supervised approach which we expected to perform well training
on a small amount of human segmented data.
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3 Segmentation

This section describes the segmentation methods that were used for the experiments
in both the pre-processing stage and the word segmentation stage. The word seg-
mentation was done from both character segmented data and syllable segmented
data using CRFs.

3.1 Character Segmentation

The character segmentation pre-processing step trivially segmented the Myanmar
sentence into a sequence of graphemes represented by the Unicode characters.

3.2 Syllable Breaking

Syllable breaking is a necessary step for Myanmar word segmentation, since most
Myanmar words are composed of multiple syllables and most of the syllables are
composed of more than one character. We used the algorithm of [3] for syllable
breaking. There are three general rules to break Myanmar syllables from Unicode
input text where a consonant is followed by dependent vowels and other symbols. For

example, the word (school) can be decomposed as: .
Here, the medial consonant (Ya), vowel sign (E), vowel sign (Aa) follow
consonant (Ka) and sign (Asat) and sign (Visarga) follow syllable final
consonant (Nga). The exception to this combination rule is Kinzi, the conjunct form

of U+1004 + Myanmar letter Nga, (e.g. for in (English) ) that
precedes the consonant.

The first rule puts a word break in front of consonants, independent vowels,
numbers and symbol characters. The second rule removes any word breaks that are
in front of subscript consonants, Kinzi characters, and consonant + Asat characters.
Break points for special cases such as syllable combinations of loan words (e.g.

), that is the transliteration of “George”, Pali words, phonologic segmentation

(e.g. ) and orthographic segmentation (e.g. ). In experiments
for these rules with a 27,747 word dictionary the approach was able to achieve 100%
precision and recall.

Fig. 1 An example of syllable breaking for a sentence.



450 W.P. Pa et al.

3.3 Maximum Matching

Maximum matching is one of the most popular structural segmentation algorithms
and it is often used as a baseline method in word segmentation [7]. This method
segments using segments chosen from a dictionary. The method strives to segment
using the longest possible segments. It is a greedy algorithm and is therefore sub-
optimal. The segmentation process may start from either end of the sequences.

3.4 Conditional Random Fields

Linear-chain conditional random fields (CRFs) [4] are models that consider de-
pendencies among the predicted segmentation labels that are inherent in the state
transitions of finite state sequence models and can incorporate domain knowledge
effectively into segmentation. Unlike heuristic methods, they are principled prob-
abilistic finite state models on which exact inference over sequences can be effi-
ciently performed. Themodel computes the following probability of a label sequence
Y = {y1,…, yT } of a particular character string W = {w1,…, wT }.

Pλ(Y|W) = 1

Z(W)
exp(

T∑

t=1

|λ|∑

k=1

λk fk(yt−1, W, t)) (1)

where Z(W) is a normalization term, fk is a feature function, and λ is a feature
weight vector.

We used the CRF++ toolkit[10] to build the CRF models. The feature set used in
the models (up to character/syllable tri-grams) was as follows (where t is the index
of the character/syllable being labeled):

1. Character/syllable unigrams: {wt−2, wt−1, wt , wt+1, wt+2}
2. Character/syllable bigrams: {(wt−1, wt ), (wt , wt+1)}
3. Character/syllable trigrams: {(wt−2, wt−1, wt ), (wt−1, wt , wt+1), (wt , wt+1,

wt+2)}
These n-grams were combined with label unigrams and bigrams to produce the

feature set for the model.

4 Experiments

4.1 Data Setup

The CRF models were trained using a training set selected from a manually seg-
mented 50,000-sentence subset of the Basic Travel Expression (BTEC1) corpus [2].
We ran four maximum matching experiments, drawing from two different dictio-
naries. The first dictionary was the 26,413-word Myanmar Language Commission
(MLC)[8] dictionary; the second dictionary contained the first, and also included all
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9,475 of the segments from the manually annotated corpus used to train the CRF
models.

The experiments were performed using 10-fold jackknifing of the manually seg-
mented BTEC1 50,000 sentences, therefore a test set of 5,000 sentences was used
for each fold. A closed test for maximum matching was conducted with the larger
dictionary the in order to obtain an approximate upper bound for the method using
the available data. There experimental results report the average statistics over all 10
folds together with their standard errors.

4.2 Training with CRFs

The CRFmodels were trained on two different segmentations ofMyanmar, character
and syllable. For each character and syllable model, four separate models that used
different tag sets were trained. These four tag sets were: {4,5}, {1,4,5}, {1,2,4,5}
and {1,2,3,4,5} using the tag number notation in Table 1.

Examples of segmentation annotated using the four different tag sets are given in
Fig. 2.

The meaning of the example sentence in Fig. 2 is: “The weather is very fine”.
It contains 8 syllables, tagged with all four tag sets in decreasing order of tag set
size from top to bottom. It can be segmented into 4 segments, actually three words,
a noun, an adverb and a verb. The first four syllables becomes a noun that means
“the weather”, the fourth and fifth syllables form an adverb meaning “very” and the

Table 1 List of segmentation tags.

Tag number Tag Position

1 < The first syllable/character in a word

2 > The second last syllable/character in a word

3 + Represents both < and >

4 - Others

5 | Final syllable/character in a word

Table 2 The four tag sets used for segmentation.

Number of tags Tag set

2 - |

3 < - |

4 < > - |

5 < > + - |
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Fig. 2 Syllable tagging with different tags set.

Fig. 3 Character tagging with 4 tags.

remaining two syllables form a verb meaning “fine”. The verb is composed of two
segments that are the root word and its suffix.

Fig. 3 gives an example of how the same sentence can be tagged at the character
level with the 4 tags {1, 2, 4, 5}.

4.3 Evaluation Criteria

The segmentation performance of maximum matching and CRF models was mea-
sured using the commonly used precision (Equation 3), recall (Equation 4), and
F-score (Equation 2) defined as follows.

F-score = 2× Recall × Precision

Recall + Precision
(2)

Precision = #of correct tokens

#of tokens in test cor pus
(3)

Recall = #of correct tokens

#of tokens in system output
(4)

4.4 Results and Discussion

Table.3 gives the results on using various sizes of tag set in the CRFmodel. It is clear
from the results that there were almost no differences in the performance of each of
the systems. Therefore, for the remainder of the experiments we arbitrarily chose to
use the largest tag set.
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Table 3 Word segmentation performance (with standard errors) using different tag sets with
CRF models.

Tagging Method Character Syllable

Precision Recall F-Score Precision Recall F-Score

2 Tags 0.9695 0.9679 0.9687 0.9698 0.9683 0.9690

±0.0040 ±0.0056 ±0.0046 ±0.0035 ±0.0048 ±0.0040

3 Tags 0.9693 0.9686 0.9689 0.9703 0.9681 0.9692

±0.0038 ±0.0055 ±0.0044 ±0.0034 ±0.0048 ±0.0039

4 Tags 0.9694 0.9692 0.9693 0.9702 0.9676 0.9689

±0.0038 ±0.0053 ±0.0043 ±0.0034 ±0.0048 ±0.0040

5 Tags 0.9693 0.9692 0.9692 0.9703 0.9672 0.9687

±0.0038 ±0.0053 ±0.0043 ±0.0034 ±0.0048 ±0.0039

Table 4 Word segmentation performance (with standard errors) of theMMandCRFmethods.

Method Precision Recall F-Score

MM (MLC) 0.9881 0.7232 0.8351

±0.0006 ±0.0031 ±0.0022

MM (MLC+BTEC1) 0.9093 0.9367 0.9228

±0.0037 ±0.0040 ±0.0032

MM (BTEC1 Closed) 0.9106 0.7872 0.8444

±0.0034 ±0.0029 ±0.0030

MM (BTEC1 Open) 0.9363 0.96243 0.7490

±0.0074 ±0.0013 ±0.0020

CRF Character (5 tags) 0.9693 0.9692 0.9692

±0.0038 ±0.0053 ±0.0043

CRF Syllable (5 tags) 0.9703 0.9672 0.9687

±0.0034 ±0.0048 ±0.0039

Table.4 shows the performance of the CRF methods relative to the maximum
matching baselines. It can be seen that the CRF models substantially outperform the
MM systems in terms of the overall F-score, but the MM (MLC) method has a very
high level of precision. The MM (BTEC1 Open) experiment used the same training
and test data as the CRF model, and shows the in-domain performance using a small
dictionary (approximately 8,500 entries). TheMM(BTEC1Closed) experiment used
a dictionary from the entire 50,000-word training set that included the test data.
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Fig. 4 F-Scores from training with CRF models on varying data set sizes.

In order to study how the CRF models behave with varying amounts of training
data, we run a sequence of experiments that trained CRF models from 10K, 20K,
30K, 40K and 50K sentences respectively. From the results in Fig. 4, it is clear that
the CRF model performs almost identically on character segmented and on syllable
segmented data. Furthermore, the results show that the performance of the system is
strongly linked to the data set size.

5 Error Analysis

Table.5 shows the most frequent labeling errors made by the CRF model when
labeling syllable-segmented input. A list of syllables is shown for each error which
represents the all of the syllables that gave rise to the error, listed in order of frequency.

It can be seen from the table thatmost of the errors in the top portion of the table are

causedby syllableswhich end in oneof the followingvowels: .Related

errors occurred at the character level where the top 2 errors were: . Interestingly

a large number of errors occurred on the following syllables: which
often signify the ends of words, but may also occur quite frequently within words
especially compound words. Single character consonants: were also re-
sponsible for many errors. These mostly occur at the beginning of words labeled
with ‘<’, but can also occur at the beginning of words with the ‘+’ label, and these
cases appear to be difficult to disambiguate.
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Table 5 Statistics on the most frequent 300 labeling errors from 10 experiments for syllable
tagging together with all the associated syllables.

6 Conclusion

In this paper we have studied the application of CRF models to perform supervised
word identification of Myanmar text. The performance of the CRF models was com-
pared against a baseline model based on maximum matching that is close to the
current state-of-the-art in Myanmar word segmentation. Our results show that the
overall performance of the CRF models, measured in terms of F-score was sub-
stantially higher than the maximum matching baseline. We were also able to show
that the CRF model was able to perform word segmentation equally well from ei-
ther Myanmar characters or syllables. Experiments on data set size revealed that the
CRF is still improving even on the largest training data set size of 50,000 sentences,
and therefore we believe that the acquisition of more data is critically important in
improving the segmentation accuracy of the system. In future work, we intend to
increase the size of the manually segmented corpus since our experiments indicated
that this was likely to deliver significant improvement in performance.
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Index Structure for Nearest Neighbors Search 
with Required Keywords on Spatial Database 

Su Nandar Aung and Myint Myint Sein 

Abstract There is more and more commercial and research interest in nearest 
neighbor objects for location-based search from spatial database. Specially, a spa-
tial keyword query takes a user location and user-supplied keywords as arguments 
and returns objects that is nearest k objects from user current location and textual-
ly relevant to the user required keyword. In these systems, user can type one or 
more word for required keyword. To find the result that contains at least one re-
quired keyword, it is important to support Boolean OR semantic keyword search 
on spatial database. In this paper we study how to answer such queries efficiently 
for both kNN query and range query. This paper proposes new index structure that 
combines K-d tree and inverted file. K-d tree efficiently support for both nearest 
neighbor and range queries. We also discuss Boolean OR Semantic keyword 
search for the user’s required keywords. 

Keywords Spatial keyword queries · Problem statement · Proposed index · K-NN 
keyword search algorithm · Range keyword search algorithm 

1 Introduction* 

Spatial database systems manage large collections of spatial data, which apart 
from spatial attributes contain non spatial information. Spatial data are data that 
have a location (spatial) and mainly required for Geographic Information Systems 
(GIS) whose information is related to geographic locations. GIS model supports 
spatial data types, such as point, line and polygon. A geospatial collections in-
crease in size, the demand of efficient processing of spatial queries with text  
constraints becomes more prevalent.  

Due to the popularity of keyword search, particularly on the Internet, many of 
these applications allow the user to provide a set of keywords that the spatial  
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objects should contain, in their name or description or categories. Spatial keyword 
search is an important tool in exploring useful information from a spatial database 
and has been studied for years. The query consists of a spatial location, a set of 
keywords and a parameter k and the answer is a list of objects ranked according to 
a combination of their distance to the query point and the relevance of their text 
description to the query keyword. The spatial relevance is measured by the dis-
tance between the location associated with the candidate document to the query 
location, and the textual relevance is said to be textually relevant to a query if 
object contains queried keywords.  

During the design of a spatial index, issues that need to be minimized are: 

(a) The area of covering rectangles maintained in internal nodes, 
(b) The overlaps between covering rectangles for indexes developed based 

on the overlapping native space indexing approach, 
(c) The number of objects being duplicated for indexes developed based on 

the non-overlapping native space indexing approach 
(d) The directory size and its height. 
(e) The index shows effective storage utilization. 
(f) The index answers queries efficiently. 
(g) The index can answers possible result with user’s required keyword with-

in minimum time. 
 

Many index structures that have been proposed in recent years mainly use R-
tree and then combine with inverted file, namely the families of IR-tree [4, 5, 6, 7, 
8, 9, and 10]. All use R-tree for spatial (latitude/longitude) index and inverted file 
for textual index. They all created hybrid index structure according to the combi-
nation schemes: (1) Text first loose combination scheme, employs the inverted as 
the top-level index and then arrange the postings in each inverted list in a spatial 
structure. (2) Spatial-first loose combination scheme employs the spatial index as 
the top-level index and its leaf nodes contain inverted files or bitmaps for the text 
information of objects contained in the nodes. (3) Tight combination indexcom-
bines a spatial and a text index tightly such that both types of information can be 
used to prune the search space simultaneously during query processing.  

The construction of an efficient index structure should take into account over-
laps between nodes and coverage of a node. Minimization of a node coverage 
leads to more precise searching within the tree and minimization of the overlap 
between nodes reduces the number of paths tested in the tree during a search that 
can reduce search time. As the data objects in the R-tree can be overlapping and 
covering each other, the search process in the R-tree might suffer from unneces-
sary node visits and higher IO cost [16]. Moreover, the IR-trees suffer from high 
update cost. Each node has to maintain an inverted index for all the keywords of 
documents associated with this node’s MBR. When a node is full and split into 
two new nodes, all the textual information in the node has to be re-organized [1]. 
As the R-tree need to reorganized, it suffers from higher CUP costs. This paper 
intends to reduce IO costs, CUP costs and searching time for kNN keyword 
search. In this paper, we study Boolean OR semantic for spatial keyword queries. 
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The Boolean OR semantics allow the query keywords to partially match the data 
in the database. This is a more general case. 

For example, queries like “Japanese Sushi Restaurant”, a user does not have all 
the complete keywords, but “Japanese” or “Sushi” or “Restaurant” can be recom-
mended if they are closed to the user’s current location for kNN query and if they 
are within user’s defined range. More candidates will be examined in the query 
processing of OR semantics. 

This paper includes the following contributions:  

1) The main contribution is to create index structure that combine K-d tree and 
inverted file for efficiently process spatial keyword queries. 

2) Nearest neighbor keyword search algorithm and range algorithm is devel-
oped using the proposed index structure to efficiently answer spatial key-
word query using OR semantic and to explore useful information that user 
required. 

2 Related Works 

There has been lot of interest in building geographic information retrieval system. 
Spatial Keyword search has been well studied for years due to its importance to 
commercial search engines. Various types of spatial keyword queries have been 
proposed. For spatial keyword search, the index structure is created for both spa-
tial and textual relevance. Most index structures [5],[6],[8],[ 9],[10]  use R-tree 
and its variants as spatial index and inverted file for text index.  

They all combine both indices depending on the combination schemes [15]. 
Among them [8] integrates signature file instead of inverted file into each node of 
the R-tree.  Inverted file-R*tree (IF-R*) and R*-tree-inverted file (R*-IF) [10] are 
two geo-textual indices that loosely combine the R*-tree and inverted file. Hariha-
ran et al. R. G¨obel, A. Henrich, R. Niemann, and D. Blank [8] proposed the KR*-
tree. This paper proposed a framework for GIR systems and focus on indexing 
strategies.I. D. Felipe, V. Hristidis, and N. Rishe [9] uses R*-tree for spatial index 
and inverted file for text index. Cary et al, [5] proposed SKI that combines and R-
tree with an inverted index by the inclusion of spatial references in posting lists.   

In [5] the posting list of term contains all its term bitmaps rather than docu-
ments. The IR tree [6] creates each nodes of the R-tree with a summary of the text 
content of the objects in the corresponding subtree. Li et al. proposed an index 
structure, which is also called IR tree that stores one integrated inverted file for all 
the nodes. X. Cao, L. Chen, G. Cong, C. S. Jensen, Q. Qu, A. Skovsgaard, D. Wu, 
and M. L. Yiu [3] proposed S2I index structure based on R-tree and inverted file. 
The objects in [3] are stored differently according to the document frequency and 
infrequency of the term.  

D. Zhang, K.L. Tan, Anthony K.H. Tung[1] proposed I3 (Integrated Inverted 
Index), which adopts the Quad tree structures to hierarchically partition the data 
space into cells. The basis unit of I3 is the keyword cell, which captures the spatial 
locality of a keyword. X.Cao, G.Cong, Christian S. Jensen, Jun.J. Ng, BengC.Ooi, 
N.T. Phan, D. Wu [15] proposes a Web Object Retrieval System (SWORS) that is 
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capable of efficiently retrieving spatial web objects that satisfy spatial keyword 
queries. This system use IR tree and inverted file for index. It supports two types 
of queries that are location aware top-k text retrieval (Lkt) query and spatial key-
word group query.  

3 Problem Statement 

Let D is a spatial database that contains D= {o1,o2,o3…..,on  } such that every ob-
ject o in D has many attributes <oid, ol, od> where oid is an identifier of an object, 
ol is a spatial location that contain latitude and longitude and od is an text docu-
ment of each object for keyword querying.A keyword query qkis a set of keywords 
k1, k2, k3,…., km. The result is a set of objects ordered by the relevance of their 
textual description to the query keywords. 

Boolean Range Keyword Query: Let D is a spatial database that contains  
D= {o1,o2,o3…,on} such that every object o in D has many attributes <oid, ol, od> 
where oid is an identifier of an object, olis a spatial location that contain latitude 
and longitude and od is an text document of each object for keyword querying.  

Let q=<qk, qr> be a range keyword query where qk is user required keywords 
w1…..wm and qr is the user desired range (km). A query q return all objects in D 
that contain at least one similar keywords qk={w1, w2,…., wm} and belong to the 
range qr .       ,    

Boolean kNN Keyword Queries: Let q=<qk, ql, k> be a Boolean kNN query 
where qk is user required keywords w1…..wm, ql is a user current location (lati-
tude, longitude) and k is the number of result objects. A query q return k objects ok 

from D that are nearest neighbor of qlwith the highest scores , , ,, , , ,  according to the Euclidean Distance and 
Boolean Model in which corresponding point contain at least one required key-
wordsqk={w1, w2,…., wm}.     , ,    

4 Proposed System 

In this proposed system K-d tree loosely combined with inverted file. K-d tree is 
used for spatial queries and inverted file is used for keywords information that is 
the most efficient index for text information retrieval.For each node of K-d tree, 
an inverted file is created for indexing the text components of objects contained in 
the node. As K-d trees represent a disjoint partition, the proposed system can’t 
cause more IO costs and also K-d trees don’t need to rebalance the textual infor-
mation so the proposed can reduce update cost (CPU Costs). 
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Most geo-textual indices use the inverted file for text indexing. The frequency 
information is not included in the inverted file that is developed to handle Boolean 
queries. Inverted file can be used to check the query keywords contain or not. K-d 
tree structure is known as point indexing structures as it is designed to index data 
objects which are points in a multi-dimensional space. It can be used efficiently 
for nearest neighbor query and range query. This paper proposes nearest neighbor 
keyword search algorithm and range keyword search algorithm using K-d tree and 
inverted file. 

Table 1 Example Dataset 

id Latitude Longitude Keywords 

Obj1 16.779568 96.152687 
Mobile, Shopping, Mall,  

Telecommunication, Electronics, 
Tools 

Obj2 16.779533 96.15269 
May, Shopping, Center, Super 

Market 
Obj3 16.813517 96.08475 Cat, Walk, Foot, Wear 

Obj4 16.779565 96.135581 
NorthPoint, Shopping, Center,  

Super, Market, Food, Drink 

Obj5 16.881351 96.152549 
Gamonpwint, Shopping, Center, 

 Super, Market, Food, Drink 

Obj6 16.779581 96.169647 
Gamonpwint, Shopping, Center,  

Super, Market, Food, Drink 

Obj7 16.779568 96.152719 
Asia, Shopping, Center, Super, 

Market 
Obj8 16.830324 96.186432 Moon, Bakery, Food, Drink 

 

 

Fig. 1 Proposed Index Structure for Dataset of Table 1 
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5 K-NN Keyword Search Algorithm 

The algorithm-1 returns the closest points to a given user’s current location ac-
cording to a certain distance function. When the algorithm explores some points of 
the kd-tree, it starts computing the distance between this points and query point 
and then check at least one of the required keywords contain using Boolean  
Semantic OR model. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In the algorithm-1, the procedure ComputeBoundingBoxes(…) returns the 
bounding boxes lBB and rBB for the left and the right subtrees, respectively. The 
function MinimumDistance(BB; c) returns the potential distance between any 
point located inside the bounding box BB and query point. The DISTANCE (…) 
procedure calculates the distance between two points using Euclidean distance. i.e; 

 d q, p q p q p  

Algorithm1. K-NN Keyword Search in Proposed Index Structure 
NNKeywordSearch (T,Q) 

T: kd tree; 
Q: Query that contains current location Q.l, required keyword Q.key, number of required nearest neighbours 

objects Q.k; 
L: Arraylist; 
pqResult: Priority Queue; 
count ← 0; 
pqResult ← NNSearch (T, Q); 
while count <Q.k do 
 L.add (pqResult.remove()); 
return L; 
 
NNSearch (T, Q) 
pq: Proirity Queue; 
pqResult: Priority Queue; 
Search: tuple kd tree, bounding_box, potential_distance and tuple; 
nnPoint: undefine; 
minDistance: infinity ( ∞) 
pq.add( Search ( T, B_Box, 0)); 
whilepq.size>0 and pq.TOP(().potential_distance<minDistance do 
 T ← pq.TOP().kdtree; 
B_Box ← pq.TOP ().bounding_box ; 
pq.remove(); 
 if T≠ leaf then 
 point ← T.key; 
 i ← T.discr; 
 distance ← DISTANCE ( point.l , Q.l); 

if distance<minDistance&&∑ . ∑  
pqResult.ADD(point); 

  minDistance ← distance; 
BOUNDINGBOX (left_BB,right_BB,BB,point[i]) 

potential_distance ←MINDISTANCE(left_BB,Q.l); 

If potential_distance< distance then 

 pq.ADD(Search(T.left, left_BB, potential_distance)); 

potential_distance← MINDISTANCE (right_BB,Q.l); 

If potential_distance< distance   then 

 pq.ADD(Search(T.right, right_BB,potential_distance)); 

returnpqResult; 
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6 Range Keyword Search Algorithm 

Algorithm-2 is a proposed range keyword search procedure. The procedure 
RANGEKESEARCH returns all points ‘p’ such that d (q,p) ≤ r and ∑ . ∑ .  . Token each word from user input keywords 
and then saves in array qk. Use Boolean OR semantics model to check at least one 
required keywords contain or not in inverted file of each point such that, 1,           . ,  

Algorithm2. Range Keyword Search Algorithm Using Proposed Index Structure 

Input: user’s required keyword, K-d tree, query point, range, Max/Min BB 
pq: priority queue 
qk : array 
RANGEKESEARCH (keyword,T,BB,q,r) 
if T=leaf then return 
p<−T.key;   i<−T.discr; 
distance<− DISTANCE(q,p); 

if distance ≤ r and∑ . ∑ .   then 
pq.PUSH (p,distance); 
COMPUTEBGBOXES (lBB,rBB,p[i],i) 
if INTERSECTS (lBB,q,r) then 

RANGEKESEARCH (keyword, T.left, lBB, c, radius) 
if INTERSECTS (rBB,q,r) then 

RANGEKESEARCH(keyword, T.right, rBB, c, radius) 
 

The procedure COMPUTEBBOXES( ) calculates the bounding boxes lBB and 
rBB for the left and for the right sub tree, respectively. The procedure 
INTERSECTS (…) tells if the bounding box BB intersects with the region that 
satisfies the distance constraints. If the intersection is non-empty, the sub tree to 
be explored.The DISTANCE (…) procedure calculates the distance between two 
points using Euclidean distance   d q, p q p q p  .  

7 Architecture of Proposed System 

The propose system adopts the browser-server model for desktop and laptop com-
puter. Figure 2 shows the user interface for the proposed system. Users can input 
their queries through the web browser and the queries are sent to the server for 
processing. After the queries are processed, the results are sent back and displayed 
using Google Maps in the users’ browser. Queries are sent from the browser to the 
server by the HTTP post operation. The browser side use Google Map API to 
provide interfaces to users for generating queries and viewing the returned spatial 
web objects. Users can specify the current’s location by clicking a location in 
Google Map to get the latitude and longitude of that location and can type the 
required keywords.  
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Fig. 2 User Interface for the Proposed System 

Then user has to choose range query or kNN query. If user choose range query, 
user must choose desired range (km). Otherwise, user must be input the required 
number of objects k. Finally user needs to choose sort by type. The query is sent to 
the server and then the results are sorted by the distance or keyword and then are 
displayed on Google Maps in the browser. 

8 Experimental Results 

Fig. 3 shows the index construction time (second) depending on the size of data-
sets. Fig. 4 compare the searching time (second) depending on the number of  
required keywords between using proposed index structure and other index that 
combine R-tree and inverted file in kNN query. Fig. 5 shows the searching time 
depending on the varying number of objects k in kNN query. Fig. 6 shows the 
searching time in range keyword query and Fig. 7 shows the searching time  
depend on the number of required keyword. 
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Fig. 3 Index Construction Time 

 
Fig. 4 Searching Time for varying number of keywords in kNN query 

 
Fig. 5 Searching Time for varying number of required objects in kNN query 
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Fig. 6 Searching Time in range keyword search 

 

Fig. 7 Searching Time for varying number of required keyword in range query 

9 Conclusion and Further Extension 

This paper presented hybrid index structure for range keyword query and kNN 
keyword query searching with minimum IO costs and CPU costs. This index 
structure can avoid searching in overlapping area. So it can reduce searching time 
in overlap area. Moreover, it can’t cause node overflow, so it doesn’t need to  
re-organize the textual data and spatial data. Many Further extensions can be con-
sidered for efficient hybrid index structure for spatial database. As a further exten-
sion, we’ll add an efficient spatial approximate keyword search and Boolean AND 
Semantics keyword search within given range and nearest neighbour. Further-
more, we’ll consider Approximate Nearest Neighbors search with required key-
word by using the proposed index structure. 
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