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Abstract. The powerful evolution of hardware, software and data con-
nectivity of mobile devices (such as smartphones and tablets) stimu-
lates people to publish and share their personal data (like social network
information or sensor readings) independently of spatial and temporal
constraints. To do this, the development of an efficient semantic web col-
laborative editor for mobile devices is needed. However, collaboratively
editing a shared semantic web document in real-time through ad-hoc
peer-to-peer mobile networks requires increasing amounts of computa-
tion, data storage and network communication. In this paper, we propose
a new cloud service-based model that allows a real-time co-authoring of
Linked-Data (LD) as a RDF (Resource Description Framework) graph
using mobile devices. Our model is built upon two layers: (i) cloning
engine that enables users to clone their mobile devices in the cloud to
delegate the overload of collaborative tasks and provides peer-to-peer
networks where users can create ad-hoc groups; (ii) Collaborative engine
that allows updating freely and concurrently a shared RDF graph in peer-
to-peer fashion without requiring a central server. This work represents
a step forward toward a practical and flexible co-authoring environment
for LD.

Keywords: Linked data - RDF - Mobile collaboration - Mobile cloud
computing

1 Introduction

The massive development of structured data on semantic web and their growing
utilization require high availability. Thus, the replication of semantic web data
enables services and applications to run independently of network connection
quality and central server availability. Recently, and due to the rapid devel-
opment of mobile devices (e.g. smartphones and tablets), users can download
semantic data from central servers and process/query it locally on their mobile
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devices. This replication leads to the distribution of the computation among a
large number of mobile devices, and accordingly, a great level of scalability can
be achieved [13]. In addition, users can process semantic data (e.g. their personal
data like social network information or sensor readings) even in off-line. Several
mobile applications such as DBpedia Mobile [2], HDTourist [9] and RDF On the
Go [13] that allow using RDF (Resource Description Framework) documents in
mobile devices. However, the mobile user is passive in such applications since
she/he stores RDF graphs and interrogates them using locally SPARQL queries.
But, if the mobile user goes active (i.e. she/he modifies the local semantic data):
what about updating and synchronizing copies of RDF graphs?

Updating and synchronizing semantic web data is a serious problem that
has been raised by Berners-Lee in [17]. Linked Data (LD) enables semantic web
data to be created in online mode and to be accessible to a large public; it
allows replacing collections of offline RDF data [17]. The goal of LD is to enable
people to share structured data on the web as easily as they can share documents
today. It uses RDF technology that (i) relies on HTTP URISs to denote things; (ii)
provides useful information about a thing at that things URI; and (iii) includes
in that information other URIs of LD. Tabulator [3] is a LD browser, designed
to provide the ability to navigate the web of linked things. In [17], Berners-Lee
et al. raise some interesting challenges when adding collaborative co-authoring
mode in Tabulator. This mode consists in collaboratively editing the LD which
is represented by a RDF graph.

Using mobile environments for supporting collaborative editing of LD is not
without problems. Indeed, mobile devices are resource-poor despite their continu-
ous development (less secure, unstable connectivity, and constrained energy). Con-
sequently, computation on mobile devices will always involve a compromise [16].
For example, peer-to-peer (P2P) collaborative editing using mobile devices is often
costly since it requires important energy consumption in order to synchronize mul-
tiple copies of shared data to preserve consistency and handle the group scalabil-
ity (i.e. with join/leave events). Furthermore, ensuring a continuous collaboration
with frequent disconnections is impossible.

To attenuate the resource limitation of mobile devices, one simple solution is
to harness cloud computing, that is an emerged model based on virtualization for
efficient and flexible use of hardware assets and software services over a network.
It extends the mobile device resources by offloading execution from the mobile
to the cloud where a clone (or virtual machine) of the mobile is running. Cloud
computing allows building Virtual Private Networks (VPN) such as peer-to-peer
where a mobile device can be continuously connected to other mobiles to achieve
a common task.

Contribution. In this paper, we present a model aimed at the combination of
mobile and cloud environments where the management of real-time collaborative
editing service plays central role. Our objective is to provide computer support
for modifying concurrently shared RDF documents by dispersed mobile users.
To improve availability of data, each user has a local copy of the shared RDF
documents. The collaboration is performed as follows: the updates of each user
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are locally executed in non-blocking manner and then are propagated to other
users in order to be executed on other copies. Our model is a two levels system.
The first level provides self-protocol to create clones of mobiles, manage users
groups and recover failed clones in the cloud. The second level provides the group
collaboration mechanisms in real-time, without any role assigned to the server.
To illustrate our proposed model, we give the following use case:

Assisting Conference Attendees. Suppose after attending the ADBIS 2015 con-
ference, a group of participants want to make a tour in Poitiers city. They are
already provided with mobile application based on our proposed model helping
them to visit the city using a map. One of the participants creates a collab-
orative group in the cloud and downloads the RDF document with relevant
information about Poitiers city from DBPedia'. The other members join the
created group and share the Poitiers RDF document. During the journey one of
them realizes that, instead of the restaurant appearing on his map, there is a
bookshop. Hence, she/he corrects/updates the description of this localization in
his map, and then he sends it to his clone in the cloud in order to be broadcast to
other group members. At the meanwhile, one participant was disconnected when
sending the update information. In this case, her /his clone will notify the update
information after her/his re-connection to the group as if she/he did not quit
it. Moreover, when visiting museums and restaurants, participants can share in
real-time their thoughts by writing their reviews in the local RDF document.

Outline. The remainder of this paper is organized as follows: our model descrip-
tion is given in Section 2. Section 3 presents the cloning engine. In Section 4,
we describe our collaborative editing protocols for consistency maintenance of
shared RDF graph. We discuss the related work in Section 5 and conclude in
Section 6.

2 Model Description

We propose a new collaboration model for manipulating semantic web data,
regardless of spatial and temporal constraints, where mobile users can edit col-
laboratively shared RDF documents in peer-to-peer mode. The advantages of
our model are (i) the availability of semantic web data anytime and anywhere,
and (ii) the optimal use of mobile devices resources. In fact, the collaboration
and communication tasks are seamlessly turned on the cloud.

As illustrated in Figure 1, our model consists of two levels. The first level
provides self-protocol to create clones of mobiles, manages users groups and
recover failed clones in the cloud. It is based on a cloning engine protocol that
(i) instantiates clones for mobile devices, (ii) builds virtual peer-to-peer networks
across collaborative groups, (iii) manages seamlessly the join and the leave of
clones inside the groups, and (iv) creates a new instance of a clone when a failure
appears.

! http://fr.dbpedia.org/page/Poitiers
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Fig. 1. Our model presentation.

The second level provides the group collaboration mechanisms in real-time,
without any role assigned to the server. It provides a pure peer-to-peer virtual
private network platform where users can form ad-hoc groups based on their
clones to achieve a common objective. This platform is equipped with mech-
anisms to transparently manage the user departure, the arrival of new users
joining the group and the collaboration spots. Our mobile co-authoring level
allows users to cooperate as follows: each user has a local copy of the shared
RDF document in her/his mobile and another copy of the same document in the
clone; the user’s updates are locally executed in mobile device and then are sent
to its clone in order to be executed on other mobile devices (via their clones).
It should be noted that concurrent execution of updates may lead to document
inconsistency. Therefore, to maintain consistency, two synchronization protocols
are proposed for clone-to-clone and mobile-to-clone interactions, respectively.

In the sequel, both levels of our model (see Figure 1) will described in Sec-
tions 3 and 4, respectively.

3 Cloning Engine

Our cloning engine involves a set of mobile users and a set of clones (or virtual
machines) in such a way each mobile user owns her/his clone in the cloud. The
clone has its own machine features (e.g. CPU frequency, memory size) and a
virtual image to be set up (e.g. softwares like the operating system and synchro-
nization protocols).

A set of web services is deployed to manage user groups and create clones for
mobiles in the cloud. To deal with server failure and/or migration to a new cloud
provider, clones are equipped with a pre-configuration to get a fast redeployment.
In this case, the web services play a crucial role to ensure the continuity of
clone-mobile connection (and a fortiori the continuity of collaboration between
mobile users). The cloning engine is therefore responsible of the smooth running
of clones; its main role is to:
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Instantiate Clones for Mobile Devices: A new clone is built for a mobile
user when she/he registers for the first time. The cloning process consists of
creating a new virtual machine (e.g. x86 Android) as well as its configuration
and autostart. This process is presented as follows:

— Saving clone parameters: It saves information related to the user and its
clone (e.g. username, password, email, new clone identifier and IP address).
During this step, the user can create a new group or join an existing one.

— Clone startup and initialization: A new virtual machine (e.g. Android x862)
is created for each mobile device. When the clone starts (i.e. the clone boot),
it gets its IP address from a host server and calls the web service to receive the
required data for any collaboration, such as clone identifier, group identifier,
multicast address of the group and the IP address of the mobile. This data is
important for the communication and collaboration of mobile-to-clone and
clone-to-clone.

Build P2P VPNs Across Collaborative Groups: it consists of (a) assigning
a new identifier and a multicast address to a new group, (b) building a new
VPN for clones to communicate between them in the group, and (c) managing
seamlessly the join and leave of clones inside the groups.

Recover Clone State After Failure: It supports many failure situations
(clone, host server and network failure) and allows any failed clone to restore
its consistent state and re-join its collaborative group. For instance, in the case
of the host server failure, the clone calls automatically the web service using
its initial settings to provide the new IP address of the new host server after
migrating.

4 Collaborative Engine

Our collaborative engines manages all concurrent access for editing collabora-
tively a shared RDF graph and preserving the consistency of all copies. In this
section, we describe how to map an RDF graph into a sequence data structure
and we present our concurrency control procedures.

4.1 Mapping RDF to a Sequence

On the web, any information published about resources of LD is represented
using the RDF. Each expression in RDF is a collection of triples, a triple consists
of a subject, a predicate (also called property) and an object. The subject of a
triple is the URI describing resource. The object can either be a simple literal
value (e.g.,a string, a number) or the URI of another resource. The predicate
indicates what kind of relation exists between subject and object. The predicate
is a URI too. A set of such triples is called an RDF graph. This can be illustrated

2 http://www.android-x86.org/
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by a node and directed-arc diagram, in which each triple is represented as a
node-arc-node link.

Since a set is implemented by means of a list, then we can use operations
such as insert and delete to edit a shared list. Thus, we can reuse the state-of-
the-art of collaborative editing systems [10]. For instance, the following group
of statements “there is a Person” identified by http://www.w3.org/People/EM/
contact#me (this example is taken from [8]):

http://www.w3.0rg/2000/10/swap/pim/contact#me

%://www.w&org/ 1999/02/22-rdf-syntax-ns#type

http://www.w3.org/People/EM/contact#me

http://www.w3.0rg/2000/10/swap/pim/contact#fullName
Eric Miller

http://www.w3.0rg/2000/10/swap/pim/contact#mailbox

mailto:em@w3.org

http://www.w3.0rg/2000/10/swap/pim/contact#personalTitle

Dr.

Fig. 2. An RDF Graph

— http://www.w3.org/People/EM/contact#me has a name whose value is Eric
Miller

— http://www.w3.org/People/EM /contact#me has a title whose value is Dr

— http://www.w3.org/People/EM /contact#me has a email address whose
value is em@Qw3.org

An RDF graph can be serialized into a sequence of triples and considered as
a text where each line corresponds to a simple triple of subject, predicate and
object. For example, the first statement shown in Figure 2 would be written as
a text line (subject, predicate, object):

http://www.w3.org/People/EM/contact\#me
http://www.w3.org/2000/10/swap/pim/contact\#fullName "Eric Miller"

Since we consider an RDF graph as a sequence, then each triple is addressed
simply by a position within the sequence. Therefore, we assume that the sequence
of triples can be modified by the following primitive operations: Ins(p,T) which
adds triple T' at position p and Del(p,T) which deletes triple 7" at position p.
Updating a triple (e.g., by modifying the predicate URI) can be expressed by a
sequence of delete (by removing the old triple) and insert (by adding the new
one) operations.
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4.2 Synchronization Protocols

We inspired from Optic [10] that allows managing collaborative editing works in
P2P environments. We have designed a new protocol for coordinating the same
works in the cloud. Our protocol supports an unconstrained editing work. Using
optimistic replication scheme (shared RDF documents are replicated at mobiles
and their clones), it provides simultaneous access to shared RDF documents.
Using operational transformation approach for maintaining consistency, recon-
ciliation of divergent copies is done automatically in decentralized fashion (i.e.,
without the necessity of central synchronization). Moreover, it supports dynamic
groups where users can leave and join at any time. There are two layers in our
synchronization protocol: the first layer ensures synchronization between clones
and the second one consists in synchronizing the mobile with its clone. Figure 3
presents a general view of our proposal model.

‘ P2P Network .
$ Clone'2

a

R D F

Clone 1

RDF

Document a
@ e
Ced g

R D F RDF

Mobile 1 Mobile 2

Fig. 3. Scenario of collaboration.

It runs in split mode: the light computing task is executed on mobile device
(as front-end) and the heavy computing task is performed on the clone (as back-
end) in order to delegate the maximum consuming-resources tasks (such as oper-
ational transformation and communication) to the cloud.

Clone-Clone Synchronization. Each clone has a local copy of RDF graph
and a unique identity. It generates operations sequentially and stores these oper-
ations in a buffer called a log. When a clone receives a remote operation O, the
integration of this operation proceeds by the following steps:

1. from the local log it determines the sequence seq of operations that are
concurrent to O;

2. it calls the transformation component in order to get operation O’ that is
the transformation of O according to seq;

3. it executes O’ on the current state;

4. it adds O’ to the local log.
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HNlustrative Example. Given two clones, Clone 1 and Clone 2 editing a shared RDF
graph as described in Figure 4. Initially, each Clone has an empty copy. Two local
insertion operations O; and Oy have been executed by Clone 1. Concurrently,
Clone 2 has executed another insertion operation Os. The added triples 17, T3
and Tj are respectively as follows (where UR1 is http://www.w3.org/People/
EM/contact#me and UR2 is mailto:em@w3.org):

<UR1> <http://wuw.w3.org/2000/10/swap/pim/contact#fullName> "Eric Miller".
<UR1> <http://wuw.w3.org/2000/10/swap/pim/contact#mailbox> <UR2>.
<UR1> <http://www.w3.org/2000/10/swap/pim/contact#personalTitle> "Dr".

O1= |Ins(0,T1)

02= |Ins(1,T2) 0s=|Ins(0,Ts)
Tt T3
T2

0'5= |IT( IT(03,01),02) o= ”;(s 2)1;3)3)
= |Ins(2.Ty 0= |Ins(1,T2)
L T
T2 T2
T3 T3

Fig. 4. Scenario of collaboration.

There is a dependency relation between operations O; and Os in such a way
O71 must be executed before O, in all clones. This is due to the fact that their
added triples are adjacent (positions 0 and 1) and created by the same clone
(from more details see [10]). This dependency relation is minimal in the sense
that when Oy is broadcast to all clones it holds only the identity of O; as it
depends on directly. As illustrated in Figure 4, the execution order is as follows.

At Clone 1, Os is considered as concurrent. It is then transformed against O; and
Os. The sequence [ O; = Ins(0,71), Oz = Ins(1,T3), Of = Ins(2,T3)] is executed
and logged in Clone 1, where Of results from transforming Os to include the
effect of operations O; and Oy (i.e. Of = IT(IT(O3,01),02)=Ins(2,75) using
transformation function IT given in [10]).

At Clone 2, O; and Oy are concurrent with respect to Oz. They must be trans-
formed before to be executed after O3 according to their dependency relation.
Thus, the following sequence is executed and logged in Clone 2: O3 = Ins(0,75)
and O] = IT(01,03) = Oy and O = O.

Clone-Mobile Synchronization. Mobile and its clone are two entities that are
physically separated. Therefore, a delay of applying the same operations on both
sides with the same state is possible. This may lead to document inconsistency.
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To overcome this problem, we propose a solution based on distributed mutual
exclusion between the mobile and its clone. The shared RDF document will be
considered as a critical section (CS) when the mobile tries to commit/synchronize
w.r.t its clone. Only one of them will have the exclusive right to access in synchro-
nizing mode to its document copy. This distributed mutual exclusion protocol
is achieved by the exchange of messages (i.e., token). Initially, the mobile device
has the right to be the first to commit/synchronize with its clone. Whatever
where the exclusive access right is, the mobile device and its clone can edit inde-
pendently their local copies. The clone continues to receive remote operations
from other clones to integrate them later on the local state. At the meanwhile,
the mobile user can work on his copy in unconstrained way. But, once she/he
decides to synchronize with its clone, all local editing operations are sent to its
clone and the exclusive access right is released to enable the clone to start the
synchronization with the mobile device.

5 Related work

In this section, we review the most important works done in the context of our
proposal based on the main facets: (i) P2P Semantic Web replication, (ii) Mobile
Semantic Data Replication and (iii) Cloud Collaborative Editing.

P2P Semantic Web Replication. Except C-Set [1] that is a CRDT (Commutative
Replicated Data Types) designed to be integrated within a semantic store in
order to provide P2P synchronisation of autonomous semantic store, all previous
work on replication in semantic P2P systems such Delta [17], RDFGrowth [18]
and RDFPeers [4] are focused on sharing RDF resources. However, C-Set is not
suitable for mobile devices since it incurs some overhead and does not consider
directly a set as a list (or a sequence).

Mobile Semantic Data Replication. The replication of semantic data (as RDF) in
mobile devices allows services and applications to operate independently of the
network connection quality. Currently, several mobile applications make use of
semantic stored in mobile devices [2,5,13,15]. However, mobile devices cannot
use natively semantic datasets due to their limited resources. In [19] authors
propose a framework based on contextual information and user description to
selectively replicate data from external datasets in order to reduce the amounts
of replicated data in the mobile device. This idea is interesting for our model
since it allows updating just a subgraph of the shared RDF graph.

Cloud Collaborative Editing. To overcome resource constraints on mobile devices,
several approaches have been proposed to offload parts of resource-intensive tasks
to the cloud. Since execution in the cloud is considerably faster than the one on
mobile devices and mobile-cloud offloading mechanisms delegate heavy mobile
computation to the cloud. Therefore, it extends the battery life and speeds up the
application [7,8,14]. CloneDoc [12] enables collaboration for mobile devices that
are cloned in the cloud in order to alleviate the burden of collaborative editing
works on mobile devices. CloneDoc is implemented upon C2C platform [11].
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Tt is based on Operational Transformation (OT) approach and a single server to
enforce a continuous and global order to avoid the divergence of client’s document
view from the server. Unfortunately, a server failure could stop the collaboration
between mobile devices. Moreover, CloneDoc needs additional treatment of OT
on the mobile side to ensure convergence between the mobile and its clone.
However, this will cause supplementary energy consumption.

6 Conclusion

In this paper, we have presented a step forward toward a practical linked data
co-authoring system combining mobile and cloud environments. Our cloud-based
service enables mobile users to benefit of a huge computing power and data stor-
age of the cloud and manages an efficient and scalable real-time editing tasks.
Our service is a two levels system: (i) a cloning engine which manages the com-
plete life cycle of clones (creation, group management and failure recovery); (ii)
a collaborative engine for co-authoring shared RDF graphs in fully decentralized
way.

As future work, we plan to propose a distributed access control to protect and
secure the shared linked data according to the optimistic access control model
given in [6].
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