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Abstract. We propose different methods for adaptively selecting infor-
mation in images during object recognition. In contrast to standard fea-
ture selection, we consider this problem in a Bayesian framework where
features are sequentially selected based on the current belief distribu-
tion over object classes. We define three different selection criteria and
provide efficient Monte Carlo algorithms for the selection. In particular,
we extend the successful Naive Bayes Nearest Neighbor (NBNN) classi-
fication approach, which is very costly to compute in its original form.
We show that the proposed information selection methods result in a
significant speed-up because only a small number of features needs to
be extracted for accurate classification. In addition to adaptive methods
based on the current belief distribution, we also consider image-based
selection methods and we evaluate the performance of the different meth-
ods on a standard object recognition data set.

Keywords: Object recognition - Classification - Information selection -
Bayesian inference * Information gain

1 Introduction

Selecting relevant information from a high-dimensional input is a fundamen-
tal problem pertaining many different areas ranging from computer vision to
robotics. An effective selection strategy uses only a small subset of the available
information without negatively impacting the task performance. An example of
a successful selection strategy is the processing of visual information in humans
where eye movements are performed in order to extract the relevant information
from a scene in a very efficient manner [11]. A key feature of this selection is
its adaptivity because the selection is strongly influenced by the current belief
about the scene [17].

In this paper, we follow the idea of an adaptive belief-based information
selection and we investigate it in the context of object recognition. While object
recognition is usually viewed as a static pattern recognition problem, we model
the recognition as an information gathering process unfolding in time, which is
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more akin to visual processing in humans. In this case, recognition becomes a
problem of Bayesian information fusion where the selection of relevant informa-
tion is done adaptively with regard to the current belief distribution (in contrast
to classical feature selection methods, e.g. [4,7]). We propose different crite-
ria for optimal information selection and provide efficient algorithms for their
application. In addition to belief-based selection methods, we also consider an
image-based method that uses a saliency operator to identify relevant locations
in an image.

We combine the information selection methods with the successful NBNN
object recognition approach presented in [1]. We use NBNN because it is a proba-
bilistic approach where local image features are sequentially processed in order to
update a belief distribution over possible object classes.! For each extracted fea-
ture, multiple expensive nearest neighbor searches have to be performed, which
is why selecting a small subset of relevant features greatly reduces the compu-
tational costs of NBNN classification (for making the nearest neighbor search
itself more efficient, see [9]). Note that while we focus on object recognition in
this paper, the proposed belief-based information selection methods are very
versatile and could therefore also be applied in other contexts.

The paper is structured as follows. In the next section, the basics of the
NBNN approach are introduced. In Sect. 3, the information selection methods are
described in detail. In Sect. 4, the different selection methods are combined with
the NBNN approach and compared empirically on a standard object recognition
data set. The paper concludes with a short discussion of the proposed methods
and possible extensions.

2 Naive Bayes Nearest Neighbor

For NBNN, a set of local image descriptors is extracted from the query image
(e.g. SIFT descriptors [8]) which is then used to compute the posterior prob-
ability distribution over object classes. Let C denote the set of object classes,
and let di. denote all descriptors extracted from the query image? where N is
the total number of descriptors found in the image. By applying Bayes’ rule and
by making a naive Bayes assumption regarding the conditional independence of
descriptors, the posterior is given by

N
P(c|d1.n) x P(c) Hp(di|c) with ¢ € C. (1)

i=1

The likelihood p(d;|c) for the i-th descriptor is approximated using kernel
density estimation (KDE). This avoids the severe errors caused by quantizing
descriptors like in bag-of-words models [2]. To reduce computational complexity
and in contrast to typical KDE, only the nearest neighbor (NN) of d; in the

! Other state-of-the-art classification approaches like deep networks [6] are not suited
here because they do not allow for an incremental processing of features.
2 We use the shorthand notation di.x = d1,...,dN.
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training set is considered because the density contributions of descriptors that
are farther away tend to be negligible. Using a Gaussian kernel, the likelihood
is approximated by

1 1 ||d; — dD|[?

p(dilc) = — Z exp(— ) (2)
|D.| i) eD, 2ro 20
1 ||d; — NN.(d;)||?
~ —  exp(— 3
Zro D) p( 552 ) (3)
with .

NN, (d;) = argmin ||d; — d)|| (4)

d)eD,

where o denotes the (class-independent) KDE bandwidth, D, denotes the set of
descriptors in the training set belonging to class ¢, and NN,.(d;) denotes the NN
of d; in D.. The posterior is thus given by

P(c|d1.n) x P(c de| ) x P(c eXp< Z||d )||2> (5)

Note that we ignore the descriptor count |D.| for the posterior because its influ-
ence is very limited and it simplifies the derivations below. Assuming a uniform
class prior, the most probable class ¢* can be found using the simple decision

rule
N

¢* = argmax log P(c|dy1.n) = arg mlnz ||d; — NN.(d;)]|?. (6)
ceC ceC T4

Though the decision rule in Eq. (6) is independent of o (it is therefore ignored
in the original NBNN approach), the bandwidth turns out to be relevant for the
selection of optimal descriptors in the next section. We determine the optimal
bandwidth ¢* by maximizing the log-likelihood of all training set descriptors
D = UceeD, according to

Yoece 2awep, [[d® — NN, (UZ(”)H2
D

= arg max log p(Dl|o) =

3 Information Selection

For selecting the most relevant descriptors, we distinguish between belief-based
selection methods and image-based ones. For belief-based selection, the prob-
abilistic model introduced in the previous section is used to predict the effect
of extracting a descriptor at a particular location in the image on the current
belief distribution. In contrast, for image-based selection, the image information
itself is used to determine which regions in the image are most relevant without
considering the training data.



Adaptive Information Selection in Images 353

We model the information selection problem as one of finding the most
promising absolute location in an image where the object is assumed to be
depicted at the center of the image. This simplification allows us to ignore the
problem of object detection, which would be necessary in case of more complex
scenes with variable object locations. Let [; denote the location of a descriptor
d;, in an image at the ¢-th extraction step after already having extracted the
first t — 1 descriptors dj,.;, ,. To select the next optimal location, we compute a
score S(I;) for each location and choose the maximum

7 =argmax S(l;). (8)
leLy

To limit the number of locations, we put a grid over each image where a location
represents a grid cell. Because of the naive Bayes assumption, the likelihoods
of the descriptors within a cell can simply be combined by multiplying them,
i.e., each likelihood p(dy, |c) represents a product of the likelihoods of individual
descriptors located within the same grid cell.

In the remainder of this section, we first present two belief-based information
selection methods and then an image-based one.

3.1 Maximum Expected Probability

For classification it is useful to select the descriptor that maximizes the expected
posterior probability (MEP) of the true class. Because the value of the next
descriptor is unknown prior to extracting it, it has to be modeled as a random
variable D;,. The same applies to the value of the true object class of the query
image, which is modeled as a random variable Cl,,c € C. The score Sygp is the
conditional expectation of the true class posterior probability

Suep (lt) = E[P(Cueldiyt, .y, Di)|di i, | (9)
= Z p(ctruea dlt |dll:lt,1) P(Ctrue‘dll:lt) ddlt (10)
Ctrue €C
P(Ctrue|dl - )
= / Z p(ctruev dlt) P)(C—trule)l P(Ctrue|dl1:lt) ddlt (11)

Cirue €C

1 & PleDdy,. , ;

~ 2 ey P ) (12)
with respect to Ciye and Dj, given the previous descriptors dj, ., _, . Because the
training samples are assumed to represent i.i.d. samples from the joint distri-
bution p(ctrue, dy, ), the score can be approximated by a Monte Carlo estimate
computed over the training set in Eq. (12) where ¢(*) denotes the class of the i-th
image in the training set, dl(z) denotes the descriptor in the i-th training image
at location Iy, and M denotes the total number of images in the training set. All
the posterior probabilities can be obtained using Eq. (5).
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Computing the Monte Carlo estimate can be time-consuming because all
descriptors in the training set have to be considered. However, the NN distances
required for the likelihoods can be computed in advance so that the overall score
computation is still significantly faster than having to process all descriptors
from the query image. In addition, it would be possible to only use a subset of
the training samples where each sample would be drawn with a probability given
by the current belief distribution.

For the special case where no descriptors have been extracted (¢ = 1) or where
one chooses to ignore previously extracted descriptors, we can compute a score
that ignores the current belief distribution and only maximizes the normalized
expected likelihood (MEL). Plugging in P(c(") for the current belief distribution
in Eq. (12) results in

SMEL(lt) = E[P(Ctrue|Dlt)} (13)
M ped) o
. L

1L P(e®) p(df) )
M= S o P(o)p(d} )

Because this score is independent of previous descriptors, it can be computed
offline and is thus extremely fast.

(15)

3.2 Maximum Expected Information Gain

A popular method for feature selection is the maximum expected information
gain (MIG) [18]. Here we consider a “dynamic” information gain version that
takes previous descriptors into account during the recognition process [12,15]. It
is given by the expected uncertainty/entropy reduction resulting from observ-
ing a new descriptor d;,. The information gain score Swyic is the conditional
expectation of this reduction with respect to D), given the previous descriptors
dllilt—1:

Swic(le) = H(C|dy,, ) — E[H(Cldi, ., Di,)|diya, ] (16)
= H(Cld, ) = | D plcwne, di,|di,)H(Cldy,a,) di,  (17)
Ctrue €C

i iw: P(C(l) |dllllt—1 )
M P(c)

i=1

~ H(Cldia, ) - H(Cldya,_,.d")  (18)

with entropy

H(X)=-> P(x)log P(). (19)

reX

Like for Syigp, the expected value is approximated by a Monte Carlo estimate
using samples from the training set in Eq. (18). Note that the information gain is



Adaptive Information Selection in Images 355

independent of the true class, meaning that a high MIG score only requires the
resulting posterior distribution to be “non-uniform”, thus completely ignoring
how probable the true class is.

3.3 Intrinsically Two-Dimensional Signals

The following image-based selection method uses a saliency operator which
detects intrinsically two-dimensional (I2D) signals [19]. The intrinsic dimen-
sionality of a signal u(z,y) is defined as I0D for all signals that are constant
and as I1D for all signals that can be written as a function of one variable in an
appropriately rotated coordinate system (e.g. an image of an oriented straight
edge). In contrast, [2D-signals make full use of the two degrees of freedom (e.g.
an image of a corner or crossing lines). The I2D-saliency also appears to play an
important role in the control of saccadic eye movements [5,16] which motivates
its use as a score function within the context of this work. In order to identify
the interesting I2D-points, we make use of the generalized curvature operator
introduced in [19]: The generalized curvature operator T}, : C%(£2) — C(£2) with
compact 2 C R? is defined for n € N by

Ta(u)(z) = 7 ((Au)? = en(u)?) = i(ﬂu + len(w)])(Au —fen(w)])  (20)

:)\1 (u) :)\2 (u)

1=

with eccentricity €, (u)? = (c, * u)? + (s, * u)2. The convolution kernels ¢, and
s, are defined by their Fourier transform in polar coordinates (z1 = 7 cos(¢),

xo = rsin(¢)) by

Flen)(r, @)

(4)" f(r) cos(no)
and F(s,)(r, ¢) f(r)sin

(1) f(r) sin(ng).

M

s

Nl=

f is a continuous function of the radius r given by f(r) = 27r2e? 7. A\; and Ay

are the eigenvalues of the Hessian matrix of u in the case of n = 2 where the
generalized curvature becomes the Gaussian curvature. The Gaussian curvature
allows a distinction between elliptic, hyperbolic, and parabolic regions on the
curved surface {(z,y,u(x,y))7|(x,y)T € R?}. Using the eigenvalues, the clipped
eigenvalue is defined by

CE(u) = |min(0, A1 (w))| — | max(0, A2 (u))]. (21)

In contrast to directly using generalized curvature as a score function, the advan-
tage of the clipped eigenvalue is that it can distinguish between positive elliptic
and negative elliptic points, i.e., both eigenvalues are positive or negative. Fur-
thermore, the clipped eigenvalue does not respond to hyperbolic regions. The
latter is useful because hyperbolic regions are often found right next to ellip-
tic ones, in which case the hyperbolic regions would only provide redundant
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(a) Original (b) I2D-saliency

Fig. 1. Extracted 12D-saliency (b) of the image shown in (a). The extracted I2D-score
is the clipped eigenvalue computed with the following parameters: n = 6, o, = 0.2.

Positive elliptically curved regions are light and negative elliptically curved regions are
dark.

information. The score function is then defined with respect to the luminance
function w of the grid cell £2(l;) at location I; by

Srap(ly) = m o) |CE(u)(x)| dz. (22)

In contrast to belief-based score functions, the I2D-saliency is a purely image-
based method. Consequently, it does not require any training data. The I2D-
score function of an example image is illustrated in Fig. 1.

4 Evaluation

We evaluate the proposed information selection methods on the Caltech 101
data set [3]. We use 15 randomly selected images from each of the 101 object
classes for training and 10 for testing. All images are scaled such that they have
a maximum width or height of 300 pixels. Afterwards, densely-sampled SIFT
descriptors are extracted (several thousands for each image depending on the
size) and the NN distances are computed.?

Fig. 2 shows the mean accuracy over time for the different selection meth-
ods using a 5 x 5 grid and 10-fold cross validation. The MEP and MEL methods
result in the quickest increase in accuracy and only require extracting descriptors
from less than 6 grid cells on average for reliable classification (even though the
MEL method ignores the current belief distribution). The MIG and I2D meth-
ods perform only slightly worse and all of the considered methods significantly
outperform the baseline methods where descriptors are either selected randomly

3 We use the code provided at https://github.com/sanchom/sjm for SIFT descriptor
extraction and the FLANN library [10] for fast NN matches.
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Fig.2. (a) Mean accuracy on the entire Caltech data set plotted for different time
steps/location counts using different selection methods. (b) Mean number of time
steps/location counts required for reaching at least 90% of the final accuracy where all
descriptors have been extracted. The indicated standard deviation is computed with
respect to the different folds.

(“RAN”) or line by line starting at the top of the image (“LIN”). The final accu-
racy after having extracted all descriptors is identical for each method because
the extraction order is irrelevant for the classification model. Interestingly, the
accuracy is highest after having extracted about half of all descriptors (except
for the baseline methods), showing that the remaining descriptors tend to only
decrease the recognition performance.

To illustrate the process of sequentially selecting descriptors, Fig. 3 shows
score distributions over time using a 20 x 20 grid for three example images. For
the belief-based MEP and MIG selection methods shown in (a) and (b), the
score distributions change significantly over time and adapt themselves to the
query image based on the current belief distribution. The 12D score distribution
remains constant over time aside from setting the score of previously selected
locations to 0 (the apparent change in other locations is due to scaling in the
visualization). At ¢t = 1, both the MEP and the MIG scores are independent
of the query image and only the 12D method uses the image information. Over
time, the MEP and MIG scores adapt themselves to the current belief distribu-
tion over object classes, whereas the 12D score remains unchanged. The visible
“grid pattern” (especially for ¢ < 10) is an artifact resulting from some grid
cells containing more descriptors than others (this could be avoided if all cells
contained roughly the same number of descriptors).

Perhaps surprisingly, the MEP score is highest at the center while the MIG
score is initially highest in the periphery. One possible explanation for this effect
is that the MEP method can be interpreted as a “confirmation strategy” whereas
the MIG method can be interpreted as a “discriminative strategy”. For MEP,
extracting descriptors from the center of an object usually increases the prob-
ability of the true class without necessarily resulting in a unique classification
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Fig. 3. Examples of score distributions over time using a 20 x 20 grid for different
selection methods and query images. The small blue square indicates the cell with the
highest score from which the next descriptor(s) are extracted. Cells that have already
been selected have a score value of 0 (black).
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(i.e. the overall belief distribution can still be very uniform). In contrast, the
MIG method is agnostic with respect to the true class and only seeks to reduce
uncertainty (e.g. by ruling out large numbers of classes). This could be accom-
plished by analyzing the “context” of objects, which is why the MIG method
might first focus on the background.

5 Conclusion

We have proposed different methods for adaptive information selection from
images where the current belief distribution directly determines which image
locations should be considered next. In addition, we have also considered an
image-based selection method that does not require any training data. Using
these methods, we have extended the NBNN approach and we have shown that
the selection methods make it possible to only consider a small subset of the
available information while maintaining the original recognition performance. In
particular for NBNN, where computing the NN distances for each descriptor is
very time-consuming, the result is a significantly reduced computation time.

One of the problems not addressed in this paper is the fact that features
in close proximity to each other are highly correlated. While the naive Bayes
assumption can be justified for inference by the greatly reduced computational
complexity, for the information selection it would be possible to use a more
sophisticated model where correlations are explicitly considered. As a result,
there would be a penalty for extracting features located very closely to each
other, thus avoiding processing of redundant information.

In this paper, we have considered belief-based selection strategies (MEP,
MIG) and image-based strategies (I2D) separately. A more promising approach
could be a combination of both strategies [16] because the belief-based strat-
egy completely ignores what is readily available in the image while a purely
image-based strategy has difficulties selecting the relevant information because
it ignores the training data. Due to the complementary nature of these strategies,
a hybrid strategy could further improve the selection process.

We believe that the proposed selection methods can also be useful for prob-
lems beyond recognizing single objects. Especially for complex scenes containing
many objects, an adaptive information selection strategy could predict the likely
locations of objects and thereby facilitate understanding of the entire scene.

Finally, the general nature of the proposed information selection approaches
allows for the application to systems which must perform actions to obtain new
information from their environments (e.g. an autonomous spacecraft [14] or a
melting probe [13]). These actions can cause high costs in terms of, for example,
energy consumption or execution time. In these situations, it is thus highly
desirable to avoid non-informative actions by using adaptive selection strategies.
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