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Abstract. Multimodal biometric systems have proven advantages over
single biometric systems as they are using multiple traits of users. The
intra-class variance provided by using more than one trait results in a
high identification rate. Still, one of the missing parts in a multimodal
system is inattention to the discriminability of each rank list for each spe-
cific user. This paper introduces a novel approach to select a combination
of rank lists in rank level so that it provides the highest discrimination for
any specific query. The rank list selection is based on pseudo-scores lists
that are created by combination of rank lists and resemblance probability
distribution of users. The experimental results on a multimodal biomet-
ric system based on frontal face, profile face, and ear indicated higher
identification rate by using novel confidence based rank level fusion.
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1 Introduction and Background

The undeniable need for higher security has resulted in a tremendous growth in
biometric systems. The integration of biometric system with government identity
management systems as well as consumer products has created the demand for
more accurate systems.

Biometric systems can be categorized into unimodal and multimodal systems
[1]. Although single biometric systems have been widely used in access control
and identity management systems, there are some issues regarding their perfor-
mance. The low inter-class and high intra-class variance caused by the use of one
biometric as well as the non-universality, sensitivity to noise and data quality
issues have shifted the attention toward multimodal biometric systems [2]. In
a multimodal biometric system, different biometrics of a person are captured
in order to provide uncorrelated information about the identity. These multiple
evidences help the system to infer about the identity of the query with higher
confidence [1].

One of the important aspects of a multimodal biometric system is the fusion
of information from different biometric traits. The fusion can be done in pre-
mapping stage where biometric traits have not matched against the training
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samples as well as post-mapping stage where the comparison is done and the
recognition results need to be fused [3].

Post-mapping fusion can take place on three levels: score level, decision level,
and rank level [1]. Score level deals with systems that provide score values to show
the proximity of a query to the samples in the database. On decision level, each
biometric classifier independently provides the final decision about the identity of
the user. These levels of fusion are mostly used in commercial biometric systems
which solely provide the final decision [4]. Unlike score level anddecision level, some
biometric devices provide a ranking of users as their output. The output of such
systems is similar to the scores in case that it contains a list of possible identities,
although it onlyprovides a rankingof identities and lacks the rich score information.
The lack of scores obscures the information on how confident each classifier is about
the results. On the other hand, rank level fusion does not require normalization of
scoreswhich canbe computationally expensive andalso the inappropriate selection
of normalization method can degrade the recognition rate [2]. Rank level fusion is
a relatively new approach which has not been studied much compared to others.
Several rank-level fusion methods have been proposed and developed in the past
decade using different fusion techniques and biometric traits [5–7].

Lee et al. [8] compared rank-level methods, such as Borda count and Bayes
fuse, and score level, such as sum rule and binary classification, based on fin-
gerprint and face biometric traits. They concluded that the binary classification
outperforms other methods and in case of lack of scores, Bayes fusion has an
advantage over Borda count. Monwar et al. [9] showed that using more sophis-
ticated approaches with rank information can result in a higher recognition rate
than score level. They proposed a fuzzy rule based inference system for rank
fusion. The comparison of fuzzy rank fusion with other rank, score, and deci-
sion level fusions demonstrated not even a better accuracy but a faster system
performance.

The quality of biometric data can significantly impact the classifiers confi-
dence and the recognition result, especially when there is a possibility that image
quality degrades due to ambient conditions and acquisition device. Marasco et
al. [10] investigated the stability of rank-level fusion and analyzed the perfor-
mance of rank-level and score level fusion in presence of biometric data with
low quality. Their experiments with low quality face images and syntactically
degraded fingerprints revealed that both rank and score are unstable while the
degradation is significant, although rank is more stable than scores in case of
small degradations. Abaza and Ross [11] proposed a modification for highest
rank and Borda count fusion by incorporating a quality factor. Alam et al. [12]
utilized a quality measure which did not require any prior modeling of the noise
and degradation factors of input data. They tried to extract the quality measure
by considering a measure of deviation of scores from the mean and then utiliz-
ing this confidence measure for highest rank and Borda count methods. They
developed a multimodal system for face and voice biometrics and validated the
improvement impact of confidence measure by comparing their proposed method
against highest rank and Borda count.
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Previous works tried to improve the accuracy of the rank level fusion by con-
sidering different factors and using different approaches. Aiming at a same goal,
this paper introduces a novel approach to user based rank list selection based on
the confidence of rank lists. The main contribution of this paper is an adaptive
selection of rank lists for any queries based on the rank lists performance for that
specific query. This approach does not require score information to evaluate the
confidence of classifiers. It calculates the confidence by recovering pseudo-score
lists using the similarity of each user’s resemblance probability distribution with
the rank lists. The most important feature of this approach is the adaptive selec-
tion of rank lists based on their performance for each user. This system is advan-
tageous since it can be adopted for different queries based on how different rank
lists are performing. By modifying the rank lists using the novel confidence based
rank list selection (CBRLS) approach, the fusion method is able to select the most
confident rank lists and reach a higher identification rate.

This paper is organized as follows: Section 2 introduces the novel confidence
based rank list selection by explaining the resemblance probability distributions,
rank list confidence, and the whole cascade rank list selection approach. Section 3
validates the applicability of the confidence based rank list selection by providing
experimental results. Section 4 concludes the paper.

2 Methodology

This section details the novel confidence based rank list approach. Fig. 1 shows
a flowchart of the novel confidence based rank level fusion method. The fusion
starts with rank lists that are created by the classifiers. Each rank list is con-
verted to a pseudo-score list using the resemblance probability distributions. For
each biometric, the confidence of the pseudo-score list is calculated and a frac-
tion of each list is selected based on its confidence. Then, the algorithm finds the
next rank list that provides the most confidence value for each of the restricted
lists. The algorithm continues until some stopping criteria is met. This proce-
dure results in a cascade of rank lists working together to provide the highest
confidence to the list of users. This approach is novel in terms of confidence cal-
culation from rank lists and also rank list selection to improve the confidence of
rank lists. The rest of this section explains the detail of the proposed multimodal
biometric system and the novel fusion approach.

2.1 Feature Extraction

The importance of a discriminative feature extraction in any machine learning
systems is undeniable. Without features that provide discrimination between dif-
ferent classes of objects, it is impossible to reach a high recognition rate. Fisher
Linear Discriminant Analysis (FLDA) [13] is a feature extraction and dimen-
sionality reduction approach. In its essence, it projects data to a linear subspace
that provides high inter-class variance as well as low intra-class similarity. It also
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Fig. 1. Flowchart of the confidence based rank list selection (CBRLS) approach.

reduces the computation time by dimensional reduction with the least effect on
the discriminatory information.

The FLDA [13] subspace for each biometric is created using the vectorised
images of biometric traits accompanied with their corresponding classes. The
FLDA algorithm provides the basis for the subspace and each biometric sample
can be projected as a point to the FLDA subspace. The similarity of the samples
can be considered as the Euclidean distance between FLDA feature vectors.

2.2 Resemblance Probability Distribution (RPD)

The FLDA projects training data into a feature space where each biometric sam-
ple becomes a point. For a specific biometric trait, each user’s samples cluttered
in this subspace. The configuration of all data points in the feature space creates
the training data set. Based on the distances between data points of different
classes, there are different probabilities to misclassify each class during the test
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phase. Formally speaking, if there are n different classes, namely c1, ..., cn and
each class ci contains m training samples si,1, ..., si,m, then the distance from
class ci to cj is defined as:
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The distance of class ci to all the classes in the training data set can be used

to create the Resemblance Probability Distribution (RPD) [14] as follows:

PRD(ci) =
max (Dci,bj ) × 1 − Dci,bj

‖max (Dci,bj ) − Dci,bj‖
(2)

where Dci,bj is a vector representing the distance of ci from all the other classes
and 1 is a vector of ones, the same size as Dci,bj . The Resemblance Probability
Distribution (RPD) [14] for each class shows how different classes resemble that
specific class and manifests the probability of misclassifying a certain class with
other classes.

Fig. 2 demonstrates the resemblance probability distribution for three bio-
metrics of two users with identity 30 and 60. The RPDs for all three biometrics
have their maximum values for the identity 30 or 60 which demonstrates the
fact that they have the most resemblance to their actual identities. The RPDs
have different values for other identities which demonstrates the independence
of different biometrics [15].

2.3 Confidence Based Rank List Selection (CBRLS)

A rank list only provides a relative ordering of users based on their similarities to
the queried sample. A rank list does not provide any information about how con-
fident is the classifier about the ranking. On the other hand, score list can provide
information about how confident is the classifier based on the scores assigned
to each user. In order to calculate the confidence of each classifier about the
rank list, there is a need to recover scores information. Here, we propose a novel
method to convert rank lists to pseudo-score lists using the resemblance prob-
ability distributions. The confidence of each classifier can be calculated based
on its pseudo-score list. Then, the novel rank list selection is used to create a
cascade of rank lists and increase the confidence of rank lists.

Converting from Rank List to Pseudo-score List. Since the rank list and
resemblance probability distributions are both generated from a same feature
space and samples, it can be considered that the rank list should be similar to
the resemblance probability distribution of its true identity or its neighbors in
the feature space. In order to find how similar the rank list is to each resemblance
probability distribution, we consider the rank list as a probability distribution
and used the Bhattacharyya distance[16] to find the similarity of two probability
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Fig. 2. Resemblance probability distribution for three biometrics of two users.

distributions. The Bhattacharyya distance of two discrete probability distribu-
tions P1 and P2 over a same domain X is defined as:

DB(P1, P2) = −ln(BC(P1, P2)) (3)

where,
BC(P1, P2) =

∑

x∈X

√
P1(x)P2(x) (4)

The similarity measure based on the Bhattacharyya distance is defined as:

SB(P1, P2) = 1 − DB(P1, P2) (5)

The rank list of each classifier can be converted to a probability distribution
by dividing each element by the sum of all the ranks.

The transformation of a rank list to a pseudo-score list is done using
algorithm 1. The algorithm calculated the Bhattacharyya similarity of the rank
list with all the resemblance probability distributions and then multiply the sim-
ilarity of each RPD of each user to the rank of that user in the rank list to create
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a pseudo-score list (PSL). At last, the pseudo-score list (PSL) is normalized by
dividing by each pseudo-score by the sum of all the pseudo-scores.

for each normalized rank list NLj do
for each enrolled identity Ii do

PSLj
i = (N − Rankji ) ∗ SB((1 − NLj), RPDj

i )
end
NPSLj=Normalize(PSLj)

end
Algorithm 1. The process of creating pseudo-score list from rank list con-
taining N users using resemblance probability distributions.

Confidence of Lists. The confidence measure is considered as how probable
is that the current list misclassifies the actual user as its neighbors. For the
normalized pseudo-score list NPSLj of biometric j, the confidence measure is
defined as:

CM(NPSLj) =
N−1∑

i=1

e
−(i−1)2

N (SortedNPSLj
i − SortedNPSLj

i+1) (6)

where N is the number of users registered to the system and SortedNPSLj is
the decreasing sorted list of NPSLj . This equation considers the confidence of
each list as a weighted sum of differences of consecutive sorted pseudo-scores.
The more the distance between the consecutive users’ normalized sorted pseudo-
scores, the higher is the confidence of that list. The weighting factor has larger
values for score difference of users at the top of the list and the value decreases
as it reaches to less probable identities. This weighting makes sense, since users
at the beginning of the sorted list have more effect on the final decision. The
confidence measure ranges from 0 to 1. The confidence measure is equal to 1,
when the probability of first user is 1 and the rest is equal to 0. In this case, rank
list is completely confident about its choice. The confidence measure is equal to
0 when the probabilities of all users are equal to a same number. In this case,
the rank list cannot distinguish between users.

Restricted List Creation. The restricted lists are created based on the con-
fidence of each list. If a list has a low confidence value, it means that more users
should be on the restricted list. If a list is confident about its ranking, then we
can consider a less number of users can be on the restricted list. The number of
users in the restricted list of a rank list with N users and the confidence measure
of CM is defined as:

k = max{(1 − CM)(N − 1) + 1, n} (7)

where n is the minimum number of users that the restricted list should maintain.
Using threshold value n protects the algorithm from losing the actual user during
the restricted list creation due to accidental wrong confidence measure.
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Increasing Lists Confidence Using Confidence Based Rank List Selec-
tion. For each biometric trait, the rank list is first converted to a pseudo-score
list using resemblance probabilities. Then, for each list, the confidence level and
the restricted list size are calculated. For each list, based on the restricted list
size, the first k users are kept and then the confidence level of all the rank lists
for these k users are calculated. The rank list, which provides the highest con-
fidence for the current restricted list is used for the next round. The algorithm
continues the same process for all the lists till there is no more changes in the
lists and the confidence levels reach to its highest values. In this situation, any
rank level fusion approach can be applied to the lists to create the consensus
list.

3 Experimental Results

The performance evaluation of the proposed system is essential in order to assure
its effectiveness for real-world scenarios. Even though the confidence based rank
list selection algorithm is not dependent on any particular biometrics and is
able to work with any sets of biometric traits, it has its best performance in
case there is the least correlation between selected biometric traits. In order to
demonstrate the performance of the system in case of correlated traits, we have
selected frontal face and profile face as two of correlated biometric traits and ear
as the third one.

Due to inherit cost associated with creating a real multimodal biometric
database, most multimodal biometric systems are evaluated based on virtual
databases. A virtual database is constructed by pairing of users from different
biometrics databases and creating a virtual user that borrows each biometric
from a specific database. In this work we have created a virtual database using
frontal face, profile face and ear.

Facial Recognition Technology (FERET) database [17] is used for both
frontal and profile faces. The collection of this database in done by researchers
at George Mason University sponsored by The U.S. Department of Defense.
FERET is a widely used database due to the collection of facial images with
various positions, illuminations, and expressions. Since we were only interested
to frontal and profile faces, we exclude images that were not taken from these
angles. The database consist of 1199 subjects with multiple images of each sub-
ject. Among all the subjects there are only 974 subjects with profile face images.

For ear, the USTB ear database [18] is used. All the subjects were students
from University of Science and Technology Beijing. They gathered three different
databases based on three different conditions and configurations. In total there
are 216 subjects among 1276 ear images that were taken in different illumination
and orientation.

In order to create the virtual database, a user from the FERET database
(which consists of frontal and profile faces) is selected and randomly paired with
a user from the USTB ear database to form a virtual person. Enrollment and
identification databases are created by randomly selecting one or two image(s)
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Fig. 3. Samples of virtual multimodal database.

Table 1. First rank identification rates of rank level fusions for k=1 and k=2

Fusion Method Identification % for k=1 Identification % for k=2

Highest rank 88.32% 88.51%

Confidence based highest rank 93.42% 93.79%

Borda count 90.92% 91.35%

Confidence based Borda count 95.71% 96.12%

Logistic regression 92.32% 92.74%

Confidence based logistic regression 96.89% 97.41%

(depending on the availability) from each biometric of a virtual users for enroll-
ment and taking the rest for the identification phase. Fig. 3 shows five sam-
ples of virtual users created using this approach. By following this approach,
we have created 2,210 virtual persons in 10 different virtual databases where
each database contains 216 individuals. Test queries for identification phase are
created by pairing of test images from biometrics of each virtual person. For
the performance evaluation of proposed method 98,500 test queries have been
created.

Rank lists are created using the k-nearest neighbors classifier [19] for k equals
1 and 2. Table 1 demonstrates that there is a minor improvement in identification
rate by using k = 2. Since there is not much differences between the identification
rates for k = 1 and k = 2, we have considered k = 1 for the rest of experiments.

To demonstrate the performance of our fusion method, we used cumulative
match characteristic (CMC) curve, which is a commonly used metric for evalu-
ation of biometric systems. CMC is used to show the identification rate of the
system at different ranks. The identification rate is the portion of times the sys-
tem recognizes the true identity of the users. The CMC value for rank k is the
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portion of times the true identity is among the first k users listed as the final
result of the system.

Fig. 4 shows the CMC curves for highest rank, Borda count, and logistic
regression with and without confidence based rank list selection (CBRLS). The
comparison of three CMC curves for fusion without CBRLS reveal that logis-
tic regression outperforms Borda count and highest rank while Borda count
performs better than highest rank. The comparison of CMC curves in each sub-
figure shows that CBRLS increases the first rank identification rate of highest
rank by 5.1%, Borda count by 4.8%, and logistic regression by 4.6%. The highest
first rank identification rate obtained using the system is 96.9% for CBRLS with
logistic regression.

The experimental results are indicator of improvement of rank level fusions
by incorporating confidence based rank list selection (CBRLS). The usage of
CBRLS is not limited to the experimented fusion methods and it can be applied
to any rank level fusion approach to improve the identification rate.

4 Conclusion

In this paper, a novel user based rank list selection for fusion of biometrics in
rank level was introduced. The proposed algorithm recovered scores information
by combining the rank list and the resemblance probability distribution of users.
It calculated the confidence of each list based on pseudo-scores and selects rank
lists based on the confidence they provide for any specific test query. The most
important features of this approach are recovering the scores which are valuable
information and also selecting the rank lists based on their performance for each
user. The experimental results show the ability of the confidence based rank
list selection to improve the identification rate for three well-known rank level
fusions, i.e. highest rank, Borda count, and logistic regression. The highest first
rank identification rate of the system was 96.9% for logistic regression with con-
fidence based rank list selection which had improved the solo logistic regression
by 4.6%. The confidence based rank list selection can be used with any rank
level fusion method.

Acknowledgments. The authors would like to thank NSERC DISCOVERY program
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