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Preface

This volume includes a collection of research articles presented at the 12th International
Conference on Mobile Web and Intelligent Information Systems (MobiWis 2015), held
in Rome, Italy, August 24–26, 2015.

Mobile Web and technologies have now become part of everyday life. The number
and use of mobile/smart phone users has been increasing at a rapid pace. People have
now access to the Web at anytime and from anywhere in order to carry out various
activities ranging from simple Web browsing through to social networking (Twitter,
WhatsApp, Facebook) to online shopping. The surge of mobile apps has further
contributed to the significant increase in the use and popularity of mobile Web. Google
Play, Apple’s App Store, and others provide a plethora of apps for different mobile
devices and for different tasks. Examples include, FitBit, AEMC, GMaps+, Viber, and
Uber, to name but a few.

The International Conference on Mobile Web and Intelligent Information Systems
(MobiWis) aims to advance research on and practical applications of mobile Web,
information systems, and related mobile technologies. It provides a forum for researchers,
developers, and practitioners from academia and industry to share research ideas,
knowledge, and experiences in the areas of mobile Web and information systems. Mo-
biWis 2015 comprised a set of tracks that included new and emerging areas such as: smart
and intelligent systems, mobile software systems, middleware/SOA for mobile systems,
context- and location-aware services, data management in the mobile Web, mobile cloud
services, mobile Web of things, mobile Web security, trust and privacy, mobile networks,
protocols and applications, mobile commerce and business services, HCI in mobile
applications, social media, and adaptive approaches for mobile computing.

MobiWis 2015 attracted 55 submissions from various countries across the world.
All the papers were peer-reviewed by members of the Program Committee. Based on
the reviews, 20 papers were accepted for the conference – 17 full and 3 short papers,
with the acceptance rate of 36 %. The accepted papers covered a range of topics related
to the theme of the conference. In addition to the research articles, MobiWis 2015
featured two invited talks by Riccardo Rosati, Sapienza Università di Roma, Italy, and
Avigdor Gal, Technion - Israel Institute of Technology, Israel. These talks were
delivered in conjunction with the co-located conferences of the Third International
Conference on Future Internet of Things and Cloud (FiCloud 2015) and the Interna-
tional Conference on Open and Big Data (OBD 2015).

We would like to thank the invited speakers for delivering very interesting and
visionary talks. We would also like to thank all authors for submitting their work to
MobiWis 2015 and for contributing to this. We also thank all the Program Committee
members who provided valuable and constructive feedback to the authors and to the
program chairs. We would like to thank members of the Organizing Committee for
their help and support in the organization of the conference.



We would like to thank the local organizing team of the Sapienza Università di
Roma, Italy, for their great help and support, in particular Francesco Leotta and Andrea
Marrella. Our sincere thanks also go to the Springer LNCS team, Alfred Hofmann, and
Anna Kramer for their valuable support in the approval and production of the con-
ference proceedings.

August 2015 Muhammad Younas
Irfan Awan

Massimo Mecella
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Automatic Evacuation Guiding Scheme Using
Trajectories of Mobile Nodes

Nobuhisa Komatsu(B), Masahiro Sasabe, Jun Kawahara, and Shoji Kasahara

Graduate School of Information Science, Nara Institute of Science and Technology,
8916-5 Takayama-cho, Ikoma, Nara 630-0192, Japan

{komatsu.nobuhisa.kg1,sasabe,jkawahara,kasahara}@is.naist.jp
http://www-lsm.naist.jp/index.php/top-e

Abstract. When large-scale disasters occur, evacuees have to evacuate
to safe places quickly. In this paper, we propose an automatic evacuation
guiding scheme using mobile nodes of evacuees. Each node tries to navi-
gate its evacuee by presenting an evacuation route. It can also trace the
actual evacuation route of the evacuee as the trajectory by measuring
his/her positions periodically. The proposed scheme automatically esti-
mates blocked road segments from the difference between the presented
evacuation route and the actual evacuation route, and then recalculates
the alternative evacuation route. In addition, evacuees also share such
information among them through direct wireless communication with
other mobile nodes and that with a server via remaining communication
infrastructures. Through simulation experiments, we show that 1) the
effectiveness of the proposed scheme becomes high with the increase of
degree of damage and 2) the effect of information sharing through com-
munication infrastructures is higher than that through direct wireless
communication.

Keywords: Automatic evacuation guiding · Mobile nodes · Trajectories

1 Introduction

In the 2011 Great East Japan Earthquake, both fixed and mobile communication
networks had not been available for a long time and/or in wide areas, due to
damage to communication infrastructures. As a result, it has been reported that
disaster victims and rescuers could not smoothly collect and distribute impor-
tant information, e.g., safety information, evacuation information, and govern-
ment information, even though they carried their own mobile nodes, e.g., cellular
phones and smart phones [9].

When disasters occur, disaster victims quickly have to evacuate to near safety
places to keep their own safety. Under such situations, it is necessary to grasp
the following information: safety places and safe routes to those places. Although
they can acquire static information, e.g., map and locations of safety places, in
usual time, they cannot grasp dynamic information, e.g., damage situations in
disaster areas.
c© Springer International Publishing Switzerland 2015
M. Younas et al. (Eds.): MobiWis 2015, LNCS 9228, pp. 3–14, 2015.
DOI: 10.1007/978-3-319-23144-0 1
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Quickly grasping damage situations will help evacuees to determine actions
for evacuation, but it is not necessarily easy to grasp the damage situations, e.g.,
outbreak of fire, collapse of buildings, flood, and cracks in the ground. It is possi-
ble to detect the damage situations by cameras and/or various types of sensors,
but it has a potential drawback of restriction of coverage area and breakdown of
both such devices and/or communication infrastructures. Therefore, the larger
the disaster scale is, the more difficult it is for public institutions to quickly
investigate damage situations and to distribute such emergency information to
the evacuees.

Under the background, Fujihara and Miwa proposed an evacuation guiding
scheme that relies on cooperation among evacuees [3]. They use a Delay Tolerant
Networks (DTN) [2], which is constructed by mobile nodes of evacuees, for com-
munication among evacuees. When evacuees discover blocked road segments dur-
ing their evacuations, they record the information on their nodes. After that, if
they encounter other evacuees, they share these information through direct wire-
less communication between their nodes, such as Bluetooth and Wi-Fi Direct.
Thus, they can find out evacuation routes without blocked road segments that
have been already discovered.

This scheme is useful because it utilizes mobile nodes that evacuees usually
carry and can work without communication infrastructures. It, however, requires
evacuees’ operations to record damage situations. Evacuees cannot afford to
operate their mobile nodes in disaster areas because they may not be safe near
the areas. They have to give top priority to their safety and avoid actions except
evacuation until they finish evacuating.

To solve the issue, we propose an automatic evacuation guiding scheme using
evacuees’ mobile nodes, which can automatically grasp damage situations and
guide evacuees. Evacuees can obtain the surrounding map and locations of safety
places by preinstalling applications for evacuation guiding in their mobile nodes.
When disasters occur, the applications calculate evacuation routes with these
local information and navigate the evacuees using the routes. In addition, the
applications can also grasp the actual evacuation routes of the evacuees, i.e.,
their trajectories, by measuring their positions periodically. With the help of the
interaction between evacuation guiding by mobile nodes and evacuees’ actual
evacuations, the applications can automatically estimate blocked road segments
and recalculate evacuation routes by using the estimated information of the
blocked road segments (See the details in section 3).

As in [3], evacuees share the information about blocked road segments among
them through direct wireless communication with other mobile nodes and that
with a server via remaining communication infrastructures. Note that we deploy
the server on cloud systems to protect the server itself from disasters. Such
shared information about blocked road segments will help evacuees who are late
for evacuations.

Fig. 1 illustrates the overview of the proposed evacuation guiding system.
The system consists of following three functions: 1) Mobile nodes of evacuees
measure evacuees’ trajectories, present evacuation routes, and estimate blocked
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Fig. 1. Overview of evacuation guiding system

road segments; 2) They share these information through direct wireless commu-
nication with other nodes and communication infrastructures; 3) Cloud systems
maintain the obtained information. We evaluate the effectiveness of the proposed
scheme through simulation experiments.

The rest of this paper is organized as follows: Section 2 gives related work.
Section 3 describes the proposed scheme. The simulation results are shown in
Section 4. Finally, Section 5 provides conclusions and future work.

2 Related Work

ICT support for disaster evacuation can be classified into evacuation planning
and evacuation guiding. Evacuation planning is suitable for disasters which are
predictable at a certain level, e.g., flood, hurricane, and typhoon. On the other
hand, for disasters whose extent of damage is not easy to predict, e.g., earth-
quake, evacuation guiding in response to damage situations becomes important.

There are several existing studies on evacuation planning [7,10]. Lim et al.
formulate planning of evacuation routes in case of hurricane disasters as a net-
work flow problem and proposes an algorithm that can derive optimal solu-
tions [7]. Takizawa et al. propose a method to partition appropriately a region
into small areas such that a unique evacuation center is located in each area [10].
Considering the difficulty in predicting damage situations caused by an earth-
quake, e.g., the outbreak of fire and collapse of buildings, they propose a method
to enumerate all partitioning patterns.

On the other hand, evacuation guiding has also been studied [3,4,13]. Iizuka
et al. propose an evacuation guiding system using an ad hoc network whose
connectivity is almost always guaranteed [4]. It can present evacuees with both
evacuation routes and timing to avoid crowds of evacuees. Winter et al. propose
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an evacuation guiding system using evacuees’ trajectories [13]. Evacuees contin-
uously measure their trajectories by their mobile phones, share the trajectories
with others through direct wireless communications, and try to find out available
paths to safety places using the collected trajectories. As in the proposed scheme,
Fujihara and Miwa propose an evacuation guiding scheme using a DTN, which
is more inferior to an ad hoc network [3]. Note that the existing scheme in [3]
requires evacuees’ operations to their mobile nodes to record information about
blocked road segments, while the proposed scheme can automatically estimate
the blocked road segments without any evacuees’ operations.

It has been pointed out that movement of evacuees and rescuers has a great
impact on how information propagates through direct wireless communications
among them [1,8,11]. Aschenbruck et al. propose a movement model which simu-
lates rescuers’ movement after disasters occur [1]. It shows that characteristics of
end-to-end packet loss rate and delay are different between conventional random
way point model and the proposed model. In [8], Mart́ın-Campillo et al. compare
the performance of various DTN routing methods under the movement model
proposed in [1]. Uddin et al. propose a crowd’s movement model after hurricanes
occur and evaluates inter-meeting time between mobile nodes and the number of
neighboring nodes [11]. In this paper, we assume that evacuees try to evacuate
according to the evacuation routes presented by the evacuation guiding applica-
tions but autonomously avoid blocked road segments on the routes by their own
decisions.

There is a project that aims to construct a distributed regional network,
called NerveNet, for robust communication infrastructures [5]. NerveNet can
supply users with a local and stand-alone communication network, which con-
sists of base stations that function as both wireless access points and servers.
The proposed scheme can effectively navigate evacuees by deploying the cloud
systems into this kind of regional networks.

3 Proposed Scheme

3.1 Preliminaries

G = (V, E) denotes a graph representing the internal structure of the target
region, where V is a set of vertices, i.e., intersections, and E is a set of edges, i.e.,
roads in the map. There are K (K > 0) evacuees in the region and each of them
has a mobile node. K = {1, 2, . . . ,K} denotes a set of the nodes. Each node
k ∈ K measures its own locations by using Global Positioning System (GPS) at
a certain interval IM (IM > 0).

3.2 Fundamental Scheme in Evacuation Guiding Using Trajectories

Fig. 2 illustrates the flow of guiding one evacuee to a safety place. Note that the
evacuee has to preinstall an application for evacuation guiding into his/her mobile
node before disasters occur. The application obtains the surrounding map of the
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s1 d1

d1

Fig. 2. Flow of evacuation guiding

target region and the location information of the safety places in usual time. When
disasters occur, the evacuee initiates the applications on his/her node. The appli-
cation first finds out the nearest safety place d1 from the location s1 of node k,
which was recorded on startup. Next, it calculates an evacuation route p̂ks1,d1

and
presents him/her the route as a recommended route (Step 1 in Fig. 2).

The evacuee tries to move along the recommended route. When the evacuee
discovers a blocked road segment during his/her evacuation along the recom-
mended route p̂ks1,d1

(Step 2 in Fig. 2), he/she will take another route by his/her
own judgment (Step 3 in Fig. 2). The application can trace his/her actual evac-
uation route as the trajectory by measuring his/her positions periodically. Thus,
the application can detect road e, which yields the difference between the recom-
mended route and the actual evacuation route (See the details in Section 3.3).
The application adds road e to the set of blocked road segments (Step 4 in
Fig. 2). After that, the application recalculates the nearest safety place d2 from
the current location s2. Next, it also recalculates a new evacuation route, which
does not include blocked road segments (∀e ∈ Ek

NG), and presents him/her the
route (Step 5 in Fig. 2). The succeeding flow is the same as that for the first
recommended route p̂ks1,d1

(Noted that s2 = s1, d2 = d1 in Fig. 2). Evacuation
guiding finishes when the evacuee reaches the safety place or the application
cannot find out any evacuation route to any safety place.

In addition, the evacuee may encounter other evacuees and get a chance to
communicate with infrastructures during his/her evacuation. Under these sit-
uations, the application will obtain new information about blocked road seg-
ments (See the details in Section 3.4). Then, it recalculates a new recommended
route and present it to him/her.

3.3 Estimation of Blocked Road Segments

This section describes how the application estimates blocked road segments by
using difference between the recommended route and the evacuee’s actual evac-
uation route, i.e., his/her trajectory. Suppose that the application of node k ∈ K
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shows its evacuee recommended route p̂ks,d between source s ∈ V and destina-
tion d ∈ V on map G. Recommended route p̂ks,d is given by a vector of edges
constructing the route, i.e., (eks,m1

, ekm1,m2
, . . . , ekmH−1,d

). Here, H denotes the
number of edges in pks,d. For simplicity in description, we assume that s = m0

and d = mH . Noted that mh ∈ V, ekmh,mh+1
∈ E (h = 1, . . . , H − 1).

Next, we focus on the trajectory of node k. Let lki denote location that node
k measures at i-th (i = 1, 2, . . .) interval. lki is a two-dimensional coordinate
composed of latitude and longitude. We require to map lki into graph G, because
recommended routes are calculated over graph G. lki is located on one of the
edges, eki , in graph G. As a result, the trajectory of node k can be expressed by
the vector (ek1 , e

k
2 , . . .).

The following phenomena may happen according to the value of measurement
interval IM. If IM is extremely small, eki and eki+1 may be identical for some i. In
this case, the application can obtain trajectory pk of node k by eliminating the
duplicate edges. On the other hand, if IM is extremely large, eki and eki+1 may
not be connected on graph G. In this case, the application has to interpolate
the route between them. As a result, the appropriate value of IM should be
determined according to both the distribution of edges’ lengths and evacuees’
moving speed.

For simplicity in explanation, we assume that eks,m1
= ek1 and the evacuee

judges at the vertex mh−1 whether road ekmh−1,mh
(h = 1, . . . , H − 1) on the

recommended route is a blocked road segment. When the evacuee finds out that
the h-th road ekmh−1,mh

on the recommended route p̂ks,d is a blocked road segment,
he/she selects another road ekmh−1,o

(ekmh−1,o
∈ E \ ENG, o �= mh) rather than

ekmh−1,mh
by his/her own decision. Here, the recommended route is given by

p̂ks,d = (eks,m1
, . . . , ekmh−2,mh−1

, ekmh−1,mh
, . . . , ekmH−1,d)

and his/her trajectory is as follows:

pk = (eks,m1
, . . . , ekmh−2,mh−1

, ekmh−1,o
).

Thus, when the application compares the recommended route and the trajectory,
it will obtain the list of consensus edges (dotted lines) followed by the different
edge (solid lines). As a result, the application can estimate and record the edge
ekmh−1,mh

on the recommended route as a blocked road segment.

3.4 Information Sharing

As mentioned above, the application of each node k ∈ K automatically obtains
the information about trajectory pk and blocked road segments Ek

NG on the way
to the safety place. If nodes can share these information among them, the infor-
mation acquired by evacuees at the early stage of evacuation will help evacuees
who delay in evacuating. There are two ways to share the information among
nodes: direct wireless communication among nodes and communication with the
server via remaining communication infrastructures.
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Information Sharing Through Direct Wireless Communication Among
Nodes: As in [3], information sharing through direct wireless communication
can be achieved by existing DTN routings, e.g., epidemic routing [12]. When
node k encounters node j (k, j ∈ V, k �= j), they exchange the information about
discovered blocked-road-segments and update their local databases with it. Note
that the encountering applications need not exchange their trajectories, because
they do not directly use the trajectories for evacuation guiding.

Information Sharing Through Communication Infrastructures: After
disasters occur, communication infrastructures may be still available in the part
of region. When the node can communicate with edge nodes of the communi-
cation infrastructures, e.g., access points of wireless LANs and base stations of
cellular networks, it tries to access the cloud systems through the edge nodes.
The cloud systems have databases to maintain information collected by mobile
nodes, i.e., blocked road segments and trajectories. The application and cloud
systems first exchange their own information of blocked road segments with each
other.

In addition, the application can also upload the information about its own
trajectory to the cloud systems because the transmission rate between the node
and the communication infrastructures is sufficiently high. We plan to apply
the trajectories collected in the cloud systems to global evacuation guiding, e.g.,
alleviation of congestion, as future work.

4 Simulation Results

Through simulation experiments, we evaluate the proposed scheme in terms of
the following points: effectiveness of the proposed scheme, impact of degree of
disaster, and effect of information sharing.

4.1 Simulation Model

We used the ONE simulator [6]. We also used the street map of Helsinki, which is
included in the ONE. The size of the map is 4500 [m]×3400 [m] and its internal
graph structure is composed of 1578 vertices and 1986 edges. We assume that all
of a hundred evacuees have their own mobile nodes and their initial positions are
randomly chosen from the points on the streets of the map. In addition, we set
one safety place near the center of the map, which has access to the Internet via
communication infrastructures. We set the simulation time to be 7200 [s]. When
the simulation starts, a disaster occurs and each of evacuees starts evacuating
from their initial positions to the safety place at moving speed of 4 [km/h].

We set measurement interval IM to be 10 [s], which is obtained at the prelim-
inary experiments and small enough to avoid the trajectory disconnection prob-
lem as mentioned in Section 3.3. We assume that direct wireless communications
among nodes are given by either BlueTooth or Wi-Fi Direct whose transmission
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ranges RD are 10 [m] and 100 [m], respectively. We also assume that commu-
nications between nodes and servers are supported by Wireless LANs whose
transmission ranges RS are 100 [m]. Wireless LAN access points are located at
N ×N grids. We define coverage as the ratio of the area of roads included in the
transmission ranges of the access points to the whole area of all roads. We can
control the coverage by changing N .

We made damaged situations by randomly choosing a certain number of
edges on graph G as blocked road segments. We evaluate the degree of disaster
by evacuation possibility, δ (0 ≤ δ ≤ 1), which is defined by the probability that
evacuation routes exist from arbitrary points to the safety place.

We use evacuation time and evacuation ratio as evaluation criteria. The evac-
uation time of an evacuee is the time interval from the evacuation start to the
evacuation completion. We define the evacuation ratio as the ratio of evacuees
have finished evacuating to all evacuees. The succeeding results are the average
of 500 independent simulation experiments.

4.2 Evacuation Schemes for Comparison

We also evaluate the following two evacuation schemes, in addition to the pro-
posed scheme.

– Evacuation guiding using successful routes
In this scheme, nodes share the information about their trajectories instead
of the information about blocked road segments with other nodes. On receiv-
ing new trajectories, they try to find out successful routes to the safety place
under the constraint where only roads included in the trajectories are avail-
able for evacuation.

– Normal evacuation
As normal evacuation where evacuees try to evacuate without the proposed
scheme, we use the proposed scheme without information sharing. In this
scheme, evacuees only use the map and the information about blocked road
segments that are discovered during their own evacuation. Note that only
100σ (0 ≤ σ ≤ 1) percent of the evacuees know the location of the safety
place at the start of evacuation. If evacuees know the location of the safety
place, they try to move to that place. Otherwise, they try to move to a
place randomly chosen in the map. When evacuees meet other evacuees,
they share their information about the location of the safety place, through
conversation.

4.3 Effectiveness of The Proposed Scheme

Fig. 3 illustrates the transition of evacuation ratio for the three schemes: proposed
scheme, evacuation guiding using successful routes, and normal evacuation. Note
that we set σ to be 0.8 and 1.0 in case of normal evacuation. The values of the
parameters for this scenario are given as follows. The evacuation possibility δ is
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Fig. 3. Effectiveness of the proposed
scheme

Fig. 4. Impact of degree of damage

0.6. The transmission range of direct wireless communication RD is 100. The cov-
erage of communication infrastructures is about 7 % where N is 5.

First, we observe that some evacuees without initial knowledge of the loca-
tion of the safety place cannot complete their evacuations in case of normal
evacuation with σ = 0.8. This is because they cannot meet other evacuees who
know the location of the safety place during their evacuations. Next, we compare
the results of proposed scheme, evacuation guiding using successful routes, and
normal evacuation with σ = 1.0. The evacuation ratio of the proposed scheme
increases faster than those of other two schemes. As a result, the average (resp.
maximum) evacuation time of the proposed scheme is 1940 [s] (resp. 2288 [s]),
which is about 15 % (resp. 21 %) shorter than that of the normal evacuation.

We also find that there is almost no difference between the result of evacu-
ation guiding using successful routes and that of normal evacuation. The infor-
mation about successful routes can be obtained only from the trajectories of
evacuees who have finished their evacuations. On the other hand, nodes can
share the information about blocked road segments with other nodes even if
they are in evacuating.

4.4 Impact of Degree of Damage

Fig. 4 illustrates the transition of evacuation ratio for the three schemes when
δ is set to be 0.6 and 0.8. The values of the parameters for this scenario are
given as follows. We set σ to be 1.0. The transmission range of direct wireless
communication RD is 100. The coverage of communication infrastructures is
about 7 % where N is 5. As in Section 4.3 where δ = 0.6, the evacuation guiding
using successful routes shows almost the same result as the normal evacuation, in
case of δ = 0.8. We also observe that the evacuation ratio of the proposed scheme
increases faster than those of other schemes, regardless of the degree of damage.
Both average and maximum evacuation times of the proposed scheme are about
7 % shorter than those of the normal evacuation when δ is 0.8. Comparing the
results of δ = 0.6 and those of δ = 0.8, we find that the larger the degree of
damage is, the higher the effectiveness of the proposed scheme becomes.
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Fig. 5. Effect of direct wireless communi-
cation

Fig. 6. Effect of communication infras-
tructures

Because we randomly choose the blocked road segments in this scenario,
evacuees can easily find alternative evacuation routes by themselves when they
encounter blocked road segments. We expect that the proposed scheme will be
more effective when the blocked road segments are not randomly scattered but
spreads over a certain region in the form of lines, e.g., cracks in the ground, or
circles, e.g., outbreak of fire. In such kinds of damage situations, it will be difficult
for the evacuees to find out alternative evacuation routes without the proposed
scheme and information sharing among nodes will become more important. We
plan to evaluate this point as future work.

4.5 Effect of Information Sharing

The proposed scheme can share the information through direct wireless commu-
nication and communication infrastructures. Evacuees can improve their evacu-
ations by using the information about blocked road segments acquired by other
evacuees. In this section, we evaluate the effect of information sharing based on
direct wireless communication and communication infrastructures.

Fig. 5 illustrates the transition of the evacuation ratio of the proposed scheme
when the coverage of communication infrastructures is set to be 0 % and the trans-
mission range RD of direct wireless communication is set to be 0, 10, and 100 [m].
Note that the proposed scheme without communication infrastructures and direct
wireless communication (RD = 0) is equivalent to normal evacuation. We observe
that the effect of direct wireless communication is slightly improved by the increase
of RD. Specifically, average (resp. maximum) evacuation times of the proposed
scheme with RD = 100 and RD = 10 are 2054 [s] (resp. 5917 [s]) and 2184 [s] (resp.
6103 [s]), respectively, which are about 6 % (resp. 3 %) and 0.4 % (resp. 0.4 %)
shorter than that of normal evacuation.

Although the increase of RD leads to frequent meetings between nodes, the
improvement of evacuation ratio is limited. This is because both the direction of
evacuations and that of information propagation are identical due to the fact that
the information is carried by the evacuees themselves. Evacuees can improve their
evacuations only when they know whether the current evacuation routes include
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blocked road segments. This means that the direction of information propagation
should be opposite to that of evacuations. The direction of evacuations will be
reversed when evacuees have to retrace their evacuation routes due to blocked
road segments.

Next, Fig. 6 illustrates the transition of the evacuation ratio of the pro-
posed scheme when the coverage of communication infrastructures is set to
be 0 %, 15 %, and 100 %, and the direct wireless communication is not used
(RD = 0). Average (resp. maximum) evacuation times with 100 % coverage and
15 % coverage are 1836 [s] (resp. 4866 [s]) and 2062 [s] (resp. 5917 [s]), respec-
tively, which are about 16 % (resp. 20 %) and 6 % (resp. 3 %) shorter than that
of the normal evacuation. Comparing Fig. 6 with Fig. 5, we observe that the
increase of coverage has larger impact on the improvement of evacuation ratio
than that of the transmission range RD of direct wireless communication. This
is because the use of communication infrastructures is one of the ways to achieve
the information propagation with the opposite direction to evacuations.

5 Conclusions

In this paper, we proposed the automatic evacuation guiding scheme using evac-
uees’ mobile nodes to achieve quick evacuation after disasters occur. With the
help of the interaction between evacuation guiding by mobile nodes and evacuees’
actual evacuation, the proposed scheme can automatically estimate blocked road
segments. Evacuees try to improve their own evacuations by sharing the informa-
tion about blocked road segments through both direct wireless communication
and communication infrastructures.

Through simulation experiments, we evaluated the effectiveness of the pro-
posed scheme, the impact of degree of damage, and the effect of information
sharing. We observed that the larger the degree of damage is, the higher the
effectiveness of the proposed scheme becomes. We also found that the direc-
tion of information propagation should be carefully considered to improve the
evacuation guiding.

As future work, we will evaluate the proposed scheme in more realistic disas-
ter situations. For example, cracks in the ground and outbreak of fire may cause
blocked road segments in a continuous and/or expanding manner. We also plan
to propose global evacuation guiding scheme to alleviate traffic congestion by
using the trajectories collected in the cloud systems. Furthermore, we have been
implementing the proposed scheme as a real mobile application. We will evaluate
the practicality and effectiveness of the application in terms of evacuation ratio,
evacuation time, and battery consumption.
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Abstract. The recent indoor localization techniques use inertial sensors
for position estimations in order to obtain a certain degree of freedom
from infrastructure based solutions. Unfortunately, this dependency can-
not be completely eliminated due to the cumulative errors induced in the
localization process. While many methods are designed to reduce the
required number of reference points, completely infrastructure indepen-
dent solutions are still missing. In this paper we extend the approach of
DREAR, a mobile-based context-aware indoor localization framework.
DREAR exploits the ability to recognize certain human motion patterns
with a smartphone, representing activities related to walking, climbing
stairs, taking escalators, etc. This allows the detection of corridors, stair-
cases and escalators, knowledge which can be used to create building
interior related reference points. Based on these a scenario specific con-
text interpreter controls the localization process and provides position
refinement for the elimination of the cumulated errors. However, due to
the cumulated errors in the trajectory, in case of neighbouring reference
points with similar characteristics an adequate distinction cannot made,
based solely on the detected activities, which leads to wrong reference
point associations and erroneous location refinements. Thus, we extended
DREAR with a trajectory reconstruction algorithm, to cope with these
errors and their effect on the outcome of reference point selection. The
proposed solution is evaluated in a complex subway scenario, its per-
formance is analysed focusing on path reconstructions and the benefits
of using specific context-related information. The results are promising,
the proposed algorithm presents further improvements relative to the
performance of DREAR, providing an excellent localization and path
reconstruction solution.

1 Introduction

To obtain a certain degree of freedom from localization infrastructures (e.g.
radiofrequency - RF - reference points) novel indoor positioning solutions lever-
age smartphones’ built-in sensors in dead-reckoning (DR) algorithms to recon-
struct the movement path of the navigated person [1]. Considering conventional
c© Springer International Publishing Switzerland 2015
M. Younas et al. (Eds.): MobiWis 2015, LNCS 9228, pp. 15–26, 2015.
DOI: 10.1007/978-3-319-23144-0 2
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use cases (localization in shopping centres, office buildings) the current solu-
tions [2] [3] can provide an adequate level of adaptability regarding the config-
uration changes of the RF reference points. Nevertheless, there are scenarios,
certain premises (e.g. subway systems), where the placement of any kind of
reference points is beyond possibility, due to legal or investment issues, expo-
sure to vandalism, or else their usability is simply questionable because of the
effect of crowd dynamics on the system’s performance. It is also hard to build
truly ubiquitous indoor Location Based Applications (LBA) if the used localiza-
tion solution leads to vendor lock-in due to a specific technology (e.g. iBeacon).
Therefore, localization infrastructure dependency must be further relaxed and
completely infrastructure-free solutions have to be introduced for well-defined
use cases to build future ubiquitous indoor LBAs.

In [4] a novel approach for mobile-based infrastructure-free indoor localiza-
tion services was proposed (called DREAR), aimed to provide a context-aware
solution for ubiquitous indoor LBAs. The goal of DREAR was to build a localiza-
tion system, which does not require any kind of localization infrastructure (e.g.
previously deployed RF, visual or acoustic beacons) and where the user’s active
involvement for finding certain reference points can be also omitted. Therefore,
human movement behaviour analysis and activity recognition algorithms were
employed in a context-aware middleware, to control the localization and position
refinement process. A context recognition layer was designed to acquire infor-
mation from user movement events (detected activities, trajectory), infer about
the actual context (likeliness of events, filtering out false detections) and control
the position refinement process based on the recognized environment.

Unfortunately, deterioration in DR trajectory quality can be expected during
DREAR’s usage, due to the cumulative nature of both the heading and stride
length estimation errors. Due to the erroneous heading information a wrong ref-
erence point (e.g. an escalator/stair, called Topological Anchor Points - TAP)
could be selected from a neighbouring set of TAPs with similar characteristics
by the localization process (TAP association problem), or due to trajectory dila-
tion/shrinkage a wrong turn could be proposed for the user (location refinement
problem). Therefore, we enhanced DREAR to cope with heading errors and
their effect on TAP’s selection outcome. We propose a trajectory reconstruction
algorithm, which extends the context interpreter and improves activity filtering
with TAP selection and trajectory matching. We present a detailed analysis of
the designed algorithm, considering different indoor scenarios from a complex
subway system. As we will show the proposed algorithm presents several posi-
tive effects related to the quality of the constructed trajectory, and the proper
selection of the specific indoor reference points (TAPs).

Besides the relief from infrastructure dependence the proposed solution will
be especially helpful to build end-to-end navigation for multi-modal transporta-
tion services [5]. This way the new trend to provide public transit information
services for subway systems (e.g. Embark) can be extended with navigation and
real-time route guidance solutions.
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The paper is structured as follows: the related work is presented in the next
Section, followed by the main Section presenting the proposed solution. The
performance evaluation of the solution is presented in Section 4. Finally, the
paper is summarized in Section 5.

2 Related Work

Unsupervised localization [3] [6] [7] [8] [9] is a recent trend to create and maintain
indoor localization infrastructures with minimal assumptions or maintenance
costs. To reduce calibration efforts additional mechanisms are proposed for the
unsupervised collection and maintenance of the wireless fingerprint space or to
reduce the assumptions in modelling. Both Zee [6] and LiFS [7] leverages human
mobility to build user paths and to fuse DR results with WiFi fingerprints. While
in Zee the DR is matched against the map of the building by using a particle fil-
tering algorithm, in LiFS multidimensional scaling is applied to obtain a higher
dimension fingerprint space representation. The main problem with these meth-
ods is in their mapping and path reconstruction processes, since a longer trail
has to be traversed to get enough information for the backward belief propaga-
tion algorithm (Zee), or only corridor and room recognition is currently possible
(LiFS). This leads to their limited applicability for complex indoor spaces (e.g.
subway systems) or to the requirement to have uniquely structured scenarios (e.g.
corridors), because shorter or ambiguously shaped trails cannot be unequivocally
recognized. UnLoc [3] introduces an unsupervised indoor localization scheme
where virtual landmarks are created using the existing WiFi infrastructure. The
smartphones are used to collect environment signatures (e.g. produced by an
elevator) and associate these with a locally overheard WiFi AP. Later the DR
algorithm can be corrected if the mobile senses the respective landmark. While
this method can incorporate different type of landmarks the collection and clus-
tering of these must be confined to a small geographical region. Therefore, all
the landmarks are associated with WiFi areas, which lead to an infrastructure
lock-in problem, just like in the case of the previous solutions.

FootPath [10] presents an infrastructure-free solution where only the
accelerometer and compass are used to provide turn-by-turn instructions. The
authors propose matching techniques to compare and project the detected steps
onto the expected route. Unfortunately, the sequence alignment algorithm can
work only for long and specially shaped corridors. Obviously, the drawback of
FootPath is similar to Zee’s: if the planned path and the traversed scenario is
not specific enough the user’s path cannot be reconstructed properly. A different
solution is proposed in FTrack [11], where an infrastructure-free floor localization
system is presented. The accelerometer data is used to detect walking, climbing
stairs and taking the elevator. Then by capturing user encounters (using Blue-
tooth) and analysing user trails FTrack finds the mapping from the traveling time
or the step counts. While FTrack achieves high accuracy in a huge, 10-floor office
building, its methods are inappropriate to be directly applied in the context of
subway systems, where the topology is much more complex and where the exact
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paths must be also reconstructed with a finer granularity. In [12] the authors
propose a solution which uses the mobile’s cameras to recognize store logos for
providing indoor localization. While this solution provides an infrastructure-free
localization it cannot be used in subway systems where there are no such logos
or the texts (commercials) are changing frequently.

Body-attached IMU-based DR uses heuristic drift elimination meth-
ods [13] [14] to minimize the drifting errors. These solutions assume that the
majority of buildings have dominant directions defined by the orientation of
their corridors; consequently a person walks along straight-line paths parallel to
these. However, if no dominant directions are available (larger premises, halls)
or a crowded subway station has to be crossed (sidestep people in your way)
similar methods cannot be applied confidently. The foot-mounted approach of
these solutions is also not applicable for our case.

3 TREKIE: Trajectory REconstruction Based on
Knowledge Inferred from Environment

3.1 Problem Statement

Our goal is to provide a truly infrastructure-free indoor localization solution
precise enough to navigate pedestrians in complex scenarios, such as subway
systems, using only conventional smartphones. Unfortunately, deterioration in
DR trajectory quality can be expected due to the cumulative nature of both
the heading and stride length estimation errors. Since in the targeted scenar-
ios usually there is no localization infrastructure present (e.g., RF, visual or
acoustic beacons) applicable for position refinements, we extended the sensing
capabilities of smartphones to detect and recognize human motion patterns spe-
cific of traversing particular structures of the indoor places. These structures
(e.g. stairs, elevators, escalators) characteristic of building interiors are used to
provide the required reference points (called Topological Anchor Points -TAPs)
for localization error cancellation. While previous efforts [4] managed to provide
an infrastructure-free localization solution through the introduction of context-
related filtering, there are still issues to be solved, in order to provide a fully
functional ubiquitous localization service.

Considering, for example a subway system (Figure 1(a)), along its route the
user have to pass through several TAPs (2 and 4) and make proper decisions,
turns in intersections (Zone A, B) to reach its destination (D). However, due to
the accumulated DR trajectory errors (bluish cones on figure), by the time the
user reaches the respective decision points wrong navigation instructions could be
provided for him/her. In the constructed trajectories (dashed lines on figure) one
of these errors can be attributed to the difficulties to provide proper heading error
compensations, since currently there are no steady solutions, especially for such
extreme indoor scenarios, with unusual topologies and frequent magnetic per-
turbations. Due to the erroneous heading information a wrong association could
happen (TAP 3 in Zone A), respectively due to trajectory dilation/shrinkage a
wrong turn could be made (late turn in Zone B).
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(a) Floor plan of a subway system (b) The architecture of the context-aware
localization middleware

Fig. 1. Problem definition and building blocks for context-aware trajectory reconstruc-
tion

Even in cases when the users selects the proper escalator (and consequently
the respective TAP events are detected) there will be no enough information
for the localization middleware to decide about the outcome of the user’s TAP
selection (TAP 2 or 3), because the heading information of the DR is unreliable.
In such cases a wrong turn could be interpreted as a correct route selection, and
vice versa, following the planned path and choosing the proper TAP could be
considered as taking the wrong direction.

Therefore, we shall employ a mechanism which helps the context interpreter
to make correct associations (the factual TAP selection) in case of multiple
TAPs, to confirm internally the outcome of the user’s decision, and to act
accordingly with localization error cancellation, respectively route guidance/re-
planning. The trajectory dilation/shrinkage, attributed to stride length estima-
tion errors for normal walking and walking on stairs/escalators, can be also
compensated if the TAP event detections are properly fitted to the respective
TAPs (by reducing the gap between the ideal and constructed trajectories’ TAP
events).

3.2 Concept of Trajectory Reconstruction Based on Context-Aware
Middleware

The Context-Aware Localization Middleware. To enable the detection
of TAPs DREAR [4] introduces feature detection algorithms used for human
motion recognition, giving the ability to derive information for the error cancel-
lation process. The activity recognition tasks were interpreted as a classification
problem, aiming to recognize unique motion patterns in real-time with a fuzzy
associative classifier. The activity and special TAP recognition (e.g. escalator)
algorithms have been implemented as a separate layer in the middleware (see
Figure 1(b)), producing the respective class labels and the DR information.

The location refinement is controlled by the detected TAP events provided
by the activity detection algorithms. Unfortunately, due to the variance in user
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movement patterns or phone carrying habits the activity detections can lead to
wrong predictions (on Figure 1(a) the false TAP events on traj. const.), provid-
ing false results (e.g. stair down instead of walking event). These false events will
affect the proper refinement of the user’s position. Therefore, a filtering mecha-
nism was employed to estimate and remove unlikely or false events, to properly
control the localization process. Since there can be long stairs and escalators it
is also important to precisely detect their start/end to provide accurate zone
traversal detections.

Algorithm 1. Trajectory Reconstruction Algorithm
Input: User position, heading (Uxy,h), Buffered trajectory (Traj), Error Model of Traj

(Err.Mdist,head), Valid TAP Activity (TAPact), Set of neighbouring TAPs
(TAP1:n)

Output: Reconstucted trajectory Reconstr.Traj
foreach TAPi ∈ TAP1:n do

if (distance(Uxy, TAPi) <= Err.Mdist) && (heading(TAPi) ⊆ Err.Mhead) then
Create temporary Traji from Traj ;
Calculate Traj.corr = heading(TAPi) − Uh;
Calculate heading diff = Traji[Uh[last]] − Traji[Uh[first]] ;
foreach Uxy,h ∈ Traji do

Calculate Matched.Traji = Correction(Traj.corr, heading diff) applied on
Traji[Uxy,h]

Estimate reconstruction quality of Matched.Traji {
Select TAPact[1:k] from Matched.Traji[TAP [last : last − k]];
Apply TAP Association(TAP Model(TAPi), TAPact[1 : k]);
Calculate Recon.Quality(Matched.Traji) from TAP Association;

}
Rank Recon.Quality1:i;

Reconstr.Traj = TrajRecon.Quality1 ;

Apply Viterbi Decoding on Reconstr.Traj;

The role of the context-aware localization middleware is to provide the
required functionality by making assumptions about the user’s actual situation,
namely to acquire, match and understand the perceived sensory information rel-
ative to the current belief about the ambient environment. Then the localization
refinement can be influenced based on the recognized context and proper actions
can be triggered during the navigation.

The context interpreter of DREAR is used to fuse and process the different
levels of information, in order to understand the active context in its entirety. Its
core is formed from a Hidden Markov Model (HMM), which is built, managed
by the Context Model, and it will directly influence the constructed trajectory,
respectively the evolution and control of the DR error. Viterbi decoding is effec-
tuated on the model to find the maximum likely sequence of traversed zones
which led to the detected TAP, if there is any TAP event.

Extending the Middleware Architecture. In order to provide solution for
the problems mentioned in Section 3.1 we enhanced DREAR to cope with head-
ing errors and their effect on TAP’s selection outcome. One solution would be to
increase the number of hidden states of the planar 2D grid zones and TAP models
to represent the transition probabilities related to the evolution of the trajec-
tory’s heading. However, this decision would introduce a substantial increase in
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the system state dimensions, hindering the middleware’s deployment on mobiles.
The advantage of such a detailed representation is also questionable due to the
aforementioned difficulties in heading error compensations, which possibly would
result in infrequent heading corrections.

Therefore, we decided to employ a separation of concerns in the Context
Interpreter (Figure 1(b)), treating separately the tasks related to recognition
and understanding the detected TAP events considering the actual context. The
first stage is provided by the Activity Filtering process, with the goal of finding
and affirming valid TAP events from a noisy stream of detected activities and
a distorted trajectory. When a valid TAP activity is detected the Trajectory
Matching process can be triggered, where the reconstruction of the real trajec-
tory can be effectuated, based on the characteristics of the recognized TAP and
the knowledge derived from the actual context.

From the neighbouring TAPs’ information delivered by the Context Model
the TAP orientations can be used to calculate the hypothetical trajectory head-
ings, which would occur if the respective, “virtual” TAP, was crossed by the
user. Then a correction factor is applied on the heading and position elements of
the original, buffered trajectory for each of these hypothetical TAP orientations.
The matching process will search for an optimally fitted event sequence (the best
match) between the detected TAP events along the traversed path and the struc-
ture of the neighbouring, physical TAPs. Its outcome is the TAP selection with
the best match (the associated TAP), for which the trajectory reconstruction
provides the most viable explanation considering the actual context.

Thus, in the trajectory reconstruction process we combine past and present
sensory and context related information. The process is triggered by the occur-
rence of certain events, such as a confirmed TAP detection or acknowledged head-
ing information. These will provide additional knowledge regarding the evolution
of the trajectory by that time the respective event occurred, this information can
be exploited to provide insights about the errors acting on sensor measurements
and DR calculations (the trajectory).

Obviously, besides the utilization of these “virtual” TAP headings, the con-
cept of trajectory reconstruction can also cope with the occasionally acknowl-
edged heading information, coming from a fingerprint database or an orientation
filtering algorithm.

3.3 The Trajectory Reconstruction Algorithm

As we presented above the algorithm starts when a valid TAP activity is detected
by the Activity Filtering process, which is the positive outcome of the Viterbi
decoding algorithm (a certain number of TAP events - parameter k - are detected
and the model’s state converges to a TAP zone). Then from the set of neigh-
bouring TAPs (provided by the Context Model) the trajectory reconstruction
process is triggered for those, where the distance between the user’s position
and the inspected TAP is inside, respectively the TAP orientation is within the
bounds of the error model (Err.M ). For such TAPs we calculate the correction
factor (Traj.corr), the difference between the “virtual” TAP and user’s heading,
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and the heading difference (heading diff ) accumulated along the user’s path (tra-
jectory construction phase). Using these values a Correction algorithm can be
applied on a copy of the original trajectory, by using different heading/position
alteration strategies on atomic/aggregated trajectory sections. Currently we use
a linear and atomic correction algorithm. After this, for each trajectory recon-
struction’s outcome we have to estimate its quality. This will be effectuated
by applying the TAP Model of the respective “virtual” TAP on the TAP events
(1:k) which triggered the reconstruction process. A “virtual” TAP is more prefer-
able than the others if its position, orientation and other physical characteristics
(e.g. length, shape) provide better matching, a more viable explanation (the TAP
Association), for the detected TAP events. Finally, based on the quality ranking
(Recon.Quality) the best match will be selected (the reconstructed trajectory:
Reconstr.Traj ), which will be used in the Context Interpreter for Viterbi decod-
ing, together with the newly arriving DR and TAP events; thus, continuing the
localization and position refinement process.

4 Evaluation

We evaluated the performance of TREKIE focusing on certain aspects of the
localization middleware by designating different walking paths (trails) in the
most complex subway station of Budapest. To validate our solution four users
performed several measurements for each of these trails, by using the escalators
in different ways (e.g. walking and/or standing on it). The localization middle-
ware was implemented on the Android mobile OS platform; the measurements
were made with Samsung Galaxy S3 and S4 phones, mounted on belt. Two DR
algorithms were implemented, based on step counting and different, personal-
ized step lengths calculations [15], both tested with and without heading error
compensations [16]. Due to space limits we present the evaluation only for a cou-
ple of trails; however, we should mention that for over 80% of the measurements
TREKIE provided proper localization performance (enough precision to find the
proper upcoming turning points). The scenarios are presented through a graphic
representation of the world model using R, specifically designed for analysis and
visualization purposes. In this model the planar 2D grid zones are constructed
from grid maps, while the TAPs are represented by a series of consecutive zone
elements, with length and direction conform to their actual dimensions.

Figure 2(a) presents the evaluation of a single scenario, where the user walked
from the upper stairs (middle white TAP), crossed through the hall (2D grid)
and reached the first escalator (TAP at bottom left). We can observe that when
the TAP events are recognized (stairs down activities), due to the heading drift
of the trajectory construction, the plain DREAR algorithm (blue line) selects
the wrong TAP (blue striped stairs at the bottom centre). This would lead to
an erroneous position cancellation and a confused navigation process, which in
this case would be the conclusion that the user missed the correct TAP; thus,
a replanning process is triggered. Such TAP association problems can happen if
the neighbouring TAPs have similar types, or the activity detection algorithms
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Fig. 2. The effect of trajectory reconstruction considering different TAP scenarios

cannot distinguish TAP directions (e.g. up or down stair/escalator was taken).
Fortunately, by applying TREKIE two derived, hypothetical trajectories (red
and green lines) are built for these neighbouring TAPs, from which the best
fit (green line) will help to select the TAP used in reality. While on the figure
the other reconstruction (red line) could seem as a better fit, we must mention
that its reconstruction quality will be much worse, due to its distance to the
corresponding (striped, bottom centre) TAP.

Other aspects of the trajectory reconstruction algorithm are presented on
Figure 2(b), where a plain DREAR trajectory (blue line) and its reconstructed
TREKIE trajectory (green line) are represented. Here the user traversed a long
corridor, which connects two escalators. The outcome of the Viterbi decoding
(Viterbi path) is also represented on the figure. Since TREKIE approximates
better the real path we will get an optimally fitted event sequence between the
detected TAP events (escalator exit event) and the structure of the physical TAP.
This helps to artificially effectuate a dilation on the final, reconstructed trajectory
(green line between trajectory and TAP event), helping to cope with the different
stride length estimations, necessary to properly consider walking on a longer esca-
lator. Therefore, TREKIE’s error cancellation is more efficient than DREAR’s.

The effects of the TAP association on the final trajectory selection can be
observed on Figure 3, where trajectory reconstruction in effectuated for three
neighbouring TAPs (red dashed TAPs), resulting in wrong path reconstruction
qualities (red dashed lines), while the original trajectory represents a better
result (blue line). Fortunately, due to the TAP association step TREKIE selects
the original trajectory instead of the other options, which besides of a more
accurate alignment (TAP events get closer to the actual TAP) it will also provide
a more concise, smaller DR error.

Figure 4 presents a scenario where the walking path starts outdoors
and crosses through two escalators to reach the destination metro platform.
There are two decision points along this path, one at the end of the first hall
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Fig. 3. The effect of TAP association on trajectory selection (blue: original, green:
selected, red: alternatives)

(to find the first escalator), and one after the first escalator, to make a proper
turn, in an intersection, to reach the second escalator, which leads to the desti-
nation platform (left panel on Figure 4). Without position refinements the DR
error would grow unbounded, leading to inaccurate localization; thus, wrong
navigation instructions would be provided. The question is if the localization
is accurate enough to guide the user to the respective platform and how the
different algorithms are performing in this context. During the measurements
we recorded at specific points a predestined set of positions as ground truth; all
positions on the graphs are related to these points. Thus, we are able to present
the effect of TAPs on the evolution of the localization error. From these mea-
surements we selected three different cases: the users stand still on the first, and
acted differently (walking, standing, mixed movement patterns) on the second
escalator.

On the left figure it can be observed how the trajectory reconstructions of
TREKIE (green lines) and the plain DREAR trajectories (red lines) are related
to each other. In this case the DREAR algorithm also finds the destination
platform, since there is no possibility of TAP confusions, thanks to their type
differences (escalators: grey, stairs: orange). The effect of trajectory reconstruc-
tions on localization error’s evolution can be observer on the right figure. As we
can see, the localization error for the reconstructed trajectories (red lines) is far
below the ones presented by the DREAR algorithm. While at the end of the first
escalator the localization error is reduced consistently to 2 metres, in case of the
second escalator the error cancellation will vary between 1 and 6 metres.

Despite the eventuality to produce huge errors in position refinements (up
to 40 metres for the second escalator) all the cases ended with a controlled and
suppressed positioning error. Without this the raw DR (without DREAR+TR)
would mess up the trajectory, leading to wrong navigation instructions. While in
this case we did not profit directly from the TAP association and event alignment
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Fig. 4. The effect of trajectory reconstruction on trajectory matching

characteristics of TREKIE, since the first escalator was precisely recognized, and
the distance to the second escalator was too short to produce significant DR
errors, it became obvious that trajectory reconstruction can be also helpful for
cases when tracking or map building functionalities must be provided. For such
applications we can guarantee a more precise and realistic user path construction
with less error than in case of a simple DR or even the DREAR algorithm.

5 Conclusions

In this paper we enhanced the approach of DREAR, a mobile-based localization
middleware, which allows to exclude the infrastructural reference points (RF or
visual), hence to provide a completely infrastructure-free localization system.
Our goal was to further improve the context interpretation process, the detec-
tion of user movement activities (e.g. walking, taking stairs, using escalators) and
the selection, association of position refinement points (TAPs) along the users’
trajectories. The proposed solution was thoroughly evaluated in a complex sub-
way system, focusing on different aspects of the trajectory reconstruction and
localization process. TREKIE presents clear improvements related to the per-
formance of DREAR, with promising results and a great potential for real-world
scenarios (e.g. subway stations). As future work we want to consider also the
inclusion of acknowledged heading information in the trajectory reconstruction
process.
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Abstract. To access services on the Web, users need quite often to have ac-
counts, i.e. user names and passwords. This becomes a problem when the num-
ber of accounts keeps increasing at the same time password is a very weak form 
of authentication exposing the users to fraud and abuses. To address both men-
tioned issues we propose a Mobile Universal identity, which by combining  
Internet identifiers with mobile identifiers is capable of delivering strong  
authentication for Internet services. By introducing an identity provider, the so-
lution enables the user to employ the Mobile Universal identity for multiple 
service providers. By federation with other identities, Mobile Universal identity 
can be used with service providers worldwide. 

Keywords: Identity management · Strong authentication · Identity federation · 
Mobile identity · Mobile ID 

1 Introduction 

In the current digital age the Internet or more precisely the World Wide Web, is play-
ing a central role in most individual’s life. The preponderant position is probably due 
the immense number of fancy and diverse services that everyone can access and en-
joy. However, in order to get granted access to services users are quite often required 
to create an account with an identity, i.e. to define a user name and a password at the 
service provider. As the number of identities, i.e. user names and passwords is in-
creasing it is more and more challenging for users to remember them. Most critical is 
the weakness of passwords as authentication scheme. Indeed, passwords are exposed 
to cracking, sniffing, phishing, spoofing, etc. which can lead to identity theft and 
other serious economic consequences both for the user and the service provider. 
Stronger authentication is urgently required.   

Contrastingly, in the mobile network, mobile users enjoy of the great protection all 
over the world thanks to by the SIM (Subscriber Identity Module), a tamper resistant 
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device which hosts the International Mobile Subscriber Identity (IMSI) and is 
equipped with advanced cryptographic functions, is capable of carrying strong au-
thentication towards the mobile network. In this paper we propose a new user identity, 
called Mobile Universal identity, which combines mobile identity and Internet iden-
tity to provide a strong and uniform authentication for access of both mobile and 
Internet services. The paper starts with a brief review of related works. Next is the 
investigation of identities and authentication in the Internet. The strong authentication 
used in the mobile network is examined thoroughly. The main part of the paper is the 
description of the proposed Mobile Universal identity. 

1.1 Related Works 

There were previously proposed some solutions which make use of the SIM card to 
provide stronger authentication to Internet applications and services. The 3GPP GBA 
(Generic Bootstrapping Architecture) [1] authentication enables the usage of the 
USIM/ISIM (IMS SIM) authentication for other Internet application clients than the 
IMS client such as email client, IM client, presence client, etc. Basically, the GBA 
provides a mechanism for establishing a short-term authentication key between a 
client on the user equipment and a service provider.  Unfortunately GBA only applies 
to USIM/ISIM and not the regular SIM. The second and probably the most serious 
limitation lies on the fact that GBA requires the presence of the GBA client on the 
mobile phone, which is quite difficult because handset manufacturers do not have 
incentive to implement it. To remedy the situation the Eureka Mobicome project pro-
posed a few solutions called SIM strong authentication that provides strong authenti-
cation from a regular browser on a regular mobile phone carrying a regular GSM SIM 
[2][3]. Unfortunately, as their names suggest, the described solutions are focusing 
only on providing stronger authentications and do not constitute a complete identity 
system offering strong and user-friendly authentication to the users. 

2 Identities and Authentication on the Internet 

In the Internet or more correctly the World Wide Web users can access a lot of infor-
mation but to receive really useful and validated documents and services they usually 
need to have an account at the service provider. Such an account is tied to an identity, 
characterized by a user name and a password locally defined at the service provider 
Web site. As the number of identities increases the burden to remember the passwords 
is getting heavier for users. To address this problem Identity Providers (IDP) such as 
Facebook connect [4], Google ID [5], Twitter [6], etc. start to emerge and offer the 
usage of their identities at other Web sites. This makes it easier for both the users and 
Web sites. Unfortunately there still is a big problem. Passwords are still too weak 
authentication and the risk to be abused is still there. 

To improve security some players like Google, Apple, etc. introduced two step au-
thentication or more precisely two factor authentication in which the first factor pass-
word i.e. something you know is complemented with a second factor, the mobile 
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phone, i.e. something you have. Upon sign on the user receives a one-time code in an 
SMS (Short Message Service) that he/she has to type in. This authentication, although 
stronger, could be challenging when the user is accessing through his mobile phone 
with smaller screen and keyboard. Lately, there are emerging software security tokens 
i.e. software application capable of carrying out strong authentication functions e.g. 
RSA SecurID Software authenticator [7] which can be downloaded to smartphone and 
provide a two factor authentication. Unfortunately, these software tokens as any soft-
ware application are subject to duplication and one can only be sure that the claimant 
does have the token but not that he/she is the only one. 

3 Mobile Identity and Strong Authentication in the Mobile 
Network 

When subscribing to mobile services, i.e. voice and Short Message Service (SMS) the 
user receives a mobile identity consisting of two identifiers. The phone number, also 
called MSISDN (Mobile Subscriber Integrated Services Digital Network-Number) is 
a public identifier is used by the user to make and receive phone calls.  The other one, 
IMSI (International Mobile Subscriber Identity) is a private identifier standardised to 
be recognized by every network in the world and used in the authentication of the 
subscriber. The IMSI is not confidential but should not be diffused too much because 
it reveals the identity of the subscriber and may pose privacy problem. The responsi-
bility of authenticating the subscriber is assigned to a software application called SIM 
(Subscriber Identity Module) [8]. For protection, the SIM application together with 
the IMSI, credentials such as secret key Ki,  personal identification number (PIN) for 
ordinary use, personal unblocking code (PUK) for PIN unlocking and cryptographic 
functions securely stored in a tamper-resistant integrated circuit called UICC (Univer-
sal Integrated Circuit Card), which is actually the physical module, commonly known 
as SIM card. 

 

Fig. 1. GSM authentication 
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The SIM application combined with the UICC can provide strong two factor  
authentication with the PIN code as “something you know” factor and the UICC as 
“something you have” factor. As shown in Fig. 1 the strength of the GSM authentica-
tion is ensured by the use of a challenge-response mechanism. Upon power on the 
handset sends an authentication request with its IMSI to the Visitor Location Register 
(VLR) which forwards it to the Home Location Register. The Home Location Regis-
ter (HLR) computes the 32-bit signed response (SRES) based on the encryption of a 
128 bit random number (RAND) with the authentication algorithm (A3) using the 
individual subscriber authentication key (Ki) and send the triplet to the VLR. The 
VLR passes the random number RAND and the ciphering key Kc to the mobile phone 
which delivers them the SIM. The SIM computes the result RES using RAND and Ki, 
and submits it to the VLR. If RES = XRES the mobile phone is authenticated and Kc 
is used for the encryption of the air channel. 

Although rather sophisticated at its invention time the GSM authentication scheme 
does not provide authentication of the mobile network by the mobile phone and  
exposes the mobile phone for man-in-the-middle attack by rogue base stations. To 
address this weakness, UMTS employs a mutual authentication allowing also the 
authentication of the 3G network by the handset. As shown in Fig. 2, the additional 
parameter AUTN enables the verification of the authenticity of the mobile network 
and also the expiration of the response. 

 

Fig. 2. UMTS authentication 

4 From Mobile Identity to Mobile Universal Identity 

4.1 Definition 

The current Mobile identity as standardised with two identifiers: MSIDN and IMSI 
cannot be used in the Internet and has to be supplemented with one or more Internet 
identifiers. It could be a user name or a uniform resource identifier (URI) such an 
email, e.g.user@telenor.com that can be used for the authentication and authorisation 
of Internet services offered both by the mobile operator and third party service  
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providers. Another major limitation of the Mobile identity lies in the fact that it is a 
subscriber identity and not really a user identity. There are many cases where the 
subscriber is not the user as follows: 

• One subscriber may have multiple subscriptions distributed to multiple users: 
Typical example is a company or head of family that pays for a series of subscrip-
tions which are distributed for use by employees or family members. 

• One user can have multiple subscriptions and appear like multiple subscribers: 
This is the case of a user having multiple subscriptions for multiple devices: mo-
bile phone, tablet, laptop, home alarm systems, etc.  

We propose to introduce a Mobile Universal identity which is uniquely assigned to a 
user as a human being and lasts as long as the user likes. It must be sufficiently flexi-
ble to allow the inclusion, modification or removal of any mobile identifier or any 
Internet identifier that the user wants.  

These identifiers can have different levels of assurance [9] from level 1 with full 
anonymity to level 4 with registration of user’s name, address, nationality, picture and 
biometrics and the user is given the freedom to decide which identifier for each situa-
tion. 

Since mobile identity, i.e. phone number and IMSI will be used in the authentica-
tion of the user and the user may have more than one it is necessary to have an enrol-
ment process which registers the mobile identity for authentication. The user can run 
the enrolment process whenever he/she wants to change the phone number. 

4.2 Mobile Phone Enrolment Process 

The enrolment process although sufficiently secure is rather simple as follows: 

1. The user signs on at the Mobile Universal identity provider (which could be the 
mobile operator) Web site using password 

2. He/she enters the number of the mobile phone to be used in the authentication. 
3. Mobile Universal identity provider verifies that the number is legitimate, i.e. in  

operation and not reported as lost or stolen. 
4. If it is the case the mobile phone can be used and an SMS containing a one-time 

password is sent to the user’s mobile phone.  
5. By entering this one-time password at the Mobile Universal identity provider Web 

site the mobile phone is enrolled as authentication token. 

4.3 User’s Requirements 

To be really useful and accepted by the users the Mobile Universal identity must fulfil 
the following requirements: 

1. The user must experience a seamless authentication, i.e. no sign-in required when 
accessing from his/her mobile phone Internet services that do not require high level 
of security, e.g. social networks, net shops, etc. 
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2. For Web sites federated with the Mobile Universal identity service provider the 
user must be able to use his/her Internet identifier for sign in. 

3. For Web sites having their own account, i.e. own user identity the user must be 
able to use strong authentication provided by his/her mobile identity. 

4. The user will be asked to enter pin or select yes when accessing from his/her  
mobile phone Internet services requiring higher level of security, e.g. governmental 
services, health services, net banks, etc. 

5. The user will be asked to enter pin or select yes when accessing from another  
device than his/her mobile phone all Internet services.  

6. The user must be able to use his/her identity at service providers worldwide. 

4.4 Overall Architecture  

To realise the Mobile Universal identity fulfilling all the requirements mentioned in 
previous section, the mobile network has to be complemented with additional network 
element as shown in Fig. 3 

 

Fig. 3. The Mobile Universal identity overall architecture 

• Identity Provider (IDP): is in charge of authentication and authorization for 
Internet services. In order to offer services to a wide range of 3rd party service 
providers the IDP supports several technologies and can act as a Liberty Alliance 
IDP [10], OpenID IDP [11], OAuth Authorization server [12]. It is communicating 
with the Radius server to request SIM or AKA authentication. This IDP can feder-
ate with other IDP including the ones of other operators to enlarge the usage of the 
user’s Internet  

• Radius server: This is a standard server that supports the EAP-SIM [13] and EAP-
AKA [14] protocols. It can be used in the authentication of IP devices such as PC, 
Laptop, tablets, etc. 

• MAP gateway: has on one side IP interface and on other side an SS7 interface 
allowing it to communicates with the HLR using the MAP (Mobile Application 
Part) protocol [15]. In fact it is viewed by the HLR as a VLR that sends authentica-
tion requests. 
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• WAP gateway: When offering Internet access Most of operators do have a WAP 
(Wireless Application Protocol) [16] gateway that translates Web pages onto ade-
quate formats for mobile phones. For our solution, modifications have to be done 
to make the WAP gateway intercepting all the http requests and redirect to the IDP. 

4.5 Typical Use Cases 

To clarify how the Mobile Universal identity is working let us now consider a few 
typical use cases. 

Use case 1: Sign on from mobile phone 

1. The user browses on his/her mobile phone and visits a 3rd party Web site 
2. The WAP Gateway intercepts http request and insert the mobile ID (MSISDN) 

in the header 
3. The operator’s WAP gateway redirects browser to Mobile Universal  IDP 
4. The Mobile Universal IDP sends an authentication request containing mobile ID 

to the MAP Gateway 
5. The MAP Gateway forwards the authentication request to the HLR 
6. The HLR returns an  authentication  vector to the operator’s MAP Gateway 
7. The MAP Gateway forwards authentication vector to operator’s IDP 
8. The Mobile Universal IDP sends authentication request with challenge to the 

user’s mobile phone 
9. The user’s mobile phone sends challenge to SIM card and gets back response 

10. The user’s mobile phone sends response to the Mobile Universal IDP 
11. The Mobile Universal IDP checks the response. If correct the Mobile Universal  

IDP inserts a security assertion in the browser and redirects it back to the 3rd 
Party Web server. 

12. The user gets granted access to 3rd Party Web site without having to type  
anything. 

Use case 2: Sign on from PC.  

1. The user browses on his/her PC and visits a 3rd party Web site. A sign in page is 
presented. 

2. The user enters his/her username at 3rd Party Web site and clicks on sign on.  
3. The browser on the user’s PC is redirected to the Mobile Universal IDP 
4. The Mobile Universal IDP translates username to mobile ID sends an authenti-

cation request containing mobile ID (MSISDN) to the MAP Gateway 
5. The MAP Gateway forwards the authentication request to the  HLR 
6. The operator’s HLR returns an authentication  vector to the MAP Gateway 
7. The MAP Gateway forwards authentication vector to the Mobile Universal IDP 
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8. The Mobile Universal IDP communicates with the Short Message Service Cen-
ter (SMS-C) to send an SMS to the user’s mobile phone. The headers of this 
SMS ensure that the SMS is terminated on the SIM-card on the user’s mobile 
phone. 

9. On the SIM-card, a SIM Toolkit Application is triggered and a pop up appears in 
the display of the user’s mobile phone. It asks the user if he wants to proceed 
with the authentication.  

10. If the user accepts, an SMS is returned to the Mobile Universal IDP,  
11. The Mobile Universal IDP inserts a security assertion in the browser and redi-

rects it back to the 3rd Party Web site. 
12. The user gets granted access to the 3rd Party Web site. 

4.6 Making the Identity Really Universal 

The Mobile Universal identity as described so far can only be used with service pro-
viders that trust the Identity Provider and are hence willing to use the Mobile Univer-
sal identity provided by this IDP. This is typically the case of local service providers 
in one country that build alliance with a national IDP. The IDP together with its ser-
vice providers form a circle of trust in which the user can employ the same identity. 
Unfortunately, such a circle of trust has boundaries and there are certainly service 
providers that belong to other circles of trust. The user cannot use his/her Mobile 
Universal identity with these service providers.  

To enable the usage of the Mobile Universal identity of one circle of trust in another 
one, federation of the two circles of trust has to be done as shown in Fig. 4. Federation 
is the exchange of metadata necessary for the mapping of one identity to the other. 

 

 

Fig. 4. Federation of identities 
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There are two federation methods and to explain them let us consider two circles of 
trust N and M with respectively IDPN and IDPM. 

• Federated identifier: When user Nx of Circle of trust N visits a service provider 
SPM2 in Circle of trust M. IDPM acts as a service provider in the Circle of trust N. 
For user Nx an account at IDPN is created and federated both with SPM2 and IdPN. 

• One Time identifier:  The visited SPM2 does not store any local account for the 
user. After being authenticated by the home IDPN user Nx will be authorized by the 
SPM2 A new one-time identifier must be generated at access and the user can use 
her IDPN  identity. 

For the travelling user accessing from mobile phone the sign-on is seamless as in-
dicated previously in Use case 1. When the user is browsing from her laptop it is a 
little bit more challenging because the Internet identifier might not be recognizable 
for the visited SP. There are two solutions as follows: 

• Universal unambiguous Internet identifier: IDP and SP have to agree on a 
common naming convention for identity that enables the identification of the home 
IDP. 

• User’s assistance: On the visited Web site there should be facility allowing users 
to indicate their origin. 

5 Conclusion 

In this paper, we propose an identity called Mobile Universal identity which can be 
used everywhere in the mobile networks and the Internet. The Mobile Universal iden-
tity is realised by including both mobile identifiers and Internet identifiers. Strong 
authentication is provided by using the mobile identity and the SIM. A proof-of-
concept of the proposed solution has been implemented and tested to ensure feasibil-
ity. Some usability tests have been performed and the sign-on both mobile phones and 
PC are in the range of few seconds which is quite negligible for users. However, to 
really prove the usability of the Universal mobile identity it is necessary to carry field 
trials with real users. A federation trial between multiple circles of trust has also to be 
carried out for validation. Last but not least, to ensure the success and adoption by the 
market it is important to elaborate a sound business model such as for international 
roaming. 
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Abstract. Computer graphics in combination with mobile devices find much 
use in the fields of entertainment, education and data displaying. The amount  
of information that is possible to provide to the user depends greatly on the  
optimization of graphic chain in the development of given application. The im-
portant element is simplification of the scene by removing objects that are not 
currently visible or degrading the complexity of the models from the distance  
of the observer. This paper describes implementation of the frustum culling  
method on the Android platform as a solution for these problems. 

Keywords: Mobile device · Engine · Graphics · Culling · Optimization 

1 Introduction 

Nowadays, the mobile devices replace every time more computers and laptops [11, 
12]. Their constantly increasing output enables development of application environ-
ment in which it is possible to find tools for solution of many tasks. Moreover, these 
devices are constantly available and ready to be used. This wide accessibility and 
output increases demand for better and smarter applications in many branches [25]. 
Consequently, the computer graphics comes in with the employment of interface 
Open Graphics Library (OpenGL) for Android and new Metal API (application pro-
gramming interface) introduced with IOS8 [14]. The extent of employment is very 
wide, from the effects during the video recording and taking photographs, for exam-
ple, in the article [1] described depth of field effect, to 3D talking avatar [2] presented 
in the conference APSIPA [13]. Significantly the most profitable and the most favour-
ite category across the applications are games, nevertheless 2D and 3D graphics are 
finding application in other popular categories such as education or tools. In general, 
we talk about modules for professional programmes, data displaying or augmented 
reality. Even cheap mobile devices can display large medical data using volumetric 
rendering [3]. With this trend the mobile versions of big graphic engines, such as 
Unity, CryEngine or Unreal engine are beginning to appear. For the developers and 
studies a questions comes to mind and that is: How should we start creating graphic 
content? 

Freely available engines have some disadvantages that have to be considered. The 
first is the whole quality and speed of actualization. The developer does not have the 
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full control over the engine and has to rely on the fact that errors will be corrected in 
time. Moreover, some modules can be written unsuitably for specific demanded solu-
tion. The advantage is the verified multiplatform solution. Another problem is speed 
of learning. Engines come with their own developers’ tools and their full mastering 
can take the same time as creating a new engine. In many cases, it is more suitable to 
create own smaller solution [16].  

2 Problem Definition 

The basic characteristic in PC graphics is that better optimization enables displaying 
more content. The right idea about complicatedness of 3D scene can be acquired by 
using an example from gaming environment [4]. It can be thought about 3D as a 
world with dozens of rooms where each room contains other models and details. The 
complicatedness of the scene exceeds the possibility of the device for processing the 
whole content. There are animated models of figures moving between the rooms and 
some of them can be controlled by the user. Certain objects can be moved and de-
stroyed, which is arranged using physical simulations. Everything is accompanied 
with sound effects to illustrate the atmosphere. In order to realize a vision like this it 
is convenient to prepare a tool that will facilitate and accelerate the work with the 
scene design. This kind of tool is called engine (Fig. 1). 
 

 

Fig. 1. Graphic engine 

In general, 2D and 3D engines are tools for effective displaying and for work with 
graphics in order to display content to users [7].  Engines can also contain other tools, 
for example, for work with particles or for work on scene modelling. This work is 
dedicated to the basic parts of engine for rendering and those are resource handling 
and rendering. 

The important parts of programme plotting are shaders. Those are short pro-
grammes that affect process of rendering. They can be divided into vertex and frag-
ment shaders [5] according to their focus. The entire rendered data goes through them. 
The vertexes of the rendered objects are transformed using vertex shader. The data for 
these operations can be delivered to the shaders in the process of plotting using uni-
form variable. Opposed to uniform, that contains the same data for the whole model, 
the characteristics of the model (position, normal, colour, etc. for each vertex) are 



 Optimization of 3D Rendering in Mobile Devices 39 

 

transmitted using attribute variable. Here it concerns matrixes needed for the right 
turn and deformation of the scene. The result from vertex shader is later processed 
and used in fragment shader that serves for performing operations on the level of 
individual pixels. Transmitted data are labeled in the shaders as varying. 

It is almost impossible to display graphic content without use of textures. The tex-
ture is a 2D image, mostly defining a colour using RGB (a way to mix colours), that is 
mapped on the surface of the unit. The textures are used for a wide array of effects, 
for example for defining of wrinkled surface, for saving of shades or lights, for reflec-
tion or for directly mirrored images [17, 18]. Only rarely it is possible to map the 
texture to the object in a ratio of 1:1. Opengl in other cases uses the setting for texture 
filtering that can be used to define the way of acquiring data from the texture. Differ-
ent settings bring various results and they have different impact on the speed of  
rendering. 

The optimization of loaded data [20] means minimization of their size, alterna-
tively preliminary preparation for simplification of following rendering. Fitting the 
colour mode to the really required number of colours, consideration a need for  
anti-aliasing effect, or minimise of interlaced images may be relevant tips for im-
provement of graphic compression results [21]. Shaders, together with complex mod-
els and textures, present the main load of the engine. With the growing scene other 
difficult calculations for physics, collisions, animations and others can accumulate. 
Actual rendering can be described as a data transmission to a graphic card and their 
passing through the graphic chain that contains shaders. In order to reduce the de-
manding nature of it, it is convenient to think about the data types, also about the use 
of compressed textures, textures of atlases, optimization of model data, the way of 
plotting etc. 

Manner of rendering is processing of the data in the process of sending them to the 
graphic card. That is using calling glDrawArrays for non-indexed data and 
glDrawElements for indexed data [6]. The indexes for data lead to reducing the du-
plicity and many times to the increase of speed of rendering. With the parameter 
mode the type of graphic primitives that will be rendered can be adjusted. The aim is 
again acceleration of rendering and reduction of the size of data. The graphic primi-
tives are POINTS, LINES, TRIANGLES, special kinds of connection of triangles – 
TRIANGLE_STRIP, TRIANGLE_FAN and others. Even before calling for render-
ing, it is necessary to load the data and send them to the graphic card. For different 
types of scenes there are different ways of data transmission. The basis is vertex ar-
rays object (VAO), where the data are saved in RAM memory. A better solution is 
using vertex buffer object (VBO) and saving rendered data in video memory.  

3 New Solution 

For identification of places where it is possible to apply further optimization it is con-
venient to understand the process of graphic content rendering [6]. OpenGL ES API is 
a tool for creating an image from 2D and 3D objects. The result of rendering is saved 
to framebuffer of the graphic card (visual output device). Objects are composed of 
graphic primitives that are the foundation of rendering OpenGL and they are set dur-
ing calling glDraw. In order to define such a basic shape it is necessary to have a set 
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of vertices where each vertex is a point in the space. Every vertex is connected to its 
characteristics that are transmitted with it and connection of these vertices defines the 
whole model. In picture number 2 there is demonstrated a simplified process of 
graphic chain. 

 

 

Fig. 2. Graphic chain 

The results of vertex shader, which is run for every vertex, are the coordinates of 
vertex after transformations and possible varying variable. The next step, except for 
the automatic conversions for the following processes, is a creation of graphic primi-
tives and cropping by viewing frustum. The next is rasterization (conversion to 2D 
image), activation of fragment shader and saving the figure to framebuffer. In case of 
triangle being partly out of the screen, some of his vertices are removed and for shape 
preservation new points are added on the edge of the viewing frustum. In the process-
ing of the fragment (colour, depth, and varying data) it is sometimes necessary to read 
again the result of the previous record from framebuffer, for example when trying to 
resolve transparency. Before launching the fragment shader the testing of the depth 
happens and fragments that are lying behind other fragments are not processed.  

These problems can be solved by differently complicated methods and recommen-
dations [16]. For example, with the sampling system it is better to use the shape com-
posed of more vertices. That means that instead of using ordinary triangle or square 
for a picture of circle, it is better to triangulate the resulting shape in a way so that it 
would correspond with the texture. Saving the output on fragment shader, where it is 
not necessary to solve the difference of the real and requested shape of transparency, 
is significantly higher than the price of bigger amount of vertices. An interesting pos-
sibility is to let the user to reduce the resolution where the calculations are being run. 
Some devices have exorbitant number of pixels per inch (DPI). The rendered scene 
cannot always reach such a detail and reducing the resolution can mean a significant 
improvement of the output. Another problem, excessive number of processed vertices, 
can be solved by using method level of detail, frustum and occlusion culling.  
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Fig. 3. Level of detail [8]. 

Level of detail (LOD) does not solve a problem that is directly visible in the 
graphic chain but it is perceptible in the complex scene. This method does not work 
directly to remove the unnecessary geometry but to simplify it. The object that is be-
ing rendered further from the camera takes up smaller area of the image because of 
the perspective transformation than the same object rendered closer [24]. That means 
that such model is displayed using a lower number of pixels. The consequence is that 
the object loses the level of detail but it is still difficult to render it. So with the in-
creasing distance LOD changes the detailed model for its simplified version. The 
change of the level of details is almost undetectable even when using significantly 
simpler geometry. The scene can contain many distant objects thanks to LOD. The 
problem is the change of models that can cause a big leap. This leap is undesirable so 
it is convenient that LOD has as identical shapes as possible. Another possibility is 
using blending and let different levels of the model to blend. This method is mostly 
used for bigger objects such as trees and buildings. The lower level of the model for a 
tree can be simplified even to a mere 2D image of the original tree rendered using bill 
boarding (pivoting the surface always towards the camera). LOD can be used also for 
animations where apart from simplifying the model, the simplification of a skeleton 
can also happen. For example, with the figures it is not necessary to animate fingers 
for the large distance. If the distant object is too small it is even useless to render it. 
As exceptions can be dominant objects such as buildings and trees. Apart from the 
substitution of differently detailed models it is also possible to actively recalculate the 
models. The demand on the computing power [19] is higher but the memory demands 
are reduced and the scene has always a suitable level of detail. An illustration of LOD 
is depicted in figure (Fig. 3) [8]. 

In the 3D world not only do the changes of detail with the distance happen but they 
also overlap. Apart from sequencing the objects from the closest for the minimization 
of activation fragment shader, it is also practical to remove models from the scene that 
are completely hidden behind another objects. One possible solution is the method 
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occlusion culling [9]. The techniques of occlusion culling can be divided into several 
methods. The first group is unit based occlusion culling that contains BSP (Binary 
Space Partitioning) and portal methods. During BSP the content of the scene is di-
vided into hierarchically arranged units and those can be tested on overlapping and 
their position in relation to the camera. With this method it is necessary to undergo an 
extensive pre-processing of the scene, for example determination of the visibility of 
one unit among the others. Afterwards, it can be determined which units can the cam-
era see from its actual position. The method of the portals completes BSP with 
hatches to other places. The units are considered as closed spaces and if the portal is 
not visible, the whole content of the unit is not visible. The visible portals delineate 
with their shape the viewing frustum to other units where the objects on the inside can 
be rendered. The disadvantage is the necessity of the preparation of the environment 
and the employment mostly in static scene. The characteristics of the methods imply 
that the most convenient use will be found in the closed scenes (buildings, rooms). 

 

 
Fig. 4. Occlusion culling 

The figure (Fig. 4) implies a scene of four rooms and a camera located in one of 
them. In the first part of the picture, the camera does not look at any of the portals so 
only one room is rendered. In the second part of the picture, there are two portals in 
the viewing frustum of the camera. From the first visible portal a viewing frustum 
with another portal is calculated. In case of division of the rooms into other units it is 
possible to continue limiting the content that is not visible and does not have to be 
processed. Other methods of occlusion culling applicable for dynamic and open 
scenes work in image space. The best-known method is hierarchical occlusion map-
ping (HOM). With this method we can define overshadowing solids (occluders) and 
overshadowed solids (occludees). The depth of occluders is rendered into texture and 
an occlusion map is created. This kind of map can subsequently test occludee solids. 
These techniques can be found in libraries that can be connected to engine. However, 
most of the time those are paid and for mobile devices demanding solutions. Another 
possibility is creating frustum shape defined by suitable objects formed from the 
models close to the camera. These objects can be called antiportales or occluders. All 
objects in this frustum can be subsequently removed. This method can be called anti-
portal because it inverts the so far described use of portals. 
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The mentioned methods are not dealing with the problem alone if the model or portal 
is in the viewing frustum of the camera. This problem is dealt with by a method frustum 
culling. The viewing frustum of the camera is defined using six surfaces. These surfaces 
create a shape of pyramid and each object in the scene is tested with these surfaces. 
However, this way is not optimal because it would be necessary to test all the vertices of 
the model. For the increase of effectivity the objects are wrapped in another simpler 
shape that is called bounding volume. This shape should depict the shape of a wrapped 
solid with the greatest precision possible. It is possible to use a sphere, a cuboid or a 
simplified version of the model. The calculation of the viewing frustum and the testing 
takes place in the processor. In case of the object being away from the pyramid, it is not 
rendered (Fig. 5). When it comes to more voluminous scenes, even after the simplifica-
tion using bounding volume, testing can still be very demanding. The optimization is 
possible by assembling the models into a hierarchically ordered tree. The big covers 
then contain smaller ones until the level of individual models. It the big cover is not in 
the scene, the test of its whole content is skipped. This method can be further improved 
by combining it with occlusion culling or by using another system of scene division, for 
example octree. The objects that are in the viewing frustum only partially can be 
cropped and only the visible part can be rendered [9]. 

 

 

Fig. 5. Frustum culling 

4 Implementation 

The foundation needed for implementation of frustum culling is acquisition of the 
very viewing frustum of the camera. This information can be calculated from the 
matrixes necessary for rendering. These matrixes are view and projection. View ma-
trix defines position of the observer, where he looks and where he is up (up vector). It 
is defined by the position of the camera (px,py,pz), by the direction of the view 
(dx,dy,dz) and by up vector (ux,uy,uz). The perspective matrix (projection) sets the 
perspective deformation of the world. Data from these matrixes can be used for acqui-
sition of the shape that defines the edges of the visible scene. The parameters of the 
perspective matrix are field of view (fov), ratio (aspect ratio) and distance of the close 
and distant surface [10]. 
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Fig. 6. Frustum planes [10]. 

In picture number 6 [10], there are data of the pyramid shape of viewing frustum. 
The height and width of the planes can be calculated from the present data. 

     

From the acquired data and parameters of view matrix it is now possible to define 
the exact coordinates of vertices. For example the far centre and subsequently far top 
left. 

     

The calculation of all the vertices will be done in a similar way. It is possible to use 
three points and a surface normal as a definition of each plane of the viewing frustum. 
This last datum can be acquired using cross product. Its result is perpendicular to both 
original vectors. One of the vectors can be up vector of the camera. The second one 
we can acquire as: 

 

This way a normal vector of right plane of viewing frustum is acquired. All nor-
mals should be directed towards the inside of the shape to ease further processing. 
Apart from the stated geometrical process it is possible to calculate necessary data  
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even in the space defined by the resulting matrix (VP) from view and projection (cal-
culated in clip space). An arbitrary vertex p = (x,y,z,1) after multiplication of VP 
matrix will be in clip space as pc = (xc yc,zc,wc). This point is situated in homogene-
ous coordinates. After normalization (dividing by the wc figure) the result is pcn = 
(nx,ny,nz). In this normalized space, the viewing frustum is defined using axes with 
the centre in the origin. Those create the volume of the shape of cube located from -1 
to 1 on all axes. So that the point pcn is visible, all of its coordinates have to be be-
tween -1 and 1. In homogeneous coordinates the delimitations for the point pc are –
wc and wc. From this data we can ascertain the location of the vertex with respect to 
the previously mentioned plane. Therefore, the vertex is on the right side of the left 
plane if –wc < xc. View projection matrix can be written as: 

 

By using the point p = (x,y,z,1) transformed by its model matrix, it is possible to 
acquire wc and xc: 

 

By editing this equation it is possible to get a general equation for the left plane 
(Ax + By + Cz + D = 0) such as: 

 

After normalization (A,B,C) corresponds with the normal vector of the plane and af-
ter the insertion of tested vertex, the result is positive or negative. The figure expresses 
at the same time distance from the plane. Positive result means that the point is located 
in a direction from the plane in which the normal vector is directed. That means towards 
the inside of the viewing frustum and it is possible to continue in testing with other 
planes. In the opposite case, the vertex is away from the viewing frustum. Inserting 
every vertex of a tested solid would not be very effective so the object is covered in a 
simpler shape and this one is tested against all six planes. For example, for a sphere it is 
enough to interchange a condition < 0, that describes an object beyond the viewing frus-
tum, for < - radius. In case that the calculated distance < + radius, the object is only 
partially away from the viewing frustum. The value on the left side of the condition also 
corresponds with the distance from the tested plane. aIt is possible to test another shapes 
this way but those require a calculations for more vertices. 
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5 Testing of Developed Application 

The method frustum culling should bring a visible increase in the output in the situa-
tions where the camera monitors only a part of the whole scene. The testing is un-
folded from this prerequisite and it should bring a clear evidence of the advantages of 
this method. The first part of testing constitutes of setting up the 3D scene that will be 
sufficiently demanding. The demands of the scene mean that for the usual rendering 
the process speed would be negatively influenced. By using frustum culling a higher 
speed can be subsequently achieved. A sample application is composed of a landscape 
that forms a basis for rendered objects. The landscape is formed from 4096 vertices 
and it is covered in an ordinary skybox. This part of the scene is not influenced by 
cropping using viewing frustum. The influence of used method is tested on a model of 
a tree that has 1648 vertices. Part of this model is particle system for rendering details 
of branches with leaves. Each of the 99 trees is matched with a cover in a shape of a 
sphere. The location of the covers is visualized using a cube with a size of the diame-
ter of the sphere. In figure (Fig. 7), there is a view from the camera located towards 
the centre of the scene. 

 

 

Fig. 7. Sample scene with vegetation and illustration of covers from the observer’s view 

The main measured data is frame per second (FPS) where the value of 100 FPS 
means that one rendering lasts 0,001 s. Table (Table 1) shows a difference between 
the changes of 10 FPS deterioration when it has different starting FPS. The conse-
quence is that a different load is needed for the 10 FPS change. When measuring the 
output, for that reason, we will also present data about the speed of rendering [16]. 

Table 1. Comparison of the speed change of image re-rendering entered in FPS in contrast to 
seconds 

Initial 
speed 
[FPS] 

Speed deterio-
ration [FPS] 

Initial 
speed [s] 

Speed after 
deteriora-
tion [s] 

Difference / dete-
rioration in speed 
[s] 

100 10 0,01 0,0111 0,001
20 10 0,05 0,1 0,05
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6 Conclusions 

It was practically verified that using methods for rendering optimization allows to 
increase the detail of the scene and to reduce the load on the computing power even 
when using mobile devices. The applied frustum culling method successfully removes 
uselessly processed scene content and using this method has, in the end, an influence 
on user’s experience. Due to the increasing output and users’ base it represents a ne-
cessity for competitiveness and profitability of graphic applications [15, 22, 23].  
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Abstract. This paper tries to address problems that come out when designing a 
web page and how these problems affect people who use it. We will try to find 
the way to make our web pages easy to use and to give our user as little obsta-
cles in his efforts as possible. He has to feel that every time he comes back to 
our web site, everything is on places where it should be and that everything acts 
as it should. One could say he has to see that everything looks normal. In this 
paper our aim will be to address web users, their needs and ways to improve 
their overall efficiency with achieving their tasks. We go through all main parts 
of usability issues according HCI as well as the current state of the art based on 
the most cited or specialised literature. In second part we introduce a develop-
ment of a software platform that will sends user clicks to the server and allows 
us to go through these data in the web application for administrators. Design 
and development of this framework along with concrete computation of web-
sites evolution index is also presented. 

Keywords: Usability · Websites evaluation · Human-computer interaction · 
Framework 

1 Introduction 

Many web designers develop their projects without any feedback from the target au-
dience and mainly focus to meet the contract requirements [5],[12-13]. They probably 
think users do not have adequate technical knowledge to understand such a complex 
field which web designing undoubtedly is. This is mostly true, on the other hand users 
know exactly what they need and that is something web designers cannot ignore. For 
even the most experienced web designers it is impossible to design a highly usable 
web site on their first attempt. This is because nothing like an average user [9] exists, 
every single user is different thus it is very hard to say what is good for all of them (or 
at least most of them). 
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So if we want to create a good web site we need to listen to our users and commu-
nicate with them. The best thing we can do is to discuss with our potential users from 
the very beginning when we start prototyping [5], [3], [14]. 

Throughout all sections we will explain them in the detail, starting with the user-
centered design. In the first part of this paper, we will answer the question “What is 
usability” and what impact usability has on users. The second part discusses HCI 
standards and their suitability for practical use. And lastly we will talk about inter-
faces between machines and humans in terms of usability [25]. 

2 What Is Usability? 

Every web page creator or any program developer wants his web as usable as possible 
so naturally making UI intuitive, easy-to-use and consistent is the top priority. However, 
there are certain problems with making such UI, mainly because different web sites 
offer different things, thus it is very hard to make an ideal pattern for all sites. Another 
thing is to be original, to look not like a competition. That is why we need some meth-
ods that could tell us if we present our data to users in the right way [14, 23]. 

Usability is very important for web pages since it brings clear rules on how to 
make them easy to use without worries that people leave before finishing their tasks. 
The goal is not to make a user confused, information must not be hard to read and 
also it should answer users’ questions (in other words users should get what they 
came for). Users should be always given the fewest possible answers because if we 
provide them too many answers even though all are correct, we might confuse our 
users to the point they just give up. Same applies to options, fewer options does not 
require that much thinking from users therefore they can concentrate on getting an-
swers quicker. Users also prefer quick and straight responses, we do not want them to 
wait for unnecessarily long time, since they might get frustrated and leave. Any de-
signer must take precautions to prevent his users wait for an unjustified period of time 
by for example removing all unnecessary big images from the page causing a long 
loading time on slow connections. Some web applications, however, need longer time 
to load the content, because there can be either some computations running on the 
background or some very important data are required to be downloaded. The most 
sensitive issues may be to utilise the 3rd party‘s services like web services which are 
out of our control. In such cases the preceding testing of external service quality is 
necessary [15, 16]. Either way, we want our user to wait until it is done, thus we 
should let him know something is going on and that he should wait before the applica-
tion is ready. 

What is quite disturbing and surprising at the same time, the users act differently 
and do things that a web developer would find hard to believe [14]. With this gained 
knowledge designers usually change the design a bit and conduct the same experi-
ment again [5][6][3][10]. 

According to usability experts [6] who have already conducted some testings, 
searching for information is very frustrating and answering even simple questions can  
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be challenging for users. What can be quite surprising is that graphic design does not 
have any significant impact on how usable a UI is. This, however, does not mean 
graphics is not important at all. For example to attract new users, increase site’s 
credibility or sell products it can make a difference, but here we are talking whether it 
helps to find desired information. 

So as we can see one of the very useful methods for testing usability is user testing. 
It involves obtaining representative users which means people who would probably 
enter the site of their own will. Observing what they do with an interface, listening 
what they think about it and noting their successes and fails significantly helps to 
address the potential interface usability issues. 

2.1 Scanning 

Many think users read on the web. According to [10] the reality is that users seldom 
actually read all the text on a web page. Users tend to scan the document until they 
find what catches their eyes [14]. For people it is impossible to disregard something 
they already learned, because they cannot go back to the state when they knew 
nothing [3]. 

When we say about some product that it is intuitive what it actually means is that it 
is well-learned. We could even say the more conventions involved the more intuitive 
product seems to be. Nobody would like driving cars without control elements every-
body is used to, such as a steering wheel, pedals and a gear shifter. If a car manufac-
turer switched functions for two of these components, for example pedals would serve 
for steering and a steering wheel would make car accelerate and decelerate, then it 
could have fatal consequences. This example is a bit extreme, but illustrates how im-
portant conventions are in terms of usability. 

Web designers in general assume that the first thing any visitor sees is a home 
page, while nothing could be further from the truth, since an average web user liter-
ally skips from page to page, not to mention almost everybody gets to a page by using 
web search engines such as Google, Yahoo! or Bing. Everybody should be able to 
recognize the main navigation, site logo, search option and something that tells us 
where we are in the current navigation tree. 

2.2 Hard to Use 

Unfortunately there is no way to safely design a usable website on first attempt, there 
are simply so many aspects that make it impossible to create a website based only on 
your best guess [14]. If it was difficult to use, good, for early internet users it was a 
challenge to muddle through. Nowadays however, the audience is more casual and 
unforgiving, for them technology is not another hobby, it is a tool they want to  
successfully use [3][5].  
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3 Human-Computer Interaction Standards from Usability 
View 

Standards mean consistency and as already mentioned consistency is good for users, 
because they can transfer skill from one system to another which leads to decreasing 
the time needed to learn, thus enhancing their productivity and lowering costs for 
training them [3]. Human-Computer Interaction (HCI) Standards have been devel-
oped over the last 25 years most of them containing general principles for building 
applicable user interfaces [11].  

However, various industry standards are platform dependent therefore quite di-
verse. Those who switch from one standard to another should always learn differences 
when developing for another platform [3], [14].  

Apart from those listed, there is one more standard type we might encounter quite 
frequently. In-house standards are established by our organization mostly to meet its 
specific needs. Such standard should aim to be produced with respect to developers 
and their needs so they can apply and understand all parts of the standard easily. 
Rather than providing them an exhaustive body text developers appreciate involving 
examples, recommendations and a list of approved terms [3]. In-house standards can 
be significantly helpful and with combination with other standards (for example ISO) 
they can provide a high degree of usability. 

Unfortunately there are risks and disadvantages involved when following stan-
dards. Having a product solely based on a standard can prevent further enhancements 
with regards to reduced flexibility and lesser motivation among developers, because 
they might feel that they do not share ownership of the user interface. Developers are 
often under the impression that following the standard automatically means they are 
designing a good user interface and might overlook serious design issues [3]. 

4 User Interface 

When speaking about human-computer interaction, a user interface provides ways for 
communication between a human and a computer. Usually information is stored on 
various types of media, but mostly on hard disk drives of either personal computers or 
servers. Data are presented to users via user interface that describes what kind of data 
a user will see on a screen. In fact the user interface is where all communication be-
tween a human and a machine takes place [1-3][9]. 

4.1 GUI Design vs. Web Design 

In connection with web applications we mostly talk about a graphical user interface 
(GUI) or a web user interface (WUI). There are also no restrictions in GUI creation, 
depending on an operating system you have the option to use predefined system com-
ponents or you can create and use your own [2]. Each web site contains some naviga-
tion, where a user can move to another section of a website, it mostly also contains an 
actual content that user comes for. A web page however contains much more, for 
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example blank areas where there is no text, no picture it can be just a background area 
or just an empty space between paragraphs. A web application has many limitations 
compared to desktop applications. A developer cannot affect the look of all elements 
on a page. Most probably the design will look different depending on used device and 
installed software [7]. The buttons might look different, each device has its own set of 
fonts and not to mention various screen resolutions. When creating a web design we 
have to keep in mind our pages will be displayed on more than just one platform [2]. 

4.2 Guidelines and Recommendations for Building a Usable User Interface 

Everything begins when a decision about creating a new web site is made, at that 
point, people involved such as managers, designers, programmers etc. should take a 
great care and think about the target audience as the key, inseparable part of the sys-
tem. Basically we can do simple tests even before a single line of code has been writ-
ten, showing mock-up navigation to users or giving them paper cards and asking them 
questions. If we skip this part we may save costs for hiring initial test users but we 
might as well end up paying more money for a problem that is hard to find in the later 
phase of development because we omitted initial testing, which can be mostly very 
cheap. However, these methods work best if combined with user testing [5][3][16].  

 
4.2.1   Guidelines 
The first method that can help us with designing the UI are expert-made recommenda-
tions that we also known as the guidelines. Those are in fact best practices based on 
research, experience and there is a high probability that if you follow them your UI 
will be indeed easier to use. Let us mention the most important rules every designer 
should follow. Our user should always know where he is in context of the site naviga-
tion. That will be achieved by following several details that might help him to realize 
his location. Navigation should be consistent through all pages, no way would we let 
our users to get on a page without navigation. We might consider using breadcrumbs, 
it is an indicator how deep we are in the site’s structure. Nowadays, breadcrumbs are 
very popular mainly on forum boards, but of course can be used on every web site, 
designers just need to make sure it is a supportive element, because it cannot entirely 
replace the classic navigation. According to [12], there has been a research that indi-
cated daily users actually finish their tasks more effectively when a breadcrumb  
navigation is present. 

Name links properly, try to avoid image-only links, since a graphical representa-
tion varies from country to country. Make obvious what is clickable [11], this has lots 
to do with conventions, users know how links look like from already visited sites, do 
not make them get used to another link style. Try to be consistent across your whole 
web site, give headers and titles same names as the links pointing at them.  

 
4.2.2   Heuristic Evaluation 
The second method is called a heuristic analysis, which means you will show your 
web site to an expert, who, depending on his skills may or may not find most of po-
tential threats in your web [8, 24, 25]. As for the expert, you need to be trained well 
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and you need to practice a lot to be able to analyse any given web page with accept-
able results [5][3][11]. However, you may try to analyse your own web site, you just 
have to switch and start thinking like a user. If you already read previous sections you 
may be familiar with many of the best practices, these might help you in finding pos-
sible problems. This involves noticing broken navigation, unclear links, chaotic 
forms, expendable graphic elements etc. With this approach you might be able to 
eliminate a lot of problems by just sitting in front of a computer and writing down 
every finding. Any web developer or a usability expert should never forget that details 
do matter [3]. 

 

 

Fig. 1. Design of application structure 
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5 Designing of Evaluation Framework of User Actions  

In this section we will be designing the user tracking software platform. We will de-
scribe the whole architecture and then we will take a closer look on all layers. This 
section contains only little implementation details. 

Since there are several layers on which data flow, designing a software for tracking 
users’ activities involves employment of many technologies (Fig. 1). The first layer 
starts on a tracked computer that is where our script will be capturing page events and 
sending them out. The second layer is our application server to which all data from 
the first layer are sent. It processes the data and after that sends them to the third 
layer, which is our database server where all the data are stored. The last layer brings 
the data to life by presenting them to the site administrator.  

5.1 Architecture of Developed Solution 

This is in fact a typical client-server architecture with a database server. In our case the 
client is the content script of our extension that runs in a user’s browser context. So the 
main part of this architecture is the server and the client, both communicating via HTTP 
protocol following the REST paradigm. Once the extension is installed, the application 
can start with sending data to the server. Right after DOM is loaded, the content script 
sends this DOM snapshot to the server. Now the page is waiting and listening if there is 
any click event invoked. This captured click is going to be represented as a JSON ob-
ject. It is very important to set a correct HTTP pattern in the extension’s manifest.json 
file, since we will probably not need to check everything, just a web site or sites we 
want to analyze. Anything that is sent to the server is being persisted to the database, be 
it a snapshot or click entity. The server provides an administration interface that allows 
a web site administrator to generate reports for any site that is supported by the exten-
sion. The whole architecture is depicted in (Fig. 1). 

5.2 Google Chrome Extension of Framework 

A Chrome extension is added functionality to the Google Chrome browser. It can 
either provide ways of integrating extension’s interface to the browser window or 
even inject scripts into visited pages. This injected script is called a content script and 
allows us to access the page’s DOM elements and do whatever we wish to. There are 
certain limitations of what such scripts can do though. They cannot for example use 
chrome.* API (at least not directly) and are isolated from page scripts, thus cannot 
access their variables or functions. However, there is a way to communicate with the 
rest of the extension called message passing, because content scripts might need to 
exchange some data from time to time. Message passing is a very powerful way of 
sharing data between content scripts and all other resources that extension’s back-
ground page has access to. Each extension has to have at minimum one file describing 
extension’s purpose, name, permissions, files that will be used by the extension etc. 
This file is called manifest.json which is nothing more than a standard key-value pair 
JSON file. Extensions usually consist of the background page (which can be just a 
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script file or a html file, it depends), manifest, and other files like images, sounds, 
scripts (including content scripts) and so forth. Developing Chrome extensions re-
quires a good knowledge of web technologies such as HTML, CSS and JavaScript. 

There is one favoured way of distributing extensions. Google itself launched an 
online store for applications called the Chrome Web Store where anybody with a 
developer account can upload and publish his extensions. Currently you have to pay 
an entry fee if you want to make a developer account from your regular google ac-
count. Any extension placed on the Chrome Web Store has a huge advantage being 
placed among other extensions, thus there is a greater chance that a user randomly 
roaming through the Web Store will notice your extension. It can be also rated by 
users who use it which adds credibility to your product. Nonetheless, nobody forces 
you to upload your extension there. Except of losing all the advantages listed above 
you can safely host your extension on your own server and offer visitors to download 
it. Unfortunately users would have to install it manually, since Google policy has 
changed recently and newer versions of Google Chrome browser does not allow auto-
install from unverified sites (all sites except of the Web Store). Google rationalizes 
this decision by pointing out all the security loopholes and threats, coming from pos-
sibly malicious websites. There is no doubt that an unaware user could with best in-
tentions install for example a nicely looking Clock extension that sends data from all 
input fields to an unauthorized person [17-22]. 

5.3 Listening Server and a Database 

Probably the most crucial part of this design is an application server that stores logged 
clicks in a database. This server receives a snapshot of the DOM structure of a tracked 
web page which has been sent in a predefined format through a common HTTP pro-
tocol. It also waits for clicks to be sent from the originating extension script. Anything 
sent to this server, be it a click or a DOM snapshot, is validated and then dispatched to 
the database. Both the application server and the database server have to be compati-
ble with each other to ensure the data being stored properly. 

6 Discussion of Results 

The results are nowhere near to reality [13], these are still laboratory values, because 
we would need many more users and thousands of clicks from longer period of time 
to obtain relevant statistics. Definitely more extensive tests should be made before 
going into production. As we open the web admin application, we have to fill in login 
and password. This action leads us to the main view, its appearance is depicted in the 
(Fig. 2).  

If we press the button Report, the report view appear, where there is the table with 
records at the top and two charts at the bottom (Fig. 3). Closer look at the report indi-
cates that participants were clicking on form elements to a high extent, those are 
namely FORM, SELECT and INPUT elements. 
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Fig. 2. Screenshot of admin area of developed solution 

 

Fig. 3. The statistic report 

There are also strange values for x and y coordinates, for example one line contains  
x = 59, y = 254, element x = -462, element y = -315 for an element with ID 40. This 
might indicate a problem with the drop down menu, the client script apparently  
have problems with mouse coordinates of the items in the menu and cannot read them 
properly. Apart from that, records seem to be consistent and none are missing.  
From the chart we can learn that the participants were accessing the page during four 
days (Fig. 3). 
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When we get back to the main view we might want to press the visualization [4] 
button, but before that we have to decide whether we want an overlay over a page or 
not, this time we check this option and proceed. By now, we are supposed to see a 
generated web page (Fig. 4). It is quite evident, that the result is not perfect, there are 
several issues mainly with drop down menus, there are no clicks placed even though 
we know (from the report) that these elements were clicked many times by our par-
ticipants. Even though clicks are placed within each element correctly, some of the 
clicked elements are moved out of their position, this involves mainly form elements.  
 

 

Fig. 4. Generated HTML Output #1 

This is actually a small bug in the visualization module, it turns out that surround-
ing divs lacked a CSS property display set to inline-block. From generated HTML 
output (Fig. 4) can be learned several interesting facts about user behavior. Even 
though participants were asked to fill in only one form, one of them decided to fill in 
both. Was he or she not reading carefully? Was it just his or her free will to do so? 
The truth is we do not know, we would need much more data to make it statistically 
important. Despite many usability experts [3] discourage from using underlined text 
to prevent possible misreading such text as links, yet only one participant clicked on 
the underlined text, while it probably did not took him long to realize the right link. 
What we cannot say, however, whether the participants hesitated and hovered over 
the text to see if the cursor changes its shape from a pointer to a hand. Unfortunately 
we are not able to track this characteristic yet. 

There is obviously a problem in a heat colour computation, also this chosen repre-
sentation is adverse because human’s eye hardly find it intuitive and natural. Choos-
ing more insistent look, for example making each clicked element with a thick red 
border and replacing one colour background with a gradient would probably grab 
users’ attention. 
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7 Conclusions 

The purpose of this work was to introduce guidelines, practices and methods to in-
crease users’ satisfaction and making users more effective while interacting with our 
web pages. To support aforementioned we developed a software platform that sends 
user clicks to the server and allows us to go through these data in the web application 
for administrators. The data can be exported to XLS table format and even visualized 
as HTML. The Vaadin framework proved to be a good choice for this kind of web 
application, facilitating rapid development thus making a developer’s life easier. The 
testing was unable to cover all possible variants, for example no pages with frames 
were involved. The future research in this area could focus on testing pages that have 
frames, fluid layout, embedded objects like Flash etc. 
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Abstract. Customer profiling in the mobile commerce (m-commerce) domain 
has recently gained importance due to the increased proliferation of smart-
phones and tablets. One of the major challenges confronting m-commerce de-
velopers is the need to know user perceptions of m-commerce applications in 
order to better design and deliver m-commerce services. In this paper, user per-
ceptions of mobile commerce applications is analyzed based on their gender 
and the operating system (OS) of the devices in use, which are important factors 
for user profiling in mobile business models. The results show that there is a 
significant difference between Android and iOS device users’ perceptions of 
mobile commerce applications except for their perception of advertisements. 
On the other hand, user perceptions of mobile applications in general does not 
exhibit significant differences except for the perception of usefulness for both 
gender and OS. 

Keywords: Mobile · M-commerce · Mobile commerce · Operating system 

1 Introduction 

There is no doubt that the use of the internet and mobile technology has deeply influ-
enced our lives. Mobile commerce (m-commerce) has emerged through the existence 
of mobile phones and personal devices such as Personal Digital Assistants (PDA) and 
tablets. M-commerce refers to electronic commerce transactions conducted via mobile 
phones and it is a relatively new area of research, which has a potential for rapid 
growth and wide extension. M-commerce has some core characteristics that differen-
tiate it from classic e-commerce [1]. These include ubiquity, personalization, flexibili-
ty, dissemination, convenience, instant connectivity and location-specific services. 
These features, which are specific to mobile platforms, provide important advantages 
for m-commerce. 

Mobile users prefer to use mobile applications rather than browsers to access  
mobile services. Application markets have grown rapidly as a result of vesting user 
interest in mobile applications. Our study focuses on measuring and analyzing user  
perceptions of mobile applications and explores how operating systems being used 
affect user preferences. 
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To measure user preferences, several research models are utilized to depict con-
sumer’s behavior and technology acceptance. The theory of reasoned action (TRA) 
[2] assumes that human behavior is preceded by intentions. TRA claims that per-
formed behavior is determined by behavioral intention. Behavioral intention, on the 
other hand, is determined by the individual attitude and subjective norm concerning 
the behavior. 

Technology acceptance model (TAM) is the most widely used and most influential 
research model to explain consumer behavior toward technology. TAM proposes that 
intention to use technology is determined by the attitude toward using (AT) it. Atti-
tude toward using is determined by its perceived usefulness (PU) and perceived ease 
of use (PEU) [3]. PU has an immediate effect on adoption intention, whereas PEU has 
both an immediate effect and an indirect effect on adoption intention via perceived 
usefulness [4]. Other variables that are used in TAM are adoption intention (AI) and 
actual system use (AU) [5].  

The main contribution of this paper is to explore users' attitudes towards mobile 
applications. In addition, whether the gender factor and operating system (OS) being 
used on a user’s mobile device has any correlation with that user’s perception of the 
applications is investigated as an issue not explored in previous studies. 

The findings in this study may provide a useful insight for service providers, busi-
ness model developers and actors in m-commerce market. Since the m-commerce 
market gains importance day by day and provides more potential for new commerce 
trends, the findings of this study will be valuable for further research. 

2 Related Work 

Studies on consumer behavior in mobile environments are a rapidly growing field of 
interest. There are empirical studies on the users’ adoption of m-commerce. In the 
study by Yang [6], the factors that affect the adoption of m-commerce in Singapore 
are studied. The research results showed that PU, consumer innovativeness, past 
adoption behavior, technology cluster adoption, age, and gender affect the adoption of 
m-commerce and the results were consistent with the technology acceptance model 
employed.  

A quantitative study aimed to explore the determinants of m-commerce usage [7]. 
This study was conducted using a survey, which consisted of 22 items measuring 
seven variables, namely, perceived risk, cost, compatibility, PU, PEU, actual use and 
behavioral intention to use. It was found that, except for PEU, all variables were sig-
nificant in determining m-commerce usage, with the compatibility factor being the 
most significant among others. 

Consumer perception of mobile applications in the m-commerce environment was 
investigated by Mahatanankoon et al. [8]. Their study intended to address what 
attributes are important for consumers in their preferences among mobile applications. 
The authors used a survey that asked the users questions about their perception of the 
importance of mobile application attributes that ranged from 1 being not important  
to 5 being very important. It was found that mobile applications should possess  
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maximum effectiveness through context aware, location-centric and customized fea-
tures. The effect of personalization and context on customers’ privacy concerns and 
intention to adopt commerce applications was investigated by Sheng et al. [9] in an 
empirical study, which consisted of four scenarios covering different commerce mod-
els. The results showed that the adoption intention differs according to the context, 
namely, it varies among the information, entertainment and payment areas depending 
on situation and context. The factors that influence users adoption in the m-commerce 
environment is analyzed in a recent empirical study [10]. The results indicate that 
perceived value mediates the effect of PU and perceived security on users' intention to 
use m-commerce. 

Kim et al. [11] explained their reservations for well-known TAM. The authors 
stated that most adopters and users of technology are the employees of firms and or-
ganizations. However, for mobile internet, individuals should be considered as both 
consumers and users of technology. By adopting the theory of consumer choice and 
decision making from literature, the authors developed the Value-based Adoption 
Model (VAM). VAM evaluates the consumers’ perspective of value maximization for 
mobile internet. Their study shows that consumers’ perception of the value is the 
principal determinant of adoption intention. 

In a study conducted on Turkish consumers [12], mobile phone users' attitudes  
towards m-commerce tools were explored. It was found that the respondents have 
positive attitude towards mobile advertising, mobile discount coupons, mobile enter-
tainment services, location-based mobile services, mobile internet and mobile banking 
whereas they have negative attitudes toward mobile shopping.   

Trust is a crucial factor in many of the economic activities and it has been studied 
in many disciplines ranging from business to psychology. After the landmark study of 
McKnight and Cervany [13], trust has been studied extensively in e-commerce as a 
factor in user adoption. Nevertheless, there are relatively few studies in m-commerce 
context.  Siau and Shen [14] developed a framework for trust in m-commerce. They 
suggested that the two main factors influencing trust in m-commerce are: trust in mo-
bile technology and trust in mobile vendor. The constructs the authors used were; 
reliability of wireless services, usability of m-commerce website, usability of mobile 
device, information quality, privacy of customer information, security of mobile 
transaction, trustworthiness of product vendor and quality of product.  

Empirical studies that have been conducted on consumer adoption of Internet de-
vices exhibit similar results. In a study regarding the mass adoption of 3G mobile 
phones in Taiwan [15], it was shown that consumers’ perception of the utility is the 
key factor that stimulates mass adoption. In their study on explaining consumer ac-
ceptance of handheld Internet devices, Bruner and Kumar [16] used Usefulness, Ease 
of Use (EOU) and Fun to Use (FTU) constructs as scales. Their empirical results 
showed that while PU contributes to consumer adoption of handheld internet devices, 
the FTU attribute contributes even more. 

Although the above-mentioned studies have focused on technological aspects of m-
commerce, only few studies have examined the applications and user profiles in m-
commerce. Furthermore, most studies on m-commerce adoptions have focused on the 
relationships between technology adoption factors and behavioral intentions of users 
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based on demographic variables. Demographic variables are widely used since they 
are easier to obtain and valuable for identifying potential targets and predicting mar-
ket trends [17]. Whitley [18] showed that age and gender significantly affect the atti-
tudes towards computer use. Whitley found that men had higher self-efficacy and 
were more willing to take risks than women. Similarly, Yang [6] reported that men’s 
perception of m-commerce were more positive. Concerning consumer spending on 
mobile applications, Seneviratne et al. [19] found that male users tend to purchase 
more apps than female users and they are more likely to spend more money on mobile 
applications. 

Anckar et al. [20] reported contradicting results concerning the attitudes of male 
and female users towards m-commerce services. Women were found to be more in-
terested in making reservations and purchases via their mobile devices. Men showed 
more interest in mobile banking and mobile games. In a recent study in 2014 [21] it 
has been pointed out that although quite a number of studies analyzed the relation 
between demographic characteristics and mobile internet usage, the impacts of age, 
gender and extent of mobile internet experience on mobile internet usage are still 
inconclusive. One of the reasons behind this finding may be due to the increasing 
maturity of the mobile usage market. Furthermore, since the characteristics of mobile 
use and features of mobile devices change over time, there is a need to conduct fur-
ther explorative studies in this domain. To the best of our knowledge, there are no 
empirical studies, which have investigated m-commerce user perceptions of mobile 
applications and m-commerce applications with various constructs based on gender. 
The purpose of the current study is to determine whether gender is a determinant of 
user perception of mobile applications; in particular m-commerce applications.  

Although demographic user profiling is more common due to its wide area of im-
plementation and ease of obtaining, impact of operating system being used is a less 
studied topic. Since the launch of Apple Store in 2008, there has been a growing 
competition between Apple Store and Google Play store for iOS and Android operat-
ing systems, respectively. In the first quarter of 2015, Android and iOS operating 
systems covered approximately 96.3% of the global smartphone market: Android 
dominated the market with a 78.0% share followed by iOS with a market share of 
18.3% [22]. Even though smartphones with Android operating systems dominate the 
market, the revenue of Google Play Store is half that of Apple Store and the average 
revenue per iOS user is four times that of an Android [23]. Mobile phones are not just 
a medium of communication but they also imply the status and identity of their users 
[24].  Plant [24] reported that the color of the handset, the ringtone, and the logos and 
graphics indicate personal preferences. In this study, in addition to demographics, we 
explored the effects of the operating system being used on user preferences regarding 
mobile applications as well as their related attitudes and intention to spend money 
with mobile applications.  

The current study is important for its contribution to a recently developing field. 
There is a limited number of empirical studies conducted in this field especially for 
m-commerce applications. This study will provide results that can be used for future 
research and that may be beneficial for developers and designers in mobile business 
market. 
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3 Methodology 

3.1 Sample and Data Collection 

The empirical data was collected using the questionnaire given in Appendix A, which 
was e-mailed to undergraduate and graduate university student lists of the Middle 
East Technical University. Our target population was university students since the 
young generation heavily relies on their mobile phones. The data used in this study 
were collected from 287 respondents.  

3.2 Questionnaire 

In this study, a survey research methodology was employed. The questionnaire was 
based on a seven point Likert scale, ranging from 1 being “Totally disagree” to 7 
being “Totally agree”. The survey consisted of four parts. In the first part, the respon-
dents were asked questions on their mobile phone usage. The second part contained 
items measuring the attributes of mobile application usage. In the third part, questions 
with regard to the usage of mobile applications for commerce purposes were pre-
sented. In the last part, the questions were related to demographic information such as 
gender and education. 

In our study, we focused on user’s attitudes towards general-purpose mobile appli-
cations and m-commerce applications in particular. To investigate user perceptions of 
mobile applications, we used the following constructs from Bruner and Kumar [16]; 
Usefulness, Ease of Use (EOU) and Fun to Use (FTU). Information Quality and Atti-
tude Toward Use (AT) constructs were adopted from Siau and Shen [14]. In this 
study, user perceptions of m-commerce applications were also investigated using 
constructs that address specific issues in m-commerce. Usefulness, EOU and FTU 
constructs were taken from Yang [6], and Security, Advertisement, Actual Use and 
Intention to Use constructs were adopted from Barutcu [12]. The scales used in the 
current study are given in Appendix A. 

4 Results and Discussion 

The data was analyzed using the SPSS software. Of the total 287 participants, 156 
used Android, 86 used iOS and 45 used other operating systems corresponding to 
54%, 30% and 16% of all the participants, respectively. In terms of the demographic 
information, 140 participants were female and 114 were male, and the remaining 33 
did not state their gender. 

4.1 User Perceptions of Mobile Applications 

Figure 1 presents the mean scores of user perceptions of mobile applications in terms 
of two operating systems, namely Android and iOS. The scores of iOS device users 
concerning mobile applications were found to be higher than Android device users in 
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all constructs. Figure 2 shows the results for user perceptions based on gender distinc-
tion. It is observed that the scores of female and male participants were close to each 
other except for usefulness in which male users scored higher. 

To explore whether there is a significant difference, first, normality of data is 
checked for the user perceptions of mobile applications constructs using Kolmogorov-
Smirnov and Shapiro-Wilk Tests. The results revealed that the significance values 
were lower than 0.05, so the data was not normally distributed. When the data is  
not normally distributed, based on the rank order of observations, non-parametric  
tests can be performed by sacrificing some information such as the magnitude of  
difference.  

Since the data was not normally distributed, we used the Mann Whitney U Test as 
the non-parametric test for the dataset. The results of the Mann Whitney U Tests re-
vealed that there is a significant difference between the scores of iOS and Android 
device users concerning Mobile Application Usefulness (U=5403, Z=-2.535, 
p=0.011) whereas there is no significant difference in terms of EOU (U=5925, Z=-
1.604, p=0.109), FTU (U=6156, Z=-1.153, p=0.249), AT (U=6121, Z=-1.183, 
p=0.237) and Information Quality (U=6251, Z=-0.884, p=0.377) constructs. Similar-
ly, the results based on gender distinction show that there is a significant difference 
between the Usefulness (U=5979, Z=-3.477, p=0.001) scores of females and males 
while there is no significant difference in EOU (U=7507, Z=-0.862, p=0.389), FTU 
(U=7763, Z=-0.401, p=0.688), AT (U=7032, Z=-1.704, p=0.088) and Information 
Quality (U=7709, Z=-0.469, p=0.639). 

 

Fig. 1. User Perceptions of Mobile Apps based on OS 
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Fig. 2. User Perceptions of Mobile Apps based on Gender 

4.2 User Perceptions of Mobile Commerce Applications 

The mean scores for user perceptions of m-commerce applications are shown in Fig-
ures 3 and 4 based on OS and gender, respectively. Similar to the results obtained 
from general-purpose mobile application (Figure 1), iOS device users’ scores were 
found to be higher than Android device users in all constructs. When the results were 
analyzed with regard to gender, it was seen that the perception scores of male users 
concerning all constructs were higher than those of female users. 

For the study on user perceptions of m-commerce applications, normality of data 
was checked using the Kolmogorov-Smirnov and Shapiro-Wilk Tests. Since the re-
sults revealed that the data was not normally distributed, the Mann Whitney U Test 
was used. The tests on m-commerce application constructs showed that there is a 
significant difference between the scores of iOS and Android device users concerning 
Usefulness (U=5169, Z=-2.979, p=0. 003), EOU (U=5687, Z=-1.998, p=0. 046)  , 
FTU (U=5431, Z=-2.503, p=0. 012), Security (U=5374, Z=-2.604, p=0. 009), Actual 
Use (U=4970, Z=-3.403, p=0. 001) and Intention to Use (U=5320, Z=-2.678, p=0. 
007) whereas there is no significant difference in terms of the Advertisement con-
struct (U=6045, Z=-1.291, p=0. 197). The results based on a comparison between the 
genders showed that there is a significant difference between the scores of female and 
male users in Security (U=6838, Z=-1.995, p=0. 045) and Intention to Use (U=6460, 
Z=-2.624, p=0. 0087) whereas other constructs such as Usefulness (U=7463, Z=-2. 
895, p=0. 371) , EOU (U=7024, Z=-1. 670, p=0. 095), FTU (U=7190, Z=-1. 384, p=0. 
166), Advertisement (U=7954, Z=-0. 44, p=0. 965) and Actual Use (U=7478, Z=-0. 
884, p=0. 376) did not  significantly differ. 
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Fig. 3. User Perceptions of Mobile Commerce Apps based on OS 

 

Fig. 4. User Perceptions of Mobile Commerce Apps based on Gender 

5 Conclusion 

In this study, user perceptions of m-commerce applications were analyzed based on 
gender and OS being used. To our knowledge, this issue has not been investigated 
before. The results show that there is a significant difference between Android and 
iOS users’ perceptions of m-commerce applications except their perception of adver-
tisements. iOS device owners showed more positive attitudes towards m-commerce 
applications and scored significantly higher on the constructs compared to Android 
users. Therefore, we can assume that iOS device owners are more likely to  
spend money on mobile applications, which concurs with their actual spending in 
application markets [23]. The attitude of male users towards security issues and their 
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intention to use m-commerce applications are significantly more positive than female 
users. This is also in agreement with [22] who reported that the behaviors of male 
users reflect a desire for independence and separateness, and they are generally more 
independent in their purchase decisions. 

On the other hand, user perceptions of mobile applications did not exhibit signifi-
cant differences between the two operating systems except the usefulness construct in 
terms of both gender and the OS being used. Mobile phone users with devices using 
the iOS operating systems considered mobile applications to be more useful than 
Android OS users. This may be due to the iOS device owners being more satisfied 
with their mobile applications and attaching more importance to usefulness. This 
tendency was similar in male users. Male users obtained higher scores for all the con-
structs of user perceptions of mobile applications. The only significant construct was 
found to be the usefulness construct, where the discrepancy between male and female 
users was most obvious. 

We consider that this research has made three main contributions to the academic 
literature. First, it has shown how iOS device users are more likely to use mobile ap-
plications and spend more money with applications, which is a significant contribu-
tion given the lack of literature in this area. Second, this study has demonstrated that, 
when compared to women, men’s perceptions of m-commerce applications are more 
positive and they find security problems to be less threatening. Third, mobile applica-
tions are considered more useful by men and iOS device users. 

One of the limitations of our study is that the reasons behind our findings could not 
directly be compared with the findings in the literature. In the future, we intend to 
conduct qualitative research to explore the different perceptions according to different 
user profiles. Another limitation of our study was using a convenience sample consist-
ing of graduate and undergraduate university students in Turkey. This sample does 
not completely represent the general consumer population since they may be more 
familiar with mobile applications.  

Operating system in use and user profiles based on gender are important parame-
ters for mobile business models. The findings on the relationship between these para-
meters and user attitudes towards m-commerce applications can be useful for different 
stakeholders such as m-commerce service providers and application developers to 
explore on m-commerce from the consumers, providers and advertisers side. The 
results of this study will be useful for those involved in mobile markets in terms of 
developing personalized strategies in the future. 
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A Appendix 

Scales Used in the Study 

Mobile Applications  
Usefulness  

1. It helped me be more effective 
2. It helped me be more productive 

Ease of Use (EOU) 
1. It is easy to use 
2. I learned to use it quickly 

Fun to Use (FTU) 
1. I have fun using it 
2. I enjoy using it  

Attitude Toward Use (AT) 
1. My general opinion is favorable 
2. It is good for me 

Information Quality (IQ) 
1. Applications are easy to find2. I 
can find more interesting applica-
tions  
3. There are many interesting apps to 
be downloaded 

Mobile Commerce Applications 
Usefulness  

1. It saves time 
2. It creates a value 

Ease of Use (EOU) 
1. It is easy to use 

Fun to Use (FTU) 
1. I have fun using it  

Security 
1. There is no security issue.  

Advertisement 
1. Advertisement placement is ac-
ceptable for me 

Actual Use 
1. I use mobile shopping applica-
tions 

Intention to Use 
1. I will shop using my mobile 
phone in the future 
2. I recommend mobile shopping 
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Abstract. In the wave of digital learning, Mobile learning (M-learning) cap-
tures more and more attention. Advanced developments in wireless technology 
and the availability of mobile devices provide the learners the freedom of mo-
bility in using. In this context, the learning process had gained more flexibility, 
as well as challenges in order to adapt and manage the learning object to this 
new framework through the use of Mobile Learning Management Systems  
(M-LMS), a cross domain between LMSs and mobile device . Moreover, as part 
of the learning process, Knowledge Management (KM) is integrated in the 
practical teaching activities as one of the methods that enhance the abilities of 
learners by encouraging them to create, share, apply, and store knowledge. For 
that, it is necessary to find a way to successfully transform ordinary M-learning 
to knowledge-based learning. In this study we compare three main M-LMSs 
that integrated a KM approach in their system: MOODLE, Blackboard and 
mEKP. We focus our investigation on how these systems apply KM strategy in 
their system. We compared these tools based on Nonaka and Takeuchi Know-
ledge Conversion Process Model that represents one of the common KM mod-
els helping to extract knowledge from data collection. We found that Moodle 
has adopted a Mobile Knowledge Management Learning System (MKLMS) 
that helps capture tacit and explicit knowledge from users through the use of 
mobile devices; and based on this we propose guidelines that might be followed 
to enhance integration of KM approach in M-LMSs and ensure gaining valuable 
results of the integration. 

Keywords: Knowledge management · M-Learning · Learning management sys-
tem · Knowledge management process · Mobile learning management system · 
Mobile knowledge learning management system 

1 Introduction 

Over the last decade, coverage of mobile phones development in great speed added 
the dimension of mobility to learning. M-Learning is an emerging form of distance 
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learning that offers both trainers and learners the “opportunity to interact and gain 
access to educational material using a wireless handheld device, independent of time 
and space” [1], [2], [3], [4], [5].  

M-Learning is the learning accomplished with the use of small, portable computing 
devices. These computing devices may include smart phones, PDAs and similar 
handheld devices. Therefore, M-learning intersects mobile computing with e learning; 
it combines individualized learning with anytime and anywhere teaching [6], [7].  
M-learning reduces the complicated and repeated work of the teacher. It allows the 
teacher to transfer or broadcast readily available materials to the students. Some stu-
dents may be slower in learning and understanding. Such students can store and revise 
their lessons any time, any number of times and learn on their own pace [8], [2], [3]. 

Mobile applications generally allow users to control or filter information flow and 
interaction through the handheld devices. Portability, interactive, easy to operate, and 
targeted users are some advantages of M-learning [9]. BenMoussa identified several 
other benefits for mobile connectivity: First, mobile devices offer personalized or 
individualized connectivity. Second, mobile connectivity improves collaboration via 
real-time or instant interactivity that may lead to better decision-making. And third, 
mobile connectivity enhances users’ orientation or direction. These benefits are 
proved to be equally useful in improving the learning environment [6], [10]. 

M-LMS is a cross domain between LMSs and mobile device. It is a platform that 
externalizes the traditional learning system into the mobile environment, manage the 
learning object and actors, and provides the facility of interaction among learners and 
instructors in the mobile environment. Some of the existing LMSs have designed 
“plug-ins” or “extensions” as MLMSs such as MLE-Moodle that has been designed 
for Moodle [11]. 

The 21st century technology oriented economy concentrates on creating, managing 
and sharing information. This indicates that competition will be driven by knowledge 
revolution in the future. Integrating KM into practical teaching activities is one of the 
best methods for learners to enhance their abilities in KM and problem solving. KM 
has been defined as the process of selectively applying knowledge from previous 
experiences to current and future decision making activities with the explicit purpose 
of improving effectiveness. Moreover, KM is a strategy to be developed as a way to 
ensure that knowledge reaches the right learner at the right time. Knowledge can be 
classified as tacit or explicit [12], [13]. 

Tacit knowledge is subconsciously understood and applied. It is ineffable and 
based on personal experience and directly related to personal cognitive skills but may 
be developed from direct experience and action. Tacit knowledge is usually shared 
through highly interactive conversation, storytelling, and shared experience [14], [12], 
[13]. Explicit knowledge can be consciously understood and can be expressed in 
words, diagrams, or formulas, which can be easily codified, represented, documented, 
transferred and shared asynchronously [13], [12]. It may have different types; printed 
minutes of meeting, tutorial sessions on discs and tapes, documentaries, the official 
correspondence using faxes and e-mails, etc. [15], [16]. 

Knowledge has become the most critical input factors and the core asset. There-
fore, organizations must manage knowledge and adopt a variety of effective means in 
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order to maximize and discover the potential of this resource and assets [17]. KM 
technology can be used to rapidly capture, organize and deliver large amounts of 
knowledge to its users. It connects people with the knowledge that they need to take 
action, when they need it [13]. 

From m-leaning approach, it is extremely beneficial to learners’ growth that KM is 
highly connected with the use of M-learning systems. It’s necessary in order to cap-
ture the knowledge spread through the devices, enhance learning effectiveness and to 
share the knowledge with others. It is also important to provide teachers, educational 
policy-makers, and researchers with a better representation of educational affordances 
of M-learning. Due to the previous reasons and because KM is regarded as an impor-
tant part of developing M-learning and, finding a way to successfully transform ordi-
nary M-learning to knowledge-based learning will be necessary in order to enhance 
learning effectiveness and to share the knowledge with others [6]. The need for a 
more applicable framework is emerging nowadays to provide teachers, educational 
policy-makers, and researchers with a better representation of educational affordances 
of M-learning [6]. 

This paper focuses on how KM has been introduced in different kinds of M- LMS. 
First, KM process in the M-Learning sector will be produced after defining Nonaka 
and Takeuchi model. Second, a comparative study will be proposed. It concentrates 
on comparing between different M-LMSs according to how these systems apply KM 
strategy in their system and to what extent it is effectively used. Later, MKLMS that 
Moodle adopted will be presented. Finally, we will propose some guidelines be fol-
lowed to enhance integration of KM approach in M-LMSs and ensure gaining valua-
ble results of the integration. 

2 M-Learning KM Process 

2.1 KM Model 

For the conversion of Tacit to Explicit and Explicit to Tacit knowledge Nonaka and 
Takeuchi (1995) Knowledge Conversion Process Model has taken great interest of 
researchers for the creation of new and innovative knowledge. The knowledge con-
version process follows specific pattern (figure 1). 
 
Socialization: this is considered as Tacit-Tacit knowledge conversion, the individuals 
share their experiences and knowledge in a form of team in an organization or net-
work.  
 
Externalization: also referred as Tacit- Explicit knowledge. The externalization is 
storing the tacit knowledge, which is strongly the context-based fact into explicit 
knowledge with context-free knowledge condition in knowledge repository.  
 
Internalization: this is also considered as Explicit- Tacit knowledge. The knowledge 
in the explicit form is taken out from the repository, which is required by the person 
according to his need and relevance. 
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cartridge library and accessed after getting the permission from the course owner [22]. 
It also includes an asynchronous discussion board as a tool through which learners 
might socially interact in one-way or another assuring the use of knowledge manage-
ment. Blackboard can collect and archive the online discussions that take place in its 
discussion board and later copy it into a word-processing document for further know-
ledge analysis [23], [24]. 

There are signs of innovative new solutions that will transform the world of  
M-LMSs, and not simply reuse the concepts of desktop LMSs. One example is the 
mEKP (Mobile Enterprise Knowledge Platform) M-learning management system 
from Net Dimensions that delivers a full-featured LMS on a USB stick. This allows 
students to go off-line, do their work, and have it tracked without a connection to the 
Internet. They simply take their USB stick with them and plug it into an Internet-
connected computer at the first opportunity [11]. It is multi-user (20, 30 or more users 
can use it concurrently or separately) – making it a powerful option for remote loca-
tions [25]. All training documents are distributed through mEKP system making the 
latest version available for knowledge gathering. Students can participate in virtual 
classroom training or take courses online. Knowledge construction is applied through 
allowing all content creators and experts to contribute content, store content centrally 
and deliver content so that it is readable on a variety of devices. It supports different 
collaboration tools some take the form of questions and answers between members or 
feedback and suggestions about the products or courses, their acceptance in the field 
and ideas for the future which assures covering knowledge management. Reports are 
generated and provided on demand giving feedback on the state of various learning 
activities [26]. 

According to the previous analysis of current situation of the M-LMSs depending 
on their appliance of KM process that has been introduced by Liaw et al, we were 
able to propose comparison between the different M-LMSs presented in table 1. The 
comparison shows what stages in Liaw et al KM process has been applied in each  
M-LMS. 

Table 1. (Knowledge Management Process in different M- LMSs) 
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creating the explicit knowledge; however the CMS perform the task of combina-
tion for the new and quality knowledge creation [15]. 

4.2 Guidelines 

After investigating the current situation of the three M- LMSs and to what extent did 
they cover KM processes, and based on Moodle’s implementation of MKLMS, we 
came to some guidelines that would help other M- LMSs to integrate KM processes in 
its’ systems: 

1. Adopt a knowledge management process and integrating it into the M- LMSs to 
ensure capturing, transforming, storing and sharing different types of knowledge 
through the use of M-learning.  

2. Use of KM process or model that is suitable for education to ensure that both tacit 
and explicit knowledge is being considered for the benefit of instructors and learners. 

3. Focus on capturing tacit knowledge of instructors and learners and add functions to 
make it clear and easy. 

4. Analyze documents stored and categorize them to help reach them much faster and 
easier. 

5 Conclusion and Future Work 

This paper shows the importance of applying KM approach in M- LMSs. It presents 
how this will increase the effectiveness of learning and sharing knowledge. The inte-
gration of KM in the M- LMSs will be useful for the efficient capturing of knowledge 
and its delivery for quality learning. It also sheds light on current M- LMSs’ achieve-
ments toward KM in the M-learning environment and ways to improve it through 
proposing some guidelines and hints. 

As future work, we plan to further apply the MKMLS for other M-LMSs and test 
its’ usefulness and effectiveness in the M-Learning sector. Adding some functions to 
optimize KM and learning activities for current M-LMSs will also enhance benefits of 
M-Learning. 
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Abstract. Augmented reality applications are gaining increased pop-
ularity due to the advances in mobile and wearable technologies and
devices. In this paper, we categorize augmented reality applications with
regard to the used visualization elements and techniques. Moreover, we
present corresponding application areas and used metaphors to empha-
size their usefulness.

1 Introduction

Augmented Reality (AR) enhances real-world view with additional virtual infor-
mation. According to [3], an AR system has the following properties:

– Blends real and virtual objects in a real environment,
– Runs interactively and in real time, and
– Registers real and virtual objects with each other.

The variety of AR applications is extensive and includes localization / nav-
igation assistance, training, technical support, safety improvement, and many
more. These applications apply AR for multiple different scenarios. They can,
for example, present guidance to the user based on his/her location or environ-
ment, reveal hidden information, and extend the physical objects. As a result,
AR has become a powerful visualization tool that can benefit several applica-
tions used for different purposes. In this paper, we summarize and categorize
the visualization techniques already used in existing AR applications to map
and give inspiration for the use of AR in future developments. Moreover, we
provide the underlying metaphors that were utilized as a basis for the presented
visualization approaches. Figure 1 provides an overview of different visualization
categories in AR applications.

The presented visualization categories include:

– Object information
This category includes information about the object itself and related infor-
mation. Moreover, it is not limited to visible objects but can be also utilized
to depict information about hidden and non-existing objects.

c© Springer International Publishing Switzerland 2015
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Fig. 1. AR-related visualization elements and techniques.

– Navigation
Navigation support is one of the well known application areas that benefit
from AR. Here information with regard to the route and ambient objects
can be visualized.

– User interface
AR applications can make use of virtual user interface elements together
with advanced techniques, such as gesture recognition and tactile feedback
to facilitate user interaction.

– User attention
This category summarizes techniques that can be used to attract user’s
attention.

2 Objects

The visualization of an object is application specific to a large extent. Generally,
it should be ensured that the display is not cluttered with too much information
[14]. Moreover, virtual objects and labels should be positioned and scaled without
obscuring important real objects and avoiding overlapping [7].
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2.1 Hidden Objects

Hidden and occluded objects can be readily visualized utilizing AR. This spe-
cialized use is called by Furmanski et al. as “Obscured Information Visualization
(OIV)” [6]. It can be used to localize objects [1], to show sources of danger, such
as hidden chemical hazards [21], to illustrate underground infrastructure [18], or
to depict hidden junctions and exists [16].

2.2 Non-existing Objects

The visualization of non-existing objects can be utilized to try out multiple sce-
narios or different alternatives. Exemplary application areas include augmented
interior design ([13], [20]), illustration of historic buildings [10], overlay of med-
ical scans [12], construction site visualization [25], architectural planning, such
as visualization of planned buildings [17], virtual follow-me cars [16] and others.

3 Localization / Navigation Assistance

Augmented reality applications providing assistance to localization / navigation
fall back on metaphors such as “compass” or “paths”. In the following sections,
we will describe existing approaches used within AR applications to visualize
the orientation of the user or provide corresponding navigation support.

3.1 Orientation

“Compass” is a metaphor that is usually used to display the orientation of the
user. This information can be obtained using the magnetometer sensor often
provided by a variety of mobile devices. Although, the accuracy of the magne-
tometer sensor may vary due to several reasons, such as environmental settings
[5], many AR applications rely on orientation information.

The visualization of a virtual compass can be achieved in various ways. Gen-
erally, it can be realized using a front view, a top view or a perspective view
visualization approach. A front view based visualization shows the values of the
compass in a bordered row. The center of the row represents the heading. This
approach can be found in [23]. It can be enhanced by highlighting the visible
angle of view. The top view based solution presents the compass as a circle rep-
resenting the 360 degree view and highlighting the visible segment in form of a
pie slice. The center of the segment represents the point of the compass. This
approach can be found in the open source augmented reality engine Mixare [15].
The perspective compass view ([21], [11]) implements an attractive visualization
alternative but doesn’t provide additional value.

All approaches can be enhanced by the visualization of detailed informa-
tion related to compass degrees. Additionally, the top view approach can be
extended to a “radar”. In this approach, all existing points of interest (POIs)
or all POIs within a particular range are represented in the radar view, e.g., as
dots. This approach is used in Mixare again. Figure 2 depicts the aforementioned
approaches.
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Fig. 2. Approaches to compass visualization.

3.2 Routes

The visual presentation of routes can be done in various ways. It can range form
approaches, such as “virtual trails” introduced in [10] that represent the route
by traverse lines to path visualization utilizing aligned triangles to depict the
route used in [21]. In most of the approaches, additional information, such as
distance, time to arrival, speed etc. can be also included.

Table 1 provides an overview of visualization related metaphors used in AR-
based applications. Interaction metaphors related to AR applications can be
found in [4].

Table 1. Metaphors used in AR-based visualization

Visualization Metaphors

navigation compass, radar, path / trail

hidden objects x-ray, lens

4 User Interface

Generally, it can be differentiated between two styles of user interface (UI) ele-
ments used in AR applications:

– Virtual UI elements as part of the UI and
– Virtual UI elements as stand-in for real UI elements.

The next sections will describe the two UI styles in more detail.

4.1 Augmenting UI

The first category incorporates virtual UI elements as part of the UI of the appli-
cation. In this category, well known user interface elements, such as buttons,
windows, sliders etc. are used to facilitate user interactions. These approaches
can be extended by including gesture recognition and tactile feedback. Heide-
mann et al. [9] enhance menu control by finger tipping. The user interacts with
buttons by executing a “pressing” gesture on it. The personal interaction panel
[19] combines tactile feedback with overlaid graphics and enables the integration
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of conventional user interface elements, such as buttons and sliders. The Mobile
Augmented Reality Interface Sign Interpretation Language System (MARISIL)
introduced by [2] describes a scenario, which deals with placing a call using a
virtual keyboard displayed on the user’s hand enabling him dialling a number.

4.2 Forming UI

The second category is related to the usage of virtual UI elements that represent
physical UI elements of a device (see Figure 3). That way, real devices that are
connected to portable devices can be controlled.

Fig. 3. Virtual UI elements as a stand-in for physical UI elements.

5 User Attention

Attracting user attention can be done utilizing different techniques. Güven and
Feiner describe techniques for locating and viewing occluded objects, such as
tilting, lifting, and shifting [8]. Uratani et al. [24] suggest using colored frames
to indicate absolute paths, semi-transparent frames for annotations that are out
of interest, and dotted frames to indicate occlusions. Tönnis et al. [22] discuss
different presentation schemes for navigation arrows and their impact on user’s
perception.

Emphasizing some of the objects can also be used to increase safety. E.g.,
Narzt et al. [16] suggest highlighting of current traffic and driving situations to
recognize hazards.



Visualization Approaches in Augmented Reality Applications 89

6 Conclusions

In this paper, we have provided a survey on different AR-related visualization
approaches. First, we introduced a categorization of the presented elements and
techniques. Thereafter, we discussed them including exemplary application sce-
narios and utilized metaphors. The presented application areas cover a multi-
tude of domains and can help practitioners to apply appropriate visualization
techniques. Therefore, they should be considered in new projects related to AR
application development to ensure proper visualization of virtual objects and
related information.
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Abstract. The explosion of the internet and its service are changing
our daily lives and making our lives more convenient by becoming easily
accessible from anywhere. However, the popularity of the internet also
poses a challenge for network managers and internet service providers
(ISPs): how is it possible meet the needs of users and optimize network
resources? To solve this problem, it is necessary to find a feasible solution
that allocates limited network resources to users reasonably. One alloca-
tion method, which has been investigated in previous studies, is based
on the viewpoint of fairness in the quality of service (QoS). However,
user satisfaction may vary depending on a users characteristics and indi-
vidual psychological factors, even with the same network resources. To
overcome this limitation, an allocation method based on the viewpoint of
fairness in the quality of experience (QoE) is developed. From the view-
point of the QoE, this paper proposes a bandwidth allocation method for
mobile services that is based on the users psychological factors using the
Newton-Raphson method. The proposed method can meet the require-
ments of both users and ISPs: it guarantees a fair QoE for users and
increases the efficient management of network resources by ISPs.

Keywords: QoE · Bandwidth allocation · Utility function · Fairness

1 Introduction

Currently, the internet and internet services play important roles in peoples lives.
As the internet spreads and personal digital assistants (PDAs) and mobile devices
mature, they enable people to easily access multimedia applications for entertain-
ment at almost any place and anytime. The convenience of users, however, poses a
challenge for ISPs in terms of network planning and design. Currently, the demand
of users for significant information exchange and a high quality of service is con-
tinuously increasing, while network resources are limited. Therefore, a question
arises: how should network resources be effectively allocated or distributed to sat-
isfy users while maintaining good network performance?

c© Springer International Publishing Switzerland 2015
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A simple bandwidth allocation method, which is currently used in real sys-
tems and is commonly known as the conventional method, allocates bandwidth
from the viewpoint of fairness in quality of service (QoS). This means that the
same amount of bandwidth is allocated to all users; this amount is calculated by
dividing the total bandwidth by the number of users. From the QoS viewpoint,
all of the users experience the same communication quality when they have the
same amount of bandwidth. However, user satisfaction or quality of experience
(QoE) is the overall metric for applications or services, and it is affected by
all of the end-to-end factors [1]. Therefore, QoS parameters and other technical
metrics affect the QoE. In addition, the QoE is also affected by psychological
factors such as a users situation, demands, or degree of relaxation [2]-[6]. For
this reason, users QoE can be different, even in the same network environment.

To overcome the limitations of the conventional method, it is necessary to
consider both objective and subjective factors that influence users perceptions
of the network resource allocation. An approach that many researchers are inter-
ested in is to allocate network resources to users based on the QoE. From the
QoE viewpoint, users can experience the same level of satisfaction in different
network environments because of the way psychology affects the human per-
ception of time. Based on this consideration, this paper proposes a bandwidth
allocation method that is based on users psychological factors to guarantee that
all users experience the same perceived QoE.

To achieve this aim, the proposed method first categorizes users into groups
according to their perceived degrees of relaxation. Each group of users is assigned
a specific utility function to map the relationship between the allocated band-
width and users QoE. The method then allocates bandwidth to users based on
their groups. As a result, the same amount of network resources will be allocated
to all of the users in each group. The numerical results, which are obtained for
various cases, show that the proposed method can improve the QoE of dissatis-
fied users.

The rest of this paper is organized as follows. The next section details the
proposed method of allocating network resources and explains how the Newton-
Raphson method is used in this paper. To illustrate our proposed method, section
3 presents the obtained results in some cases. Finally, the last section presents
the conclusion and suggestions for future research.

2 Proposed Bandwidth Allocation Method

As mentioned above and as shown in previous studies [2]-[6], user satisfaction
can depend on various subjective factors such as an individuals demands, level
of experience, degree of concentration, and degree of relaxation. In particular,
a users degree of relaxation is a typical psychological factor that significantly
influences the subjective results of the evaluation [3]-[5]. For this reason, the
classification of users in this paper is based on their degree of relaxation.

From the same perspective, a previous study [3] categorizes users into four
classes: not relaxed, neutral, relaxed, and very relaxed. Users, however, may be
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confused about whether to describe themselves as very relaxed or relaxed in a
real system. Therefore, we do not distinguish between very relaxed and relaxed
and, instead, use a single category, relaxed, that combines the results of the very
relaxed and relaxed users in [3]. As a result, users are classified into three groups:
not relaxed (B), neutral (N), and relaxed (R) in this paper. When accessing a file
containing S Mbits of data, the relationships between the QoE and the allocated
bandwidth for the three user types are as follows:

UB(BB) = −1.29 ln(
S

BB
) + 5.12, (1)

UN (BN ) = −1.31 ln(
S

BN
) + 5.32, (2)

UR(BR) = −1.46 ln(
S

BR
) + 5.778, (3)

where S is the file size [Mbits], BB, BN , and BR are the amounts of bandwidth
allocated [Mbps], and UB , UN , and UR are the utility values for not relaxed,
neutral, and relaxed users, respectively. Eqs. (1)-(3 can be rewritten as follows:

UB(BB) = ln(CBBr1B
B ), (4)

UN (BN ) = ln(CNBr1N
N ), (5)

UR(BR) = ln(CRBr1R
R ), (6)

where r1B=1.29, r1N= 1.31, r1R = 1.46, CB = e5.12/S1.29, CN = e5.32/S1.31,
and CR = e5.778/S1.46. The bandwidth allocation is realized using the QoE
relationships between the groups of users,

k1UB = k2UN = k3UR, (7)

where k1, k2, and k3 are the controlling parameters. When k1 = k2 = k3,
all of the users experience the same satisfaction level. However, the proposed
method can allocate bandwidth to provide different QoEs for users or give pri-
ority to certain users depending on the management policy. From Eqs. (4)-(7),
the following equations are derived:

k1 ln(CBBr1B
B ) = k2 ln(CNBr1N

N ), (8)
k1 ln(CBBr1B

B ) = k3 ln(CRBr1R
R ). (9)

Eq. (8) can be expressed as follows:

(CBBr1B
B )k1 = (CNBr1N

N )k2 . (10)

From Eq. (10), the relationship between the amounts of bandwidth allocated
to users who are not relaxed and neutral can be expressed as follows:

BN = C1B
α1
B , (11)
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where

C1 =

⎛

⎝

C
k1
k2
B

CN

⎞

⎠

1
r1N

, (12)

α1 =
k1r1B

k2r1N
. (13)

In the same way, the relationship between the bandwidth allocated to users
who are not relaxed and those who are relaxed is as follows:

BR = C2B
α2
B , (14)

where

C2 =

⎛

⎝

C
k1
k3
B

CR

⎞

⎠

1
r1R

, (15)

α2 =
k1r1B

k3r1R
. (16)

In addition, the total bandwidth (BALL) is distributed to users according to the
following condition,

NBBB + NNBN + NRBR = BALL, (17)

where NB , NN , and NR are the numbers of users in the not relaxed, neutral,
and relaxed groups, respectively. From Eqs. (11), (14), and (17), the amount of
bandwidth allocated to users who are not relaxed is as follows:

NBBB + NNC1B
α1
B + NRC2B

α2
B − BALL = 0. (18)

The amount of bandwidth allocated to users who are not relaxed is deter-
mined by solving Eq. (18), and the amounts allocated to neutral and relaxed
users are determined by solving by Eqs. (11) and (14). Eq. (18) can be rewritten
as the following general equation,

axα + bxβ + cxγ + d = 0 (a, b, c, d, α, β, γ ∈ R+), (19)

where

a = NB , (20)

b = NNC1 = NN

⎛

⎝

C
k1
k2
B

CN

⎞

⎠

1
r1N

, (21)
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c = NRC2 = NR

⎛

⎝

C
k1
k3
B

CR

⎞

⎠

1
r1R

, (22)

d = −BALL, (23)
α = 1, (24)

β = α1 =
k1r1B

k2r1N
, (25)

γ = α2 =
k1r1B

k3r1R
. (26)

In previous studies [5], [7], the equations for the amount of bandwidth allo-
cated to users have the form of general quadratic or cubic equations [8], [9]. In
these studies, the quadratic and cubic equations can be solved using the dis-
criminant and a geometric interpretation, respectively [8], [9]. In this paper,
the function expressing the amount of bandwidth allocated to users, which is
expressed by Eq. (19), is an algebraically complicated function. This type of
function is difficult to solve using the methods of previous studies. To find the
roots of this type of function, we use the Newton-Raphson method [10]. This
method uses an iterative process to estimate the roots of a function.

It is assumed that the initial value x0 is a good estimate of the actual solution
to Eq. (19). This value is randomly selected based on the conditions of a specific
function. The next estimate,x1, is given by

x1 = x0 − f(x0)
f ′(x0)

. (27)

The following estimate is obtained in the same way. The general form of an
estimate for a root is

xn+1 = xn − f(xn)
f ′(xn)

, (28)

where

f(x) = axα + bxβ + cxγ + d, (29)

and xn and xn+1 are the current and next estimates of the root. In this study,
the iteration continues until x = xk and f(xk) is less than 10−5. Therefore,xk is
the closest estimate of the root of Eq. (19). This means that the computational
error of the proposed method is less than 10−5.

3 Numerical Results

For evaluating the QoE, the mean opinion score (MOS) method is widely used
as a subjective measurement [11]. A five-grade MOS scale is popular and rates
the QoE from 1 (bad) to 5 (excellent). When the MOS is more than 3, the
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perceived quality is acceptable because 3 is the center of the evaluation range.
In the paper, the utility value is used with a corresponding MOS value between
0 and 100. When the utility value is not less than 60, users accept the service
quality. In this case, an acceptable QoS means that users find the length of time
they must wait for a website to load tolerable.

In this paper, it is assumed that all of the users share a total bandwidth of
100Mbps and access the same service, Yahoo news [12]. The average amount of
data per web site, measured on an Android smart phone (Sony Xperia model
C5303), is 4.29Mbits. In addition, the control parameters are set to the same
value so that k1 = k2 = k3. This means that all of the users experience the same
level of satisfaction or the same perceived QoE. Two case studies are introduced
in this paper to demonstrate proposed method.

(1) Case study 1: The total number of users is 130, and the number of neutral
users changes.

Fig. 1 shows the bandwidth allocation and users QoE based on both the
conventional and proposed methods. In this case study, 10% of the users are not
relaxed. Fig. 1(a) shows the results of the conventional method, and Fig. 1(b)-(d)
show the results of the proposed method when 10%, 20%, and 40%, respectively,
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(a) The conventional method.
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(b) The proposed method with 10% of
the users in the neutral group.
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(c) The proposed method with 20% of
the users in the neutral group.
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(d) The proposed method with 40% of
the users in the neutral group.

Fig. 1. Bandwidth allocation and users QoE using the conventional and proposed
methods; (a) the conventional method, (b)-(d) the proposal method with 10%, 20%,
and 40%, respectively, of the users in the neutral group.
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of the users are in the neutral group. As shown in Fig. 1(a), the relaxed and
neutral users are satisfied with the service quality, but the users who are not
relaxed experience a lower QoE. However, the proposed method can improve
the QoE for the users who are not relaxed while the relaxed and neutral users
still experience a good QoE, as shown in Fig. 1(b)-(d).

According to Fig. 1, when the number of neutral users increases from 10%
to 40%, the bandwidth allocated to users in all of the groups decreases slightly.
Therefore, the relaxed users share their bandwidth with the users who are neutral
or not relaxed. When the number of neutral users increases and the number of
users who are not relaxed remains constant, relaxed users become neutral. In
addition, neutral users require more bandwidth than relaxed users to be satisfied
with the service quality. The total bandwidth, however, remains at 100Mbps.
For this reason, the bandwidth allocated to users decreases when the number of
neutral users increases.

(2) Case study 2: The number of neutral users is 10%, and the total number
of users is 100, 120, 130, or 150.

Fig. 2 shows the QoE of each group of users according to the conventional
and proposed methods when the number of neutral users is constant and the
number of users who are not relaxed changes from 0 to 90%. The bandwidth
allocated to each user decreases when the number of users who are not relaxed
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(a) 100 users.
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(b) 120 users.
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(c) 130 users.
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(d) 150 users.

Fig. 2. The QoE of the conventional and proposed methods when 10% of the users are
neutral, and the number of total users changes: (a) 100 users, (b) 120 users, (c) 130
users, and (d) 150 users.
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increases. Although the average QoE of the users is slightly higher with the
conventional method is slightly better than it is with the proposed method, the
proposed method always improves the QoE of users who are not relaxed.

As shown in Fig. 2(a) and (b), all of the users experience a high utility value,
which is greater than 60. This means that all of the users are satisfied with the
service quality. Furthermore, when the number of users who are not relaxed is
not more than 50%, the proposed method improves the QoE for them and for
neutral users.

In Fig. 2(c) and (d), when the number of users who are not relaxed is not
more than 40%, the proposed method improves the QoE for them and for neutral
users. In contrast, the QoE improves only for users who are not relaxed when
those users comprise over 40% of all users.

4 Conclusion

This paper proposed a bandwidth allocation method that is based on not only the
network resources but also users perceptions of their experiences. The proposed
method reallocates bandwidth from the users who do not require high-speed
communication to others based on psychological factors. The method guarantees
a fair QoE for each user by applying the Newton-Raphson method. Compared
with the conventional method, the proposed method successfully improves QoE
of dissatisfied users while maintaining the good QoE of others. The positive
numerical results show that it is possible to implement a bandwidth allocation
method that allocates resources so that users perceive a fair QoE.

Although the proposed method can overcome the challenge posted by the
conventional method, some issues remain. First, the proposed method slightly
decreases the average QoE of users. Second, the proposed method can have good
results and effectively be applied to real systems only in certain specific cases.
There are both satisfied and dissatisfied users in the network. These problems
motivate us to find a new allocation method that can overcome the challenges of
the conventional and proposed methods. Therefore, future research will improve
the proposed method and find a way to realize our proposed method in a real
system.
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Abstract. In this paper, we propose piecewise mixed integer linear
programming (PWMIP) models for joint subcarrier and power alloca-
tion in downlink wireless orthogonal frequency division multiple access
(OFDMA) networks. In particular, we consider the problem of maximiz-
ing the total capacity of an OFDMA system subject to user power, sub-
carrier and quality of service constraints. For this purpose, we model the
problem as a (0-1) mixed integer nonlinear programming problem. Then,
we obtain two PWMIP models by means of a convex combination app-
roach [17] and with the approach proposed in [21]. The latter consists of
reducing the cardinality of a subset of binary variables to a logarithmic
number of binary variables. Finally, we propose a variable neighborhood
search (VNS) procedure [10,11]. Our preliminary numerical results indi-
cate that the first model is more effective and that the VNS approach
allows to obtain feasible solutions in less computational cost.

Keywords: Wireless OFDMA networks · Downlink resource alloca-
tion · Mixed integer nonlinear programming · Piecewise mixed integer
linear programming

1 Introduction

Wireless orthogonal frequency division multiple access (OFDMA) networks use
a wireless multi-carrier transmission scheme currently embedded into modern
technologies such as IEEE 802.11a/g WLAN and IEEE 802.16a. It has also been
implemented in mobile WiMax deployments ensuring high quality of service
[18,23]. In a wireless OFDMA network, multiple access is achieved by assigning
different subsets of subcarriers (or subchannels) to different users using orthogo-
nal frequencies. In theory, this means that interference is completely minimized
between subcarriers which allows simultaneous data rate transmissions from/to
several users to/from the base station (BS). We can have an OFDMA system
consisting of one or more BSs surrounded by several mobile users within a given
radial transmission area. The former is known as a single-cell OFDMA network
c© Springer International Publishing Switzerland 2015
M. Younas et al. (Eds.): MobiWis 2015, LNCS 9228, pp. 102–114, 2015.
DOI: 10.1007/978-3-319-23144-0 10
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while the latter forms a multi-cell OFDMA network. In a downlink OFDMA
network, the transmission of signals is performed from the BS to users. In this
paper, we formulate two equivalent piecewise mixed integer linear programming
(PWMIP) models for joint subcarrier and power allocation in downlink wireless
OFDMA networks. In particular, we consider the problem of maximizing the
total capacity of an OFDMA system subject to user power, subcarrier and pro-
portional quality of service assignment constraints. For this purpose, we model
the problem as a (0-1) mixed integer nonlinear programming (MINLP) problem
from which we derive the equivalent PWMIP models. The first model is obtained
by using a convex combination approach due to [17] whereas the second one uses
both approaches proposed in [17,21]. In particular, the latter approach consists
of reducing the cardinality of a subset of binary variables in the optimization
problem to a logarithmic number of binary variables. Finally, we propose a sim-
ple variable neighborhood search procedure that uses the piecewise linear models
to compute feasible solutions for the problem [10,11]. From a theoretical point
of view, the proposed models allow to obtain optimal solutions for the OFDMA
problem as long as the number of line segments used in the piecewise models
grows to infinity. In practice, it would suffice to increase the number of line seg-
ments until no further improvement can be obtained with the piecewise models.
Therefore, the proposed models can be used as reference when comparing the
efficiency of new algorithmic approaches in terms of optimality for this hard
combinatorial optimization problem. The equivalent PWMIP models use locally
ideal formulations with proven desirable theoretical properties and enhanced
computational performance [17,21]. As defined in [15,17], a locally ideal mixed
integer linear programming (MILP) formulation is one where the vertices of its
corresponding linear programming (LP) relaxation satisfy all required integrality
conditions. In [6,13], the authors extend this definition and define a locally ideal
SOS-2 MILP formulation as one whose LP relaxation has extreme points that all
satisfy the SOS-2 property. This property means that at most two variables of
an special ordered set (SOS) of non-negative variables in the optimization prob-
lem should be positive and consecutive in the SOS. These types of variables are
commonly used as an additional way to specify integrality conditions in an opti-
mization model and allow branch and bound algorithms to speed up the search
procedure. In particular, they are often used to model nonlinear functions in
piecewise linear approximations methods [20].

Maximizing capacity in an OFDMA network is relevant as it allows to select
the best subcarriers for the different users while simultaneously exploiting multi-
user diversity. The multi-user diversity phenomena occurs since subcarriers per-
ceive large variations in channel gains which are different for each user and then
each subcarrier can vary its own transmission rate depending on the quality of
the channel. The better the quality of the channel, the higher the number of
bits that can be transmitted. Several mathematical programming formulations
for resource allocation in OFDMA networks have been proposed in the litera-
ture so far [1,12,19,24]. As far as we know, none of them attempts to solve the
problem to optimality. Piecewise linear formulations allow to transform nonlin-
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ear programming problems into pure MILP problems which can be efficiently
handled by specialized solvers [4]. We refer the reader to [7,8,13,14,21] for a
deeper comprehension on this subject.

The paper is organized as follows. Section 2 briefly introduces the system
description and presents the mathematical formulation of the downlink resource
allocation problem. In Section 3, we present the equivalent PWMIP models.
Then, in Section 4 we present the VNS approach while in Section 5, we conduct
preliminary numerical tests in order to compare the proposed models and the
VNS approach as well. Finally, in section 6 we give the main conclusions of the
paper and provide some insights for future research.

2 System Description and Problem Formulation

In this section, we give a brief system description of a downlink wireless OFDMA
network and formulate a MINLP model for this problem.

2.1 System Description

A general downlink wireless OFDMA network consists of a base station (BS)
which is placed at the centre of a given radial transmission area and surrounded
by several mobile users. The BS transmits its signals to each user using different
subcarriers which have orthogonal frequencies. Each subcarrier must be assigned
to a particular user in the system and the bandwidth channel capacity should be
maximized subject to user power, subcarrier and proportional quality of service
assignment constraints. The latter constraints are relevant in an OFDMA net-
work as they ensure that each user is assigned a specific capacity requirement.
These requirements depend on the application each user performs, e.g., video
on demand, voice, multimedia, or any real and non-real time data transmission
application.

These types of networks may arise in many difficult situations. In emer-
gency, war battlefield or natural disaster scenarios where no strict planning of
the network is possible due to short time constraints. The BS must perform the
allocation process over time in order to exploit the so-called multi-user diversity
and hence increasing the capacity of the system [5]. Different modulation types
can be used in each subcarrier. The modulation types depend on the number
of bits to be transmitted in each subcarrier. Commonly, M-PSK (M-Phase Shift
Keying) or M-QAM (M-Quadrature Amplitude Modulation) modulations are
used in OFDMA networks [22].

2.2 Mathematical Formulation

We consider a downlink wireless OFDMA network composed by a set of N =
{1, .., N} subcarriers in the BS and a set of K = {1, ..,K} users. The BS has to
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assign different subsets of subcarriers to each user within a given frame1. The
downlink resource allocation model we consider can be written as follows

P0 : max
{x,p}

K
∑

k=1

N
∑

n=1

xk,n log2

(

1 +
pk,nhk,n

σk,n

)

(1)

st:
K

∑

k=1

N
∑

n=1

pk,nxk,n ≤ PTot (2)

K
∑

k=1

xk,n = 1, ∀n ∈ N (3)

N
∑

n=1

xk,n log2

(

1 +
pk,nhk,n

σk,n

)

=

φk

K
∑

l=1

N
∑

n=1

xl,n log2

(

1 +
pl,nHl,n

σl,n

)

,∀k (4)

xk,n ∈ {0, 1}, pk,n ≥ 0,∀k, n (5)

where xk,n and pk,n are the decision variables. In particular xk,n = 1 if user k is
assigned subcarrier n and xk,n = 0 otherwise. Variable pk,n denotes the amount
of power used by the BS to transmit signals to user k when using subcarrier
n. In P0, the objective function maximizes the total capacity of the OFDMA
system. The capacity formula follows from the well known Shannon-Hartley
Theorem [1,16,22,23,25]. Constraint (2) represents a maximum power constraint
for the BS which cannot exceed PTot. Constraint (3) is a subcarrier assignment
constraint and imposes the condition that each subcarrier should be assigned to
only one user. Constraint (4) represents a quality of service assignment constraint
and ensures that each user should be assigned a proportional amount φk,∀k ∈ K
of the total maximum capacity achieved by the system where

∑

k∈K φk = 1.
Constraints (5) are the domain constraints for the decision variables. Finally,
the matrix (hk,n) denotes the channel gain associated with user k when using
subcarrier n while the matrix (σk,n) represents the Additive White Gaussian
Noise (AWGN) experimented by user k in subcarrier n, respectively [22,25].

Notice that P0 is formulated as a (0-1) MINLP problem and thus it is hard to
solve directly. Furthermore, notice that by relaxing the integrality condition on
variables xk,n,∀k, n yet leads to a nonconvex problem which cannot be directly
solved with traditional exact branch and bound methods. The nonconvexity of
P0 can be easily checked from the nonlinear equality constraint (4). Finally,
observe that if xk,n = 0, then pk,n should be equal to zero since no power will
be available for that particular subcarrier. On the opposite, when xk,n = 1
variable pk,n may be upper bounded by PTot. This observation allows writing
an equivalent formulation for P0 as follows

1 A frame is a packet in which the data to be transmitted is placed. Each frame is
composed by T time slots and N subcarriers.
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P1 : max
{x,p}
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pk,n ≤ xk,nPTot, ∀k, n (9)
xk,n ∈ {0, 1}, pk,n ≥ 0,∀k, n

Notice that neither the objective function (6) nor the constraints (7) and (8)
include the variable xk,n anymore. Instead, we add the constraints (9) to control
the value of pk,n by means of xk,n using the maximum available power PTot

that the BS can use. In order to derive equivalent PWMIP formulations for P1,
we exploit the on-off logical condition in constraints (9). As demonstrated in
[17], this logical condition allows to obtain improved formulations with proven
desirable theoretical properties and better computational performances.

3 Piecewise Linear Formulations

In this section, we present two equivalent PWMIP models for P1 which allow
to obtain optimal solutions for the downlink OFDMA problem. Notice that
the piecewise linear formulations can only guaranty the optimal solution of the
problem if the line segments considered in the optimization problem is large
enough.

3.1 Convex Combination Model

In order to write a PWMIP model for P1, so far we consider the convex combi-
nation based approach proposed in [17]. For this purpose, consider the tabular

data
(

p̄i
k,n, log2

(

1 + p̄i
k,nhk,n

σk,n

))

∀i ∈ I = {0, 1, . . . ,m} for each logarithmic term
in P1. Notice that two consecutive indices in the set I allow to form an interval,
i.e., a piecewise linear segment. We give more details on how we generate these
intervals in the numerical results section. By introducing continuous nonnega-
tive variables λi

k,n ∀k, n, i ∈ I, accordingly we can write the following equivalent
optimization problem for P1 as
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PW1 : max
{x,p,z,λ,b}

K
∑

k=1

N
∑

n=1

zk,n (10)

st: pk,n =
m

∑

i=0

λi
k,np̄i

k,n, ∀k, n (11)

zk,n =
m

∑

i=0

λi
k,n log2

(

1 +
p̄i

k,nhk,n

σk,n

)

, ∀k, n (12)

m
∑

i=0

λi
k,n = xk,n, ∀k, n (13)

m
∑

i=1

bi
k,n = xk,n, ∀k, n (14)

K
∑

k=1

N
∑

n=1

pk,n ≤ PTot

K
∑

k=1

xk,n = 1, ∀n ∈ N

N
∑

n=1

zk,n = φk

K
∑

l=1

N
∑

n=1

zl,n, ∀k (15)

λ0
k,n ≤ b1k,n, ∀k, n (16)

λm
k,n ≤ bm

k,n, ∀k, n (17)

λi
k,n ≤ bi

k,n + bi+1
k,n , ∀k, n, i ∈ {1, . . . , m − 1} (18)

bi
k,n ∈ {0, 1}, ∀k, n, i ∈ {1, . . . , m} (19)

λi
k,n ≥ 0, ∀k, n, i ∈ {0, . . . , m} (20)

xk,n ∈ {0, 1}, zk,n ≥ 0, pk,n ≥ 0,∀k, n

where the constraints (11) and (12) are the domain and function evaluation
constraints for the tabular data. Constraints (13) are convexity constraints that
together with constraints (14), (16)-(20) enforce the SOS-2 type condition on
variables λi

k,n,∀k, n, i. This means that only two consecutive variables λi
k,n and

λi+1
k,n ,∀k, n, i are allowed to be nonnegative. This is controlled by the binary vari-

ables bi
k,n,∀k, n, i. Notice that constraints (13)-(14) and (16)-(18) are only active

when xk,n = 1,∀k, n. As shown in [17], these constraints allow to obtain signifi-
cantly improvements in terms of CPU time and in terms of number of branching
nodes when solving the optimization problem to optimality with branch and
bound based MIP solvers [3]. Finally, we use the nonnegative variable zk,n,∀k, n
to replace the logarithmic terms in the objective function (6) and in the quality
of service constraints (8).



108 P. Adasme and A. Lisser

In the next subsection, we propose a second piecewise linear formulation for
P1 that uses a logarithmic number of binary variables in order to represent the
SOS-2 type condition.

3.2 Convex Combination Model with Logarithmic Number of
Binary Variables for the SOS-2 Condition

As it can be observed in PW1, for a particular user k̄ and subcarrier n̄, the num-
ber of binary variables bi

k̄,n̄
,∀i grows linearly with the number of line segments

considered in the optimization problem which allows encoding 2m possible solu-
tion vectors b•̄

k,n̄
. This is a huge amount of solution vectors. However, it has been

shown in [21] that one can formulate conditions like the SOS-2 condition with
dramatically fewer number of binary variables. More precisely, with �log2(m)�
number of binary variables. The idea is to use a Gray code [9] in order to encode
the definition intervals of the piecewise linear functions. In turn, this allows
using an injective function ϕ = {1, . . . , m} → {0, 1}�log2(m)� with the additional
property that for any number j, the vectors ϕ(j) and ϕ(j + 1) only differ in one
component. This allows replacing constraints (16)-(19) with the equivalent con-
straints (21)-(22). Finally, dropping constraints (14) from PW1 allows to write
the following equivalent problem

PW2 : max
{x,p,z,λ,b}

K
∑

k=1

N
∑

n=1

zk,n

st: pk,n =
m

∑

i=0

λi
k,np̄i

k,n, ∀k, n

zk,n =
m

∑

i=0

λi
k,n log2

(

1 +
p̄i

k,nhk,n

σk,n

)

, ∀k, n

m
∑

i=0

λi
k,n = xk,n, ∀k, n

K
∑

k=1

N
∑

n=1

pk,n ≤ PTot

K
∑

k=1

xk,n = 1, ∀n ∈ N

N
∑

n=1

zk,n = φk

K
∑

l=1

N
∑

n=1

zl,n, ∀k

j−2
∑

i=0

λi
k,n +

m
∑

i=j+1

λi
k,n ≤

∑

{l|(ϕ(j))l=1}
(1 − bl

k,n) +
∑

{l|(ϕ(j))l=0}
bl
k,n,∀j = {1, . . . , m}, k, n (21)
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bi
k,n ∈ {0, 1}, ∀k, n, i ∈ {1, . . . , �log2(m)�} (22)

λi
k,n ≥ 0, ∀k, n, i ∈ {0, . . . , m}

xk,n ∈ {0, 1}, zk,n ≥ 0, pk,n ≥ 0,∀k, n

Notice that modeling SOS-2 type conditions with fewer binary variables and
constraints might seem advantageous, however a smaller formulation does not
necessarily provide a better formulation of the problem [21] since more con-
straints and variables usually provide tighter LP relaxations [2]. Therefore, our
aim in formulating PW2 is mainly focussed in collecting empirical evidence in
order to find out whether this model can provide better feasible solutions in less
computational cost.

4 Variable Neighborhood Search Procedure

VNS is a metaheuristic approach [10,11] that uses the idea of neighborhood
change during the descent toward local optima and to avoid valleys that contain
them. Recall that metaheuristic procedures do not guaranty to find globally
optimal solutions. In general, suboptimal and possibly near optimal solutions
can be found with significantly less computational effort than exact branch and
bound methods [10,11]. We define only one neighborhood structure as Ngh(x)
for PW1 and PW2 as the set of neighbor solutions x′ in PW1 and PW2 at a
distance “h” from x where the distance “h” corresponds to the number of 0-
1 values which are different in x′ and x, respectively. We propose a variable
neighborhood search procedure in order to compute feasible solutions for PW1

(Resp. for PW2) as depicted in algorithm 4.1. The algorithm receives an instance
of problem PW1 (Resp. of PW2) and provides a feasible solution for it. We denote
by (xOpt∗, p∗, z∗, λ∗, b∗, g∗) the final solution obtained with the algorithm where
g∗ represents the objective function value and (xOpt∗, p∗, z∗, λ∗, b∗) the solution
found. The algorithm is simple and works as follows. First, it computes randomly
an initial feasible solution for RPW1(x) (Resp. for RPW2(x)) that we keep. We
denote by RPW1(x̄) (Resp. by RPW2(x̄)) the resulting linear programming
problem obtained while simultaneously fixing the variable x = x̄ and relaxing
the binary variable 0 ≤ b ≤ 1 in PW1 (Resp. in PW2). Next, the algorithm
performs a variable neighborhood search process by randomly assigning H ≤ θ
different subcarriers to different users. Initially, H ← 1 and it is increased in one
unit when there is no improvement after new “η” solutions have been evaluated.
On the other hand, if a new current solution is better than the best found so
far, we set H ← 1, the new solution is recorded and the process goes on. Notice
that the value of H is increased until H = θ, otherwise H ← 1 again after
new “η” solutions have been evaluated. This gives the possibility of exploring
in a loop manner from local to wider zones of the feasible space. The whole
process is repeated while the cpu time variable “Time” is less than or equal to
the maximum available “maxTime”. Finally, for the best x̄ = xOpt found, we
solve PW1(x̄) (Resp. PW2(x̄)) which corresponds to the resulting MIP problem
obtained while simultaneously fixing variable x = xOpt and using the binary
variable b in PW1 (Resp. in PW2).
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Algorithm 4.1. VNS approach
Data: A problem instance of PW1 (Resp. of PW2)
Result: A feasible solution for PW1 (Resp. for PW2)
Time ← 0; H ← 1; count ← 0; xk,n ← 0, ∀k, n ;
Step 1: foreach n ∈ N do

Choose randomly k′ ∈ K;
x̄k′,n ← 1;

xOpt∗ = x̄;

For the fixed x̄, let (p̃, z̃, λ̃, b̃) be the output solution of RPW1(x̄) (Resp. of
RPW2(x̄)) with objective function value f̃ ;

if ((p̃, z̃, λ̃, b̃) is infeasible) then
xk,n ← 0, ∀k, n ;
Return to Step 1 ;

else
Go to Step 2 ;

Step 2: while (Time ≤ maxTime) do

for i = 1 to H do
Choose randomly k′ ∈ K and n′ ∈ N ;
x̄k,n′ ← 0, ∀k ∈ K;
x̄k′,n′ ← 1;

For the new fixed x̄, let (p∗, z∗, λ∗, b∗) be the new solution found for
RPW1(x̄) (Resp. for RPW2(x̄)) with objective function value g∗;

if (g∗ > f̃ and (p∗, z∗, λ∗, b∗) is feasible) then

H ← 1; (p̃, z̃, λ̃, b̃) ← (p∗, z∗, λ∗, b∗); f̃ ← g∗; Time ← 0; count ← 0;
xOpt∗ = x̄;

else
x̄ = xOpt∗; count ← count + 1;

if (count > η) then
count ← 0;
if (H ≤ θ) then

H ← H + 1;

else
H ← 1;

For the fixed xOpt∗, let (p∗, z∗, λ∗, b∗) be the solution obtained with
PW1(xOpt∗) (Resp. with PW2(xOpt∗)) with objective function value g∗;
Return (xOpt∗, p∗, z∗, λ∗, b∗, g∗);

5 Preliminary Numerical Results

We present preliminary numerical results for PW1 and PW2 using CPLEX 12.6
and for the proposed VNS algorithm. CPLEX is used with default options. We
generate randomly the input data as follows. We set the maximum available
power in the BS to PTot = 1000 miliWatts (mW) and generate the wireless
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channel matrix (hk,n),∀k, n using a wireless channel from [25]. Further details
regarding how mobile users are placed and what the dimensions are in an
OFDMA cell can be found in IEEE 802.11a/g WLAN and IEEE 802.16a stan-
dards. We consider instances with up to N = 128 subcarriers and K = 12 users.
Commonly, in an OFDMA cell, these instances dimensions are, in average, not
larger than N = 64 subcarriers and K = 12 users [22,25]. Notice, that there
are KN feasible assignments for the subcarriers in the OFDMA network. Each
entry in matrix (σk,n),∀k, n is uniformly distributed in the interval [0, 2]. For
the PWMIP formulations we generate line segments first by dividing the interval
[0, PTot] into two subintervals {[0, 500], [500, PTot]}. Then, the interval [0, 500] is
further divided into equally spaced line segments of length 5 whereas the interval
[500, 1000] is divided into subintervals equally spaced of length 20. Finally, we
calibrated the values of η = 10 and θ = 5 in Algorithm 4.1, respectively. The
numerical experiments have been carried out on an AMD Athlon 64X2 Dual-
Core 1.90 Ghz with 1.75 GoBytes of RAM under windows 7. In Table 1, column
1 gives the instance number and columns 2-3 give the instances dimensions. In
columns 4-7 we present the optimal objective function value of PW1, its CPU
time in seconds, the number of nodes used by CPLEX, and the objective func-
tion value of P0 obtained with the optimal solution of PW1, respectively. In
columns 8-11 we present the same information for PW2. In Table 2, columns
1-3 present the same information as in Table 1. Columns 4-6 present the optimal
objective function value of PW1, its CPU time in seconds, and the objective
function value of P0 obtained with the optimal solution of PW1, respectively.
Then, in columns 7-10 we present the objective function value obtained with
the VNS approach, its CPU time in seconds, and the objective function value
of P0 obtained with the feasible solution of V NS1, respectively. By V NS1, we
refer to Algorithm 4.1 when using RPW1(x̄) and PW1(xOpt∗) as defined in
Section 4. Finally, in columns 11-14 we present the same information for V NS2.
Analogously, by V NS2 we refer to Algorithm 4.1 when using RPW2(x̄) and

Table 1. Numerical results obtained with the piecewise linear models.

# N K PW1 CPU(s) B&Bn P0(x1, p1) PW2 CPU(s) B&Bn P0(x2, p2)

1 32 4 365.9281 357.05 6286 344.8729 365.9281 306.85 5409 344.8729
2 32 6 368.2689 909.20 15781 342.4525 368.2689 1057.30 12389 342.4525
3 32 8 368.6386 3600 36887 333.7932 - 2323.05 15135 -
4 32 10 365.2246 3600 27851 327.7168 366.7200 2550.71 12566 334.2562
5 32 12 347.7560 3600 8027 326.4608 348.7228 3600 12688 326.3653

6 64 4 637.1779 104.94 970 601.9434 637.1779 189.51 1187 601.9434
7 64 6 664.8312 3600 32095 603.0704 664.8312 3600 11817 603.0704
8 64 8 669.9684 2963.13 40298 608.3116 669.9655 3600 11863 608.7298
9 64 10 - 2736.55 6145 - 683.9805 3600 10686 610.3342
10 64 12 677.3243 3600 3404 600.7871 - 576.50 0 -

11 128 4 1124.8288 1572.28 8740 1075.0267 1124.8288 724.96 4958 1075.0267
12 128 6 1204.2892 3600 28872 1087.5581 - 648.37 0 -
13 128 8 1223.6594 3600 9060 1090.0766 - 186.59 0 -
14 128 10 - 2228.05 2912 - - 71.45 0 -
15 128 12 - 2575.65 1938 - - 101.13 0 -

Min. 347.7560 104.94 970 326.4608 348.7228 71.45 0 326.3653
Max. 1223.6594 3600 40298 1090.0766 1124.8288 3600 15135 1075.0267
Ave. - 2576.45 15284.4 - - 1542.42 6579.8 -

“-”: No solution found with CPLEX in at most one hour.
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Table 2. Numerical results obtained with PW1 and with the VNS approach.

# N K PW1 CPU(s) P0(x1, p1) V NS1 CPU(s) #Iter P0(V NS1) V NS2 CPU(s) #Iter P0(V NS2)

1 32 4 363.2280 1108.81 332.8280 346.3483 319.10 319 335.1820 331.2224 265.37 77 340.7584
2 32 6 358.1708 3600 329.6743 307.5490 193.66 163 312.6892 282.4700 528.23 92 295.5082
3 32 8 348.7124 3600 339.5729 282.5991 320.19 182 325.3545 266.2212 233.97 37 288.4816
4 32 10 364.7378 3600 330.3201 305.2848 282.36 132 300.8118 80.2625 46.97 13 109.7926
5 32 12 - 2729.71 - 289.6406 212.72 92 295.5502 209.2945 474.99 43 284.9162

6 64 4 658.9609 26.94 622.4422 601.3463 504.75 268 601.0131 559.1510 498.30 64 607.9442
7 64 6 663.8848 2213.53 609.9619 592.2736 805.44 274 592.7362 498.5069 856.58 70 540.9147
8 64 8 677.2995 3600 612.1996 580.1416 504.74 135 612.8284 218.2924 40.08 7 237.9056
9 64 10 673.5958 3600 606.0439 531.3900 400.95 88 596.4567 396.1174 159.57 11 450.3003
10 64 12 678.4744 3600 605.2070 519.7449 492.12 87 537.2961 413.9242 32.92 4 448.8457

11 128 4 1197.2692 33.96 1087.2750 1149.9367 2869.08 680 1085.3320 1017.8216 801.16 48 1117.5813
12 128 6 1219.9842 532.66 1102.9785 1022.8716 1250.29 200 1084.5559 769.1204 172.38 9 796.2384
13 128 8 1233.0722 594.13 1096.4564 739.0429 1517.74 164 764.1754 418.3734 77.56 2 420.8889
14 128 10 1243.3079 3600 1099.3401 703.2871 361.16 39 716.7762 438.2657 180.96 2 459.9043
15 128 12 1252.2929 3600 1091.7133 572.4907 238.03 22 587.9126 673.5254 140.87 1 734.6070

Min. 348.7124 26.94 329.6743 282.5991 193.66 22 295.5502 80.2625 32.92 1 109.7926
Max. 1252.2929 3600 1102.9785 1149.9367 2869.08 680 1085.3320 1017.8216 856.58 92 1117.5813
Ave. - 2402.64 - 569.5964 684.82 189.6 583.2446 438.1712 300.66 32 475.6391

“-”: No solution found with CPLEX in at most one hour.

PW2(xOpt∗). Finally, we arbitrarily set the maximum cpu time available for
CPLEX to be at most 1 hour. While for the VNS algorithm, we set in all our
tests the maximum available time to maxTime = 100 seconds.

From the numerical results presented in Table 1, we mainly observe that
PW1 can find feasible solutions for most of the instances which is not possible to
achieve using PW2. In general, we see that CPLEX cannot get feasible solutions
for some of the instances in less than 1 hour due to shortage of memory using
both models. Finally, we observe that the feasible solutions obtained with both
models lead to very close objective function values in P0. In summary, we observe
that PW1 outperforms PW2 despite the fact that CPLEX requires more nodes
to get these solutions. From Table 2, we confirm the effectiveness of PW1. In this
case, we observe that the VNS approach needs more iterations when using PW1.
This shows that the LP relaxation RPW1(x̄) can be solved significantly faster
than RPW2(x̄). As a consequence, higher objective function values are obtained
for P0 when using the feasible solutions obtained with V NS1. Although the
CPU times required by V NS1 are higher than those required by V NS2. In
particular, we observe that the VNS approach cannot solve the instances 11-15
effectively as one would expect. This can be explained by the fact that solving
RPW1(x̄) becomes rapidly prohibitive when the instances dimensions increase.
This is reflected in the number of iterations required by V NS1 which decreases
as well. On the opposite, for the instances 1-10, the VNS approach outperforms
PW1 in terms of CPU time, although the feasible solutions found are slightly
inferior when evaluated in the objective function of P0.

6 Conclusions

In this paper, we formulate two equivalent piecewise mixed integer linear pro-
gramming models for joint subcarrier and power allocation in downlink wireless
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orthogonal frequency division multiple access (OFDMA) networks. In particular,
we consider the problem of maximizing the total capacity of an OFDMA system
subject to user power, subcarrier and proportional quality of service assignment
constraints. For this purpose, we model the problem as a (0-1) mixed integer
nonlinear programming problem from which we derive the equivalent piecewise
linear models. Additionally, we propose a simple variable neighborhood search
(VNS) procedure that uses the piecewise models to compute feasible solutions
for the problem. Our preliminary numerical results indicated that the first model
is more effective and that the VNS approach allows to obtain feasible solutions
in less computational cost. Finally, we mention that the best piecewise linear
model can be used for comparison purposes when designing new algorithmic
approaches as it allows to compute optimal solutions for this hard combinatorial
optimization problem.

As future research, we plan to develop new piecewise linear models and low
complexity algorithmic approaches for this challenging optimization problem.
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Abstract. This paper presents a reconfigurable hardware architecture of For-
ward Error Correction (FEC) coding algorithm for mobile networks, with high 
throughput on Field Programmable Gate Array (FPGA). The design can be re-
configured for different message length and different generator number, the  
encoder and decoder has been described using VHDL (VHSIC Hardware  
Description Language). The decoder has the ability to detect and correct differ-
ent types and different numbers of errors based on the message length and the 
length of redundant data. The design has been simulated and tested using Mod-
elSim PE student edition 10.4. Spartan 3 FPGA starter kit from Xilinx has been 
used for implementing and testing the design in a hardware level. 

Keywords: FPGA · FEC · VHDL · Mobile networks 

1 Introduction 

Error Correcting Code (ECC) is a technique used to increase link reliability and to 
lower the required transmitted power. It enables reconstruction of the original data at 
the receiving end of the communication channel [1-7]. Forward Error Correction 
(FEC) plays the main role for correcting errors in mobile networks, particularly when 
poor Signal to Noise Ratio (SNR) environments are encountered [8]. In FEC the en-
coder adds redundant information that allows the receiver to detect and possibly esti-
mate the error location, and hence correct the detected error, for that reason FEC is a 
suitable ECC technique when single source is broadcasting data to many destinations, 
as it does not require handshaking between sender and receiver. 

GPRS (General packet radio service) is a packet oriented mobile data service on 
mobile network; it allows transmitting IP packets to external networks such as the 
Internet. GPRS has been developed from the GSM (Global System for Mobile) com-
munications, which is the standard mobile network developed by ETSI (European 
Telecommunications Standards Institute) to describe protocols for the second and 
third generation (2G&3G) of mobile networks, GSM uses 1800 MHz and 1900 MHz 
frequency bands that are  defined as Digital Cellular System (DCS) [9-12]. 

In the Transmission Control Protocol (TCP) and the Internet Protocol (IP) architec-
ture, the data transmission in the IP layer, in case of errors occurs in the data packet, 



116 W.M. El-Medany 

which will lead to IP network packet loss problem. A forward error correction tech-
nique is more feasible approach to solve the IP network packet loss problem. In GPRS 
networks, the design of a real-time erasure ability and have good erasure coding is 
necessary [13].  

In this paper we are introducing a reconfigurable FEC decoding algorithm based on 
a well known cyclic linear block coding technique that has the ability of detecting and 
correcting channel errors in an efficient and reliable manner, it is a modified version 
of a well known error trapping technique that use cyclic shifting in order to trap and 
correct the error in the fly, the algorithm has the ability of correcting single bit, double 
bit, and multiple bit errors, based on the predefined minimum Hamming distance. The 
design can easily be reconfigured for different message and code lengths, with differ-
ent generator numbers.  The implemented technique is based on the syndrome decod-
ing technique [14, 15].   

The materials in this article are organized as follows: in Section 2, a discussion of 
syndrome decoding is given; Section 3 gives a brief discussion about reconfigurable 
architecture; a brief description of the register transfer logic design given in section 4; 
the simulation results and discussion is given in Section 5; at the end, a conclusions 
will be given in Section 6.  

2 Syndrome Decoding 

Syndrome decoding is an efficient linear block code that allows decoding of the re-
ceived codeword over a noisy channel; it is a minimum distance decoding. Assume 
that a code  is a linear block code with (n) code length and minimum distance 
(dmin), the number of detected errors is given by: 

 

Where  is the number of errors that can be detected, the capability of correcting 
errors is clearly given by: 

 

Where  is number of errors that can be corrected. 
The implemented coding architecture is based on syndrom decoding that can trap 

the error, and then correct the error in the fly based on the redundant information 
provided by the parity-check equations. 

3 Reconfigurable Architecture 

Reconfigurable architecture is the ability of rapidly changing to achieve different 
functionalities of their components and the interconnection between them to a custo-
mized design. There most commercially available reconfigurable platform is the Field 
Programmable Gate Arrays (FPGAs). The main difference with the hardwired ASICs 
(Application Specific Integrated Circuits) is the possibility of loading a modified  
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circuit of the design on the reconfigurable chip; on the other hand reconfigurable ar-
chitecture has an advantage of rapid prototyping compared to ASICs that takes more 
time for long fabrication processing steps. The advantage of FPGA implementation 
compared to ASIC for the packet FEC architecture is that the design has a 
reconfigurable minimum distance according to the codelenghth and gerator 
polynomial with different message length as well.   

4 Register Transfer Logic Design 

The RTL (Register Transfer Logic) system design abstraction is used to create the 
high level representations of the encoding/decoding circuits. The RTL schematic of 
the encoding circuit is given in figure 1, it is mainly composed of Mod-2 additions 
(XOR functions). Figure 2 Shows the technology schematic created from Xilinx tools. 
It is simply 4-bit buffer for the message, and Mod-2 arithmetic for calculating the 
parity-check bits (3-bits) in the given example. The RTL schematic given in figure 1, 
and technology schematic given in figure 2 are the first level of the top-down design, 
each components in figures 1 & 2 has one or more levels up to the logic gate level.  
 

 

Fig. 1. RTL Schematic for the Encoder Circuit 

 
The RTL schematic of the decoding circuit is given in figure 3, it has 6 compo-

nents, most of them are Mod-2 additions (XOR functions), in addition to decoding 
circuit for the syndrome and error pattern detection. Figure 4. Shows the technology 
schematic of the decoder circuit created using Xilinx tools. It has 7 components that 
are also based on Mod-2 arithmetic for calculating the syndrome bits (3-bits) in the 
given example. 
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Fig. 2. Xilinx Technology Schematic for the Encoder Circuit 

 

Fig. 3. RTL Schematic for the Decoder Circuit 
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Fig. 4. Xilinx Technology Schematic for the Decoder Circuit 

5 Simulation Results and Discussion 

The simulation results for the decoding and encoding processes are given in figures 5 
& 6 respectively. There are five rows of binary values in figure 5, the first one is the 
received word (7-bits), second one is estimated transmitted message (4-bits), the third 
and fourth rows are the estimated codeword (7-bits) and error pattern (7-bits) respec-
tively, and the last row is the syndrome (3-bits), the LSB on the left and MSB on the 
right. In figure 6, the first row of binary data is the message, and the second one is the 
encoded codeword.  

 

 

Fig. 5. Simulation Results for Decoder Circuit 
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Fig. 6. Simulation Results for Encoder Circuit 

6 Conclusions 

Reconfigurable packet FEC design for mobile network has been simulated and im-
plemented with different code length and different generator number using ModelSim 
and Xilinx tools. The hardware design has been described using VHDL language, the 
design has been tested in the hardware environment level using Spartan-3A/3AN 
FPGA Starter Kit Board. The VHDL source code has been edited and synthesized 
using Xilinx ISE 14.5, and then simulated and tested using ModelSim 
(VHDL/Verilog). The final design is targeting Xilinx XC3S700AN FPGA. 

 

References 

1. Islam, M.R.: Error correction codes in wireless sensor network: An energy aware ap-
proach. International Journal of Computer and Information Engineering 4, 59–64 (2010) 

2. Etzion, T., Vardy, A.: Error-correcting codes in projective space. IEEE Transactions on  
Information Theory 57, 1165–1173 (2011) 

3. Naseer, R., Draper, J.: DEC ECC design to improve memory reliability in sub-100nm 
technologies. In: 15th IEEE International Conference on Electronics, Circuits and Systems, 
ICECS 2008, pp. 586–589 (2008) 

4. Frigo, M., Stewart, L.C.: Error-correcting code. Google Patents (2014) 
5. Egner, S.: Error correcting code. Google Patents (2011) 
6. Morelos-Zaragoza, R.H.: The art of error correcting coding. John Wiley & Sons (2006) 
7. Huffman, W.C., Pless, V.: Fundamentals of error-correcting codes. Cambridge University 

Press (2003) 
8. Chang, F., Onohara, K., Mizuochi, T.: Forward error correction for 100 G transport  

networks. Communications Magazine, IEEE 48, S48–S55 (2010) 
9. Brasche, G., Walke, B.: Concepts, services, and protocols of the new GSM phase  

2+ general packet radio service. Communications Magazine, IEEE 35, 94–104 (1997) 
10. Cai, J., Goodman, D.: General packet radio service in GSM. Communications Magazine, 

IEEE 35, 122–131 (1997) 
11. Holma, H., Toskala, A.: HSDPA/HSUPA for UMTS: high speed radio access for mobile 

communications. John Wiley & Sons (2007) 



 Reconfigurable Packet FEC Architecture for Mobile Networks 121 

12. Bettstetter, C., Vogel, H.-J., Eberspacher, J.: GSM phase 2+ general packet radio service 
GPRS: Architecture, protocols, and air interface. Communications Surveys & Tutorials, 
IEEE 2, 2–14 (1999) 

13. Xiao-kai, W., Yong-jin, S., Da-jin, C., Bing-he, M., Qi-li, Z.: Transfer Error and Correc-
tion Approach in Mobile Network. Physics Procedia 25, 1270–1276 (2012) 

14. Zhang, Y., Song, H., Burd, G.: QC-LDPC decoder with list-syndrome decoding. Google 
Patents (2012) 

15. Schmidt, G., Sidorenko, V.R., Bossert, M.: Syndrome decoding of Reed-Solomon codes 
beyond half the minimum distance based on shift-register synthesis. IEEE Transactions on 
Information Theory 56, 5245–5252 (2010) 



© Springer International Publishing Switzerland 2015 
M. Younas et al. (Eds.): MobiWis 2015, LNCS 9228, pp. 122–133, 2015. 
DOI: 10.1007/978-3-319-23144-0_12 

Strategies and Techniques for Relay Node Placement  
in Multi-hop Wireless Networks 

Abeer AlSanad1,2(), Lulwah AlSuwaidan1,2(), and Mohammed Alnuem1() 

1 College of Computer and Information Sciences, Department of Information Systems,  
King Saud University, P.O. Box. 51178, Riyadh 11534, Saudi Arabia 
{Abeer.AlSanad,lalsuwaidan}@ccis.imamu.edu.sa, 

malnuem@ksu.edu.sa 
2 College of Computer and Information Sciences, Al-Imam Muhammad Ibn Saud Islamic  

University, Riyadh, Saudi Arabia 

Abstract. The concept of relaying was raised recently in networking world. 
This technology has a great impact on multi-hop wireless networks. There had 
been many research studies on the role of Relay Node placement in Multi-hop 
Wireless Networks. Therefore, in this paper a comprehensive review on the 
strategies and techniques of Relay Node placement in MWNs, categorized 
based on either ad hoc or infrastructure-based, is presented. Ad hoc category 
contains WSNs strategies and techniques which classified into quality of ser-
vice, fault tolerance, Federating disjoint segments and connectivity restoration. 
While Infrastructure-based includes WiMAX, Wireless Mesh Networks and 
LTE-Advanced networks. This work proposes open research ideas in this filed. 
As a result, several findings and recommendations are emerged that greatly  
direct the researchers to new and important research areas. 

Keywords: Multi-hop wireless network · Wireless network · Relay node 
placement 

1 Introduction 

Multi-hop Wireless Networks (MWNs) are captivating significant attention because 
of their suitability for enormous range of applications that requires ease of deploy-
ment compared with wired networks. MWNs allow transmission of data from source 
to destination through intermediate nodes (i.e., multiple hops) instead of direct com-
munication. MWNs include ad hoc and sensor networks, Worldwide Interoperability 
for Microwave Access (WiMax) networks, as defined by the IEEE 802.16j standard. 
Also, it include Wireless Mesh Networks (WMNs) [1], and Long-Term Evolution 
(LTE)-Advanced networks as defined by 3GPP [2].These networks have received 
much attention in the last decade and will continue to be a prominent research topic in 
the future. 

The concept of relay node was introduced in ad hoc networks because the lacks of 
centralized control require nodes to organize themselves. It becomes popular in sensor 
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networks due to several reasons, such as their influence by the surrounding environ-
ments [3, 4]. Therefore, finding a solution to enhance connectivity and availability is 
being important [5]. It has been shown in literature that using RNs in infrastructure-
based networks is getting growing interest because of many reasons such as their fast 
deployment, low cost backhaul, …etc. [6, 7, 8, 9, 10, 11]. 

Relay node placements covered different kind of problems in Multi-hop wireless 
networks (MWNs) [12]. In addition, WSN has considered the relay node placement 
problem (RNP) under different requirements and objectives such as connectivity [13, 
14], extend the network lifetime [15, 16], energy-efficient or balanced data gathering 
[17, 18, 19], and survivability and fault tolerance [12]. 

In this paper, we investigate the strategies and techniques for relay node placement 
in MWNs. This review broadly categorizes and discusses the relay node placement 
schemes in ad hoc and infrastructure based networks. Many open research issues and 
recommendations are proposed. Since there is no difference between RN and RS we 
will use them interchangeably in this work.  

The following section, section 2, covers strategies of RN placement in MWNs 
based on previous categorizations. Section 3 discusses open research issues. Finally, a 
conclusion of this work is presented in section 4. 

2 Relay Node Placement Strategies in Multi-hop Wireless 
Networks 

In this section, we investigate the strategies and techniques for relay node placement. 
This section divides the relay node placement schemes into ad hoc and infrastructure 
based networks. The focus in this review is particularly in WSNs. WSN is classified 
based on the objective of placing the RN either to quality of service, connectivity 
restoration, federating disjoint segments or fault-tolerance.  

2.1 Ad hoc Networks 

Ad hoc networks are self-organizing and do not have preinstalled infrastructure. WSN 
considered as ad hoc network due to the dynamic link it uses [20].  

Wireless Sensor Networks 
Wireless sensor networks are a collection of a huge number of sensor nodes that dep-
loyed in a way that helps in collecting information. Sensor networks have some limi-
tations such as battery power, node densities and huge data volume [21]. Their role is 
to ensure connectivity and coverage. One of the methods used to guarantee this target 
is using of relay nodes. It is more capable than sensor network and it provides  
strong computation power, long communication range, and energy reserve [12]. This 
section focus on methods used to get, firstly, the optimal quality of service through 
ensuring coverage [22, 23, 24, 25, 26]. Secondly, fault-tolerance to tolerating the fault 
and make the network keep functioning [38], [27]. Thirdly, federating disjoint  
segments because failure of node(s) may partition the network into disjoint segments 



124 A. AlSanad et al. 

[28, 29, 30, 31, 32]. Fourthly, connectivity restorations since sensors in WSN are 
susceptible to physical damage and component malfunction [46], [33], [34].  

WSN architecture is shown in Figure 1. The blue nodes represent the relay node 
connected with base station with wireless links. The relay node form a connected path 
between the base station and sensor nodes which represented by gray nodes [35].  
 

 

Fig. 1. Architecture of Relay Node in WSNs. 

Quality of Service 
Mostly, WSN is affected by environment. There are two works done under minimum 
Steiner tree structure. First, [22] by proposing a new algorithm called "Optimized 
Relay node placement algorithm using a minimum Steiner tree on the Convex hull 
(OCR)". Second, [23] by OCR greedy heuristics. Authors in [24] worked on WSN 
powered by Ambient Energy Harvesting to find the optimal routing algorithm and 
relay node placement scheme. Another idea was proposed in [25] which used a strate-
gy to place RNs in WSN to monitoring underground tunnel infrastructure in UK  
London. In addition, [36] was claimed to achieve a high level of connectivity in a 
heterogeneous WSN. In [26] stated that many relaying protocols for WSN presented 
in the literature to show how relay node process the packet received. Sookyoung and 
Meejeong [37] proposed heuristics which is QoS-aware Relay node placement using 
Minimum Steiner tree on Convex hull (QRMSC) which guaranteed the QoS and  
connectivity. 

Fault Tolerance 
Fault-tolerance means that failure of any node will make the BS able to recover the 
faulty nodes and backup the original data [38]. However, the factors that affected 
WSN vary. Sensor coverage, sensor battery power, and dependability are some of 
them. Gupta and Younis [39] proposed a mechanism to detect and recover faulty ga-
teway. In the work of [40] Bari et al. formulated their problem as integrated Integer 
Linear Program (ILP). The same approach was used by [27]. Recently, Gao et al. [41] 
have dealt with fault tolerance in relay node by model it in 2tWSN as a graphic  
problem, called DBY-HCG.  

Federating Disjoint Segments 
Generally, federation means connect or interact which leads to fabricate a connected 
entities. Federation in term of WSN formulates a relay node placement that maximiz-
es the connectivity of WSN nodes. However, many reasons make federating between 



 Strategies and Techniques for Relay Node Placement in Multi-hop Wireless Networks 125 

sectors as a complex task. These reasons are the huge distances between sectors, and 
the harsh operational conditions [28]. Therefore, there are many solutions worked on 
solving WSN disjunction, and we will summarize them in this section  

In term of federating disjoint WSN, there were strategies proposed by [29] in order 
to optimize relay node placement. Most of federation problems showed in infinite 
large search space [29, 30, 31, 32] and they solved by applied 3-D grid model which 
limits the search space. In addition, Shiow-Fen et al. [42] proposed a relay node 
placement scheme in WSNs. It aimed at federating disjoint segments to form a 2-
connected topology with fewer relay nodes. It also found the best possible place of 
relay node to connect two topologies.  

Connectivity Restoration 
WSNs experienced large scale damage because it usually found in harsh environment. 
This damage may cause the network to be partitioned. Therefore, restoring the network 
connectivity is very critical and important to avoid side effects on the application [43]. 

Table 1. Advantages and problems in adapting relay nodes in WSN. 

Ref# Objective Advantages Problems  Comments 

[22], [23], 

[24], [25], 

[36], [26], 

[50] 

 

Performance 

─ Minimize used no. of 

RN  

─ Balance terrific load 

─ Average coverage of 

data 

─ Increase connectivity 

─ Guarantee scalability 

and efficiency. 

─ Noisy envi-

ronment  

─ Time con-

suming  

─ Inefficiency  

─ Guaranteed in 

different 

kinds of WSN 

[39], [40], 

[27], [41] 

Fault Toler-

ance 

─ Detecting and reco-

vering faulty gateway 

─ Connectivity 

─ Limited 

stability  
─ No comments  

[28], [29],  

[30], [31], 

[32], [42] 

Federating 

Disjoint 

Segments 

 

─ Enhancing the con-

nectivity. 

─ Limiting cost  

─ Not applica-

ble in large 

scale WSN 

─ No comments 

[33], [34], 

[43], [44], 

[45] 

Connectivity 

Restoration 

─ Ensuring connectivity 

and survivability  

─ Reducing no. of 

needed RNs, RNs 

movement cost, total 

tour length 

─ Fault tolerance  

─ Time con-

suming  
─ No comments  

 
In terms of connectivity restoration WSN, there are many works take this objec-

tive in consideration. One of these works is by [43] who addressed the establishment 
of inter-segment connectivity of RN placement strategy. Other work by [44] dealt 
with the con the RNs movements cost.  
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At the same year, [33] worked on restoring the connectivity of inter segment when the 
network gets partitioned into multiple disjoint segments. They use Mobile Data Collec-
tors (MDCs), as mobile RNs, to help in establishing the communication links between 
segments, instead of using stationary RNs. Moreover, [34] worked on ensuring the con-
nectivity and survivability of sensor nodes and base stations. Lee et. al. [45] proposed a 
Connectivity Restoration with Assured Fault Tolerance (CRAFT) algorithm.  

Table.1 summarized advantages and problems related to the approaches used in 
WSNs along with their objectives behind using them. It also gives comments related 
to each objective.  

2.2 Infrastructure-Based 

In this section, we investigate the strategies and techniques for relay node placement 
in infrastructure-based networks. Infrastructure-based means that the networks require 
pre-installed infrastructure in order to offer services to the users [20]. This section 
covers the three newer MWN types (WiMAX, Mesh network, and LTE-Advanced).  
 
WiMAX 
IEEE 802.16 is a chain of wireless broadband standards. It is dedicated for issues 
regarding Multi-hop Relay Networks (MRN). According to IEEE 802.16j task group, 
two types of architecture are available for WiMAX. The first type, shown in Figure 2, 
is MP-tree (point to multipoint tree) where PMP connections are set between each 
subscriber station (SS) and RN or BS. In addition, PMP connections are set between 
each RN and BS or other RS. The second type, shown in Figure 3 is Hybrid-PMP-
mesh (HPM) architecture where RNs are connected among themselves in mesh. RN 
will be connected through PMP to BS. Also, SS will be connected through mesh con-
nection to RN. Moreover, RNs can create mesh among them to give reliable connec-
tivity to SSs [46].  
 

 

Fig. 2. Architecture of Relay Node in WiMAX, 
PMP-Tree. 

 

Fig. 3. Architecture of Relay Node in WiMAX, 
HPM. 

Lin et. al. in [47] pretend that they published the first study which use a coopera-
tive relay technology to handle the RS placement and relay time allocation problem in 
Mobile Multi-hop Relay (MMR) Networks. After this work, the same group of scien-
tists published in [48] a new research that focuses on solving the minimum cost RS  
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placement problem. The main goal was founding the optimal location for nodes. In 
[7] the same group developed an optimization framework to solve a problem of Ca-
pacity Maximization RS Placement (CMRP). This framework was aimed to maximize 
the network capacity and satisfy the minimum traffic for SS.  

In the newly defined IEEE 802.16j standard, two types of RSs are defined Trans-
parent Relay Stations (TRSs) and Non Transparent Relay Stations (NTRS). In [50] 
developed a planning model for Multi-hop Relay Networks. Its models work on de-
termining the optimal locations for RSs and BSs with a lowest cost. The problem was 
formulated as Integer Programming problem. In [51] a clustering approach was pro-
posed for network planning. The challenge of this approach is to solve a large prob-
lem in less time with limited equipment of hardware and software. A work of [8] 
develops a model that work on determining the optimal locations for RSs with a low-
est cost. A mixed integer linear program was used to find the solution of the problem. 
In [52] Chang and Li present a deployment algorithm for WiMAX multi-hop relay 
networks. This algorithm works based on the traffic history of internet usage and 
work on deploying as few as possible RSs at specific locations.  

 
Wireless Mesh Networks 
Wireless Mesh Networks (WMNs) composed of mesh routers and clients. WMNs 
used to overcome network limitation problem and enhance wireless metropolitan area 
networks (WMANs) performance [53]. They are organized and configured by them-
selves. They have many advantages such as easy to maintain, robustness, etc. [54]. 

WMN has its architecture in term of relay placement. Figure 4 shows the WMN 
structure in using relay nodes. It uses the two main components base station and relay 
nodes with its subscribed station (SS). All connections are in wireless manner, and 
formed by support of relay nodes [1].  

 

 

Fig. 4. Architecture of Relay Node in WMNs 

 

Fig. 5. Architecture of Relay Node in LTE-
Advanced. 

The authors in [54] aimed in their work to find the optimal place for relaying nodes 
which increase the throughput per node In addition, placing the relay node at the cen-
ter between the transmitter and the receiver maximize the throughput [54]. In [55] 
authors recommended a relay node placement schema in a WMN, which aimed to 
improve the throughput and link connectivity. In [56] Huan et. al. dealt with the re-
chargeable router placement problem in a green WMN. 
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LTE-Advanced Networks 
LTE-Advanced is an enhanced version of Long Term Evolution (LTE) which is one 
of the 3rd Generation Partnership Project (3GPP) standards. LTE-Advanced adds new 
features which are Carrier Aggregation (CA), advanced use of multi-antenna tech-
niques. In LTE, user devices are called User Equipments (UEs) and base stations are 
called Evolved Node B (eNBs) [57], [58], [59], [2]. 

LTE-Advanced architecture, as shown in Figure 5, contains RN, Donor eNB 
(DeNB), radio interface Un, E-UTRAN air interface Uu and UE [60]. Yang et. al. in 
[38] focused on LTE-Advanced networks. Many schemes are used and the result 
shows that the selective (DCF) can give better performance achievement. They re-
sulted that the centralized schemes can achieve higher performance than distributed 
schemes but it requires a signaling overhead [27]. In [57] authors proposed a forward-
ing mechanism to enhance handover performance. In [61] Venkataraman et. al. pre-
sented a new architecture called multi-hop multi-band intelligent relay architecture 
(MMI).  

Table.2 summarized advantages and problems related to the approaches used in In-
frastructure-based approaches.   

Table 2. Advantages and problems in adapting relay nodes in Infrastructure-based approaches. 

Ref# 
Application 

Area Advantages Problems Comments 

[47], [48],  
[50], [51], 
[7], [49], 
[8], [10], 

[52] 

WiMAX 

─ Solve the mini-
mum cost RS 
placement prob-
lem. 

─ Enhance time, 
quality, and 
throughput. 

─ Expand the range 
of a single BS. 

─ Network 
capacity  

─ Required 
bandwidth in 
not satisfied. 

─ It is used in 
small size 
areas. 

─ The overall 
system capacity 
was maximize 
and the traffic 
demands was 
satisfied for 
each SS. 

[27], [57], 
[61] LTE-Advanced 

─ Improve service 
coverage, 
throughput,  
handover per-
formance, the ef-
ficiency and the 
performance. 

─ It is used in 
small size 
areas. 

─ It supports hops 
with small la-
tency. 

─ It can fairly 
reduce the for-
warding cost. 

[54], [55], 
[56] 

Mesh 

─ Increase the 
throughput per 
node. 

─ Increase link 
connectivity. 

─ Network 
capacity.  

 
─ No comments. 

3 Open Research Issues  

Based on the extensive survey presented in previous section, we identify several open 
research issues and challenges. Table.3 shows each type of network examined against 
multiple aspects. From the table, we can conclude that there are no researches about 
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the security using RNs in MWNs. Also, only the WSNs and LTE-Advanced networks 
covered quality of service (QoS) with RNs while the others are not. Moreover, fault 
tolerance which is an important aspect only covered in WSNs.  

Table 3. Network Type- Aspect Schedual 

                         Aspect 
 
 
Network Type 

C
onnectivity 

C
overage 

T
hroughput 

Security 

Q
oS 

F
ailure 

tolerating 

Ad hoc WSN         

Infrastruc-
ture based 

WiMAX         

WMN         

LTE-Advanced         

 
The concept of RN placement is popular in WSN. Since the other MWNs allowing 

placement of RNs to extend capacity and range, there is a feasibility of adopting some 
approaches from WSN to other MWNs. Table.4 summarizes all WSN approaches 
mentioned in this paper with their references and shows whether each approach 
adopted in any of the infrastructure-based networks or not.  

Table 4. WSN Approaches in WiMAX, WMN or LTE-Advanced (A: adopted, N: Not adopted) 

Network Type 
 

WSN Approaches 

WiMAX WMN LTE-Advanced 

A/N Ref # A/N Ref # A/N Ref # 
Greedy heuristics [23] [43] A [10] N - N - 

Cluster-based [25] A [51] N - N - 
Decode-Forward [26] A [7], [47], [48] N - A [57] 

Divide-and-Conquer [25] N - N - N - 
Steiner tree and Steiner 

Point [22] [36] [28] [62] [63] 
A [64] N - N - 

Multiplicative Increase Li-
near Decrease (MILD) [39] 

N - N - N - 

RLNOD, and RLNODwFC 
[32] 

N - N - N - 

Grid-based and Non Grid-
based  [29] 

N - N - N - 

FADI [30], [31] N - N - N - 

Polynomial Time Approxi-
mation Algorithms [34] 

N - N - N - 

Distributed Positioning Ap-
proach [44] 

N - N - N - 

Polynomial Time Heuristic 
[33] 

N - N - N - 
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From the table, we can see that Greedy heuristics is adopted in WiMAX in [10] but 
not in WMN and LTE-Advanced whereas the last seven approaches are not adopted 
on any of WiMAX, WMN or LTE-Advanced networks. As a consequence, a recom-
mendation is made for testing the possibility of making an adoption for those ap-
proaches which are not adopted on the other MWNs. 

4 Conclusion and Recommendation  

A comprehensive review on the strategies of RN placement in MWNs categorized 
based on ad hoc or infrastructure-based was produced. Ad hoc contains WSNs while 
infrastructure-based includes WiMAX, WMNs and LTE-Advanced networks. Several 
important and valuable open research topics that would greatly help interested re-
searchers in this field were found.  
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75775 Paris Cedex 16, France

{rafael.angarita,manouvrier,marta.rukoz}@lamsade.dauphine.fr
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Abstract. The growing number of services in the Web providing the
same functionality but different QoS (e.g., price, execution time, and
availability) and transactional properties (e.g., compensable or not) has
lead to the emergence of several approaches for service selection and rec-
ommendation. Some of these approaches use collaborative filtering, QoS
prediction, service reputation, among others. Existing works lack from a
way to integrate all those methods and benefit from their multiple per-
spectives to decide how to select a service. The problem tackled in this
work is the selection of the most suitable service from a set of functionally
equivalent services according to the opinions of multiple contributors. We
propose a framework to easily rely on crowdsourcing for service selection,
where crowdsourcing contributors can be independently developed ser-
vices or human experts. Our framework emphasizes on the definition of
a collaborative system to allow contributors to join and participate in
the selection of services.

Keywords: Web service · Service selection · Crowdsourcing · QoS ·
Transactional properties · Voting systems

1 Introduction

Nowadays, SOA is increasingly used as a platform for business applications
frameworks for accessing data and services in distributed environments [6]. The
latest SOA techniques, such as Web services and the Web 3.0, support the con-
stantly increasing number of such applications deployed over the Internet, and it
is a consequence of the need for business integration and collaboration. Moreover,
the growing number of services providing the same functionality but different
QoS (e.g., price, execution time, and availability) and transactional properties
(e.g., compensable or not) has lead to the emergence of several approaches for
service selection and recommendation [15].

Different approaches for QoS based service selection have been proposed; for
example, using collaborative filtering [19], service reputation [17], multi-devices
approaches [12], and user context [10]. In [14], authors propose a consensus-based
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service selection approach in which different agents evaluate a service QoS; then,
their evaluations are aggregated into one accepted QoS assessment.

Each one of the existing approaches has its advantages; nonetheless, existing
literature lacks from mechanisms to coordinate all those methods and benefit
from their multiple perspectives to perform service selection.

The problem tackled in this work is the selection of the most suitable trans-
actional service from a set of functionally equivalent services according to the
opinions of multiple independent contributors. We propose a framework to eas-
ily rely on crowdsourcing for service selection; crowdsourcing contributors can
be independently developed services or human experts. Our framework empha-
sizes on the definition of a collaborative system to allow contributors to join and
participate in the selection of services. Contributors have neither to know each
other nor to form social networks to reach consensus about QoS of candidate ser-
vices. Furthermore, there are no restrictions about how contributors must rank
services: they can use any technique for QoS assessment, or they can consider
different QoS criteria. The only requisite for contributors is to rank a list of
candidate services. Contributors can be evaluated according to their reputation
and the quality of their choices.

We structure the rest of this paper as follows. Section 2 presents basic defi-
nitions used in this work; Section 3 introduces our framework, and the modeling
and details of its components; in Section 4, we explain our experimental study;
Section 5 discusses the related work and highlights our contribution; finally,
Section 6 outlines the conclusions and future research.

2 Definitions

2.1 Transactional Service

Web services are distributed software components that communicates over the
Web. We define a service, denoted as sc, as follows:

sc(I,O,QoS, TP ) (1)

where I is a set of inputs the service needs to be invoked, O is a set of
outputs the service produces after its execution, QoS its advertised QoS, and
TP its transactional property. Inputs and outputs attributes are associated to
an ontology. Some examples of QoS are: price, execution time, and availability.

Services that provide transactional support are useful to guarantee reliable
execution even in the presence of failures. The most used transactional properties
for services are pivot, compensable, and retriable [2]. A service is pivot
(p), if once it successfully completes, its effects remain forever and cannot be
undone; if it fails, it has no effect at all. A service is compensable (c), if it
exists another service which can undo its execution. A service is retriable (r),
if it guarantees a successful termination after a finite number of invocations;
the retriable property can be combined with properties p and c defining pivot
retriable (pr) and compensable retriable (cr) Web services.
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2.2 Service Selection

We define a query for service selection as:

Q = (IQ, OQ, QoSQ, TPQ) (2)

where IQ is a set of given inputs, OQ is a set of required outputs, QoSQ the
required QoS, and TPQ is the required transactional property. A selected service
sc to answer Q verifies:

sc(IC , OC , QoSC , TPC) (3)

where IC ⊆ IQ and OC ⊇ OQ, QoSC ≥ QoSQ, and

if TPQ = p, TPc ∈ {p, pr, c, cr}
if TPQ = pr, TPc ∈ {pr, cr}
if TPQ = c, TPc ∈ {c, cr}
if TPQ = cr, TPc ∈ {cr}

(4)

Equation 4 means that the selected service must provide at least the transac-
tional support required by Q; for example; if we require the pivot transactional
property, then we can select any transactional service, since they all satisfy the
all-or-nothing property of a pivot service; however, if we need pivot retriable
support, we can only select services with the retriable property [3].

Given a set of services whose functionality, transactionality, and advertised
QoS satisfy Q: should we choose one of them randomly? Should we chose on an
existing QoS based selection approach? To answer this questions, we propose a
framework called Service Election System that coordinates different QoS based
selection methods to benefit from their multiple perspectives, and to assist the
service selection process.

3 Service Election System

The general architecture of our approach is presented in Figure 1. The Service
Election System is composed by a Candidate Selection Module, an Election
module, and a set of voting services V. The Candidate Selection Module takes
a query as input and finds the set of candidate services that can answer the
query. The Election Module submits the candidate services to voting services,
waits for their answers, and selects the winning service. Voting services can use a
local execution log containing historical information of considered services. The
Web service execution log goal is to provide as much information as possible
over candidate services; for example, historical QoS, who or what invoked the
service, and the satisfaction of the service invoker after the service execution.
The Voting Services Manager is in charge of applying management policies for
voting services: the criteria to accept joining voting services; the trust levels for
voting service choices; and the exclusion of useless or harmful voting services.
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Fig. 1. Framework architecture of our Election System

3.1 Candidate Selection Module

Given a query Q, the candidate selection module obtains a set of candidate
services with their corresponding matching degree to Q. This matching degree
is a measure to know how much a candidate service satisfies Q in terms of
functionality, and it can be calculated using a service matcher such as OWLS-
MX [9]. All candidate services are regrouped in classes by matching degrees, as
follows:

CQ = 〈C1 � C2 � ... � Ck−1 � Ck〉 (5)

where each class Ci groups services with the same matching degree, |Ci| ≥ 1,
and k is the number of different classes, Ci, generated. In other words, C1 contains
the best services regarding their matching degree.

3.2 Voting Services

Voting services are services that can join our system to participate in the process
of service selection. A voting service sv is registered in the set V and must comply
the following functional specification:

sv = (I = {C1,L}, O = {Psv
}), or sv = (I = {C1}, O = {Psv

})

where I and O are its inputs and outputs, respectively, and C1 is the set of
candidate services, L is the execution log (it is an optional input), and Psv

is
the set of candidate services ranked according to sv:

Psv = 〈sc1 � ... � sc|C1|〉 (6)

where |C1| is the number of candidate services.

3.3 Election Module

At this point, we have an election comprised by a set of voting services
V = {sv1 , ..., svn

} and a set of m candidates in C1, with C1 ∈ CQ for a query
Q. Each voting service in V will give its preferences over the candidates in C1.
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Each voting service svi
has a relation of preference �i (strict total order); there-

fore, an election will have a preferences profile P, which is a tuple of preferences
structures, one for each voting service:

P = 〈Psv1 , ..., Psvn
〉 (7)

where Psvi
are the preferences expressed by the voting service svi. The elec-

tion module selects the candidate sc which maximizes the following equation:

z(sc) =
n∑

i=1

votingScoresvi
(sc) ∗ wsvi

(8)

where votingScoresvi
(sc) is the score given to sc by the voting service

svi according to the implemented voting system. Different voting systems can
be used; for example, Plurality, Borda, k-Approval, and Repeated Alternative
Vote [11]. wsvi

is the weight given to the choice of svi with
∑n

i=1 wsvi
= 1.

We can have the case where none of the candidates can be elected using
only the preferences profile P; for example, if we have two voting services, then
we have P = 〈Psv1 ,Psv2〉. If the preferred service in Psv1 is different than the
preferred Psv2 , then we have a tied election, since there are more than one winner
service. If it is the case, we select any service in C1.

Table 1. Notation

Symbol Description

Q Service selection query
TP Transactional property
L Execution log
S Service registry

CQ Preference relation classes for a query Q
Ci A class in CQ, where C1 is the best ranked class
m Number of candidate services in C1

sc Candidate service in S
V Set of voting services
n Number of voting services in V
sv Voting service
Psv Candidate services ranked according to a voting service sv

P Preferences profile containing rankings of all voting services
votingScoresvi

(sc) Score given by a voting service svi to sc

z(sc) Total voting score for sc

3.4 Algorithms

In this section, we briefly describe the algorithms of the Service Election Sys-
tem. Algorithm 1 is the main algorithm of the system. It receives Q as input and
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returns the selected service. It begins by filtering candidate services by trans-
actional property and advertised QoS; then, it calls a service matcher to get
the score of each candidate service sc. We can parametrize the system with a
threshold for matching degrees (θ) (line 1). If the score of sc is greater or equal
than θ, it is associated to a class in CQ (line 2, see Section 3.1). Algorithm 2 is in
charge of collecting the set of preferences P, which is composed by the individual
answers of voting services in V (lines 1 and 2). We can use the system parameter
TIMEOUT to set a maximum waiting time for voting services. Once it collects
all the answers, it performs the service election (line 3).

Algorithm 1 . Service Election
System

Input: Q /* Service selection query
*/
Output: s′ /* Selected service */
begin

s′ ← ∅; CQ ← ∅
for sc ∈ S do

if TP (sc) satisfies TP (Q)
then

score ←
serviceMatcher(Q, sc)

1 if score ≥ θ then

2 CQ.put(sc)

s′ ← electService(C1 ∈ CQ)
/*Algorithm 2*/
return s′

end

Algorithm 2. Election Module
Input: C1 /*Candidate services */
Output: s′ /*Selected service */
begin

P ← ∅
for sv ∈ V do in parallel

/*Send candidates to
voting services*/

1 send C1 to sv

/* use TIMEOUT for
maximum waiting time*/

2 receive Psv from sv

P ← P ∪ Psv

3 s′ ← elect(P, C1) /* Section 3.3*/
return s′

end

4 Experimental Evaluation

In this section, we present the experimental evaluation of our approach. We start
by giving details about the implementation and used datasets; we continue with
the analysis of our system in terms of implementation performance and results.

4.1 Implementation and General Setup

All components where written in Java using the Oracle JDK 7. The MPJ Express
1 0.38 library was used for parallel processing.The Election Module manages each
voting service in parallel.

We use Web service descriptions from OWLS-TC 2 dataset2 along with
OWLS-MX. For QoS forecasting, we use Time Series Analysis and Forecast-
ing module of Weka [7]. We have chosen the dataset WS-DREAM [18]. This
dataset contains the monitoring of 100 real services using 150 distributed nodes,
recording more than 1.5 millions service invocations. Each service invocation
1 http://mpj-express.org/
2 http://projects.semwebcentral.org/projects/owls-tc/

http://mpj-express.org/
http://projects.semwebcentral.org/projects/owls-tc/
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result is described with the IP address of the client using for the invocation and
monitoring, service ID, response time in milliseconds, data size, HTTP code, and
HTTP message. All components were deployed in a cluster of PCs with the same
configuration: Intel Pentium 3.4GHz CPU, 2GB RAM, Debian GNU/Linux 6.0
connected through 100Mbps Ethernet. Finally, all time measurements evalua-
tions were done using System.nanoTime() of Java.

We present three default voting services implemented in our framework. They
can be removed, or other voting services can be added. For these experiments,
we consider that the weights for the choices of voting services are equal.

Basic Voting Service
This basic voting services ranks services according to their normalized adver-
tised QoS parameters. The higher the normalized service QoS is, the better the
evaluated service is.

Historical Voting Service
This voting service performs log evaluation, in pursuance of finding the QoS
of the candidate service based on their past behavior. We analyze the execu-
tion log for a service sc by considering the following dimensions: QoS average
(Qosavg(sc)), availability (availability(sc)), and frequency (f(sc)). The execution
log is bounded by a parameter T , indicating until how old services executions
will be considered.

The QoS average (Qosavg(sc)) based on historical data is calculated by
adding up the weighted average of the QoS of the historical executions of sc.
Each execution of sc is weighted according to how old it is. The oldness of a
record rsc

i for a service sc in the execution log is calculated by:

oldness(rsc
i ) =

T − ts(rsc
i )

T (9)

where ts(rsc
i ) returns how much time has passed since the execution of rsc

i ;
therefore, the closer the value returned by oldness(rsc

i ) to 1, the more recent the
execution of rsc

i is. Then, the QoS weighted average is calculated as following:

QoSavg(sc) =

∑rn
i=1 QoSr(r

sc
i ) × oldness(rsc

i )∑n
i=1 oldness(rsc

i )
(10)

where rn is the number of records of sc in the execution log. QoSr(rsc
i ) is

the sum of the continuous QoS values (e.g., execution time) of the i-th record of
a service sc. Only records of successful executions are taking into account.

The availability of a service sc is the ratio of the number of successful exe-
cutions to total executions:

availability(sc) =
|{rsc

i , rsc
i is a successful execution}|

|{rsc
i }| (11)

and finally, the frequency is the the number of executions recorded for a
service sc. The more sc has been executed, the more impact sc will have at
the moment of choosing the service with the best historical data. We have that
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incidence(sc) returns the number of executions of sc recorded in the log, so we
can compute the frequency as follows:

f(sc) =
incidence(sc)

currentDate − T (12)

We now define the QoS for a service sc based on historical data:

QoSLog(sc) = [QoSavg(sc) × availability(sc)] + f(sc) (13)

Forecaster Voting Service
At the moment of being consulted about a service, the forecaster voting service
will look at the past QoS values of that service, and predict the QoS values using
a prediction technique. We have chosen linear regression [13] as forecasting model
for this service. The QoS forecasting for a given date ϕ is define as:

QoSϕ = α + βXϕ + εϕ (14)

where QoSϕ is the dependent variable, and it is a linear function of Xϕ,
which represents the date ϕ and it is the independent variable. α and β will be
computed using the principle of least squares and they characterize the popula-
tion regression line. εϕ is the randomly error term. In our model, ϕ will always
be the current date.

4.2 Efficiency Evaluation

Figure 2 shows the average execution time taken by the candidate selection
module. It shows the time of analyzing all candidate services (Candidates in
C); the time of analyzing only services that satisfy the required transactional
property (Filtered by TP); and the time of analyzing only the services in C1

(Candidates in C1).
QoS prediction was performed using 6 instances of the log, with 365, 730,

1095, 1460, 1825, and 2190 log records. Figure 3 shows the execution time for 30

Fig. 2. Candidate selection execution time Fig. 3. Forecaster service execution time
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days QoS for a given service. Figure 4 shows the average execution time of the
historical voting service in milliseconds for the 100 services of the dataset using
the same 6 log instances.

Fig. 4. Historical service execution time Fig. 5. Worst impact over composite Web
service execution

Figure 5 shows the worst case additional execution time using our approach
for service replacement during composite service executions. We consider 164
equivalent services per service. Depending on the location of the service to
replace in the composite service, the replacement may have no impact at all
in the execution time. It is represented as a percentage of the composite ser-
vice execution time. For composite services composed between 1 and 5 services
the impact varies from 15% and 5%, while for bigger composite Web services it
remains around 2%.

4.3 Effectiveness Evaluation

We submit the query Q = ({surfing}, {destination}, c). The candidate selection
module finds 23 candidate services for Q; however, we set θ = 0.6 (see line 1
Algorithm 1), so only 6 are considered, as showed in Table 2. There are 3 exact
equivalent candidate services for Q with 1, and other 3 services with score 0.6.

Services are grouped in the following classes: C1 = {s1, s2, s3} and C2 =
{s4, s5, s6}, where C1 contains services with score 1, and C2 services with score
0.6, producing the following preference relation:

CQ = 〈C1 � C2〉 = 〈{s1, s2, s3} � {s4, s5, s6}〉 (15)

meaning that any service in C1 is preferred over any other in C2; therefore,
we send only C1 to the voting services. The voting services return the following
preferences:

Ph = 〈s1 � s3 � s2〉; Pϕ = 〈s3 � s1 � s2〉; Pb = 〈s1 � s3 � s2〉
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where Ph are the preferences of the historical voting service, Pϕ are the
preferences of the forecaster voting service, and Pb are the preferences of the
basic voting service.

Finally, we can have a different elected service depending on the voting ser-
vices involved; for example, Table 3 shows different possible winners using one,
two, three or zero voting services.

Table 2. Functional score

Web service score TP

SurfingDestinationSOH (s1) 1 cr
SurfingDestinationAU (s2) 1 c
SurfingDestinationAlways (s3) 1 cr
SurfingRuralArea (s4) 0.6 cr
SportsDestination (s5) 0.6 cr
SurfingBeach (s6) 0.6 cr

Table 3. Elected Web service

Participants winner

QoSlog s1
QoSϕ s3
QoSb s1
QoSlog,QoSϕ s1 ∨ s3
QoSlog,QoSb s1
QoSϕ,QoSb s1 ∨ s3
QoSlog, QoSϕ,QoSb s1 ∨ s3
∅ s1 ∨ s2 ∨ s3

5 Related Work

QoS driven service selection is a well known problem in the service computing
area [14]. Some approaches use recommender systems [4,19]; for example, Zheng
et al. [19] propose a collaborative filtering approach for predicting service QoS
values and making service recommendation based on past user experience. The
authors use a user-collaborative mechanism for collecting historical service QoS
data; and a QoS prediction approach by combining user-based and item-based
collaborative filtering.

Other works use other techniques [1,5,8,10,12,16] for service selection. In
[5], the authors propose a recommendation approach inspired in Google Instant
Search to provide suggestions during an incremental Web service composition
process. A composite Web service execution log is used to identify reliable Web
services, while an A* algorithm is used to find composite Web service in real-
time, recommending a list of candidate composite Web services according to
the partially composite Web service and execution logs. Noteworthy, this work
only considers sequential composite Web services, which makes it very limited.
The context of intended Web service usage is analyzed in [10] to provide rec-
ommendations. Each Web service is semantically annotated with context values,
indicating for which context it is suitable, and the context is also modeled in an
ontology, so context similarity is calculated by evaluating common description,
recommending the most suitable Web service for that context. In [1], differ-
ent Web service representations are compared considering discovery and recom-
mendation. These representations include the ones extracted from Web service
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descriptions, Web service textual descriptions, and contextual information (Web
service neighbors). Finally, the Web service discovery is proposed based on those
different Web service descriptions. In [12], an agent-based system is proposed to
recommend multimedia Web services considering the device exploited by the
user. Three types of agents are proposed: one associated with each device; one
for each user; and a recommender agent that collects information from the other
agents to provide the user with recommendations. Finally, in [16], a mechanism
for gathering QoS measurements from client and provider sides to support Web
service recommendation is presented.

Existing approaches for QoS driven service selection have a lack of flexibility,
since they rely on a fixed strategy to do the selection. Our goal in this work is
not the competition against existing service selection approaches. Instead, we
propose a framework to gather together different service selection approaches
and take advantage of their multiple techniques with a minimal effort.

6 Conclusions

We presented a framework for transactional service selection based on voting ser-
vices. Voting services are independently developed components which can join
our system to contribute to the election of services. Each voting service ranks
candidate services for selection according to their own criteria, and they do not
have to know nor interact with each other; they only requirement is to rank a
list of candidate services. Our approach relies on the crowdsourcing power by
enabling service selection using crowds of voting services. Our future work con-
cerns the analysis and evaluation of our approach using more realistic scenarios,
and present in detail our management policies for voting services. These man-
agement policies comprise the criteria to accept joining voting services; the trust
levels for voting services; and the exclusion of useless or harmful voting services.
Finally, we plan to study and compare the result of using our framework with
different voting systems.
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Abstract. The traditional service life cycle starts with the formula-
tion of required needs and ends with the adoption and ownership of the
service. In an e-government context, this takes the form of citizens con-
suming services provided by the public sector bodies. We examine how
a combination of mobile e-services and open data can extend and allow
possible citizen-driven continuation of the service life cycle. The chosen
method is a concept-driven approach, manifesting our concept in a dig-
ital prototype, which allows citizens to generate and acquire open data,
as well as develop and publish their own e-services.

Keywords: Mobile e-services · Open data · e-Government

1 Introduction

An e-service is “an act or performance that creates value and provides benefits
for customers through a process that is stored as an algorithm and typically
implemented by networked software” [16], or, simplified, a service delivered over
the Internet [35]. The mobility of an e-service can be measured in terms of
portability, i.e the ability of the user to change location or device while actively
using the service. The mobility is further enhanced, should the functionality be
increased due to terminal and user mobility, if the e-service has cross-platform
platform support, and if it supports offline usage. [21] Thus, a mobile e-service
is more than just an e-service ported to a mobile device.

There are many stakeholders involved in the e-service area. For example,
there are the service owners, the service innovators, and service developers, who
may or may not belong to the same organizations. Further, there are integrators,
maintainers, administrators, operators, and possibly even third-party e-service
providers. [1] [25] One of the most important stakeholders is the e-service con-
sumer. As the consumer contributes with information and perceptions of the
service quality and value, his/her involvement and participation is desirable
c© Springer International Publishing Switzerland 2015
M. Younas et al. (Eds.): MobiWis 2015, LNCS 9228, pp. 149–160, 2015.
DOI: 10.1007/978-3-319-23144-0 14
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throughout the whole service process [13]. Mobile e-services rely on interaction
and information exchange between the user and the service provider [21], and
research points out that alongside enhanced adoption and increased availability,
better and more innovative co-operation between stakeholders is an important
element when trying to transform the opportunities for citizen’s participation in
public service processes [23].

Open data could play a role in supporting co-operation, as well as increasing
availability. Open data is perceived as a new wave of transformative ICT, cur-
rently emerging to bring new innovations and new values. This transformation
means that public sector data is now being made accessible on the Internet in
digital formats [19], thus leveraging the previous public access by making spe-
cific requests and getting the data delivered on paper in accordance to freedom
of information rights [15]. Putting the public data to use in new contexts and
by other people than the original public sector employees performing the public
task defines the re-use of public data [41]. Enabling citizen access to public data
is seen to increase the citizens’ opportunities to engage in public processes [11]
[27], and thus become more engaged and helpful in e.g. fighting corruption [6]
and interacting with decision makers in matters that pose as important [29].

This re-use of data by citizens and companies is believed to foster new creative
and innovative impacts among member states in EU and is fueled by realisation
of the European directive for Public Sector Information (PSI) which legislates
the issues related to the opening up of data for public sector bodies [8]. Aiming
for a new information market and addressing the knowledge society, as well as
new ICT enabled products and services, and increased circulation of information,
can be seen as important steps towards an open society. [37].

1.1 Purpose

This study sets out to explore a new ICT-platform, combining mobile e-services
with open data and extending the traditional life cycle of citizen involvement in
public sector service processes. The chosen method is a concept-driven approach,
manifesting our concept in a digital prototype. By manifesting the concept in a
concrete design, we can expose our thought platform to both theoretical and in use
evaluation. As an example of our concept, we describe and apply a mobile e-service
allowing road surface quality measurements of walkways and cycle paths. The
data is automatically compiled and presented through a free of access municipal
application directed towards citizens, who can use the information for route plan-
ning. The app is part of an open framework, allowing citizens to design their own
mobile e-services and/or creating their own subset of available services choosing
from a range of existing services provided by the municipality. Moreover, the road
quality measurements are stored as open data, allowing people to include them in
self-made services, mediated through the municipal application. Our hypothesis
is that this concept can transform the opportunities for citizen’s participation in
public service processes and thereby increase our understanding of ICT as a driver
for transformed relations between citizens and public sector, that are valuable not
only to public sector but also to society through new services.
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Fig. 1. Concept-driven design research [39]

1.2 Methodology

To advance the area of mobile e-services and open data, we chose a concept-
driven approach [39], trying to manifest a theoretical concept in a concrete
design. As figure 1 depicts, concept-driven design research can be used to both
support the theoretical development (arrow 1), and the use situation (arrow 2).
The idea is that the concrete manifestation – the artifact or prototype – should
express a composition that incorporates the concept design as a “whole”. The
artifact thus becomes an object of study that say things about the concept and
advances the area (at the same time enhancing the use situation). All in all, the
artifact functions as a proof-of-concept.

The concept-driven approach consists of seven stages, being: 1) concept
generation, 2) concept exploration, 3) internal concept critique, 4) design of arti-
facts, 5) external design critique, 6) concept revisited, and 7) concept contextu-
alization. Concept generation and exploration is about defining the concept, its
foundation and most important properties. The internal concept critique relates
the design and its underlying concepts to the established theoretical foundation.
The concept is then manifested within a concrete design, that undergoes exter-
nal design critique (i.e. tests and evaluation).This serves as a basis for theory
development, used for revising and refining the concept. Finally, concept contex-
tualization is about relating and valuing this new concept against the current
body of concepts and theory in the field. The disposition of our paper follows
the chronology of the chosen method, where we carry out the first four steps
from concept generation to artifact design.

2 Conceptualization

Citizens and companies are pictured as the target group for a new information
market. Citizens are seen as not only consumers of public information, but also
as future developers of new digital services, and the public sector as its provider
of raw material. As Don Tapscott describes the transformation: “government
becomes a platform for the creation of public value and social innovation.
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It provides resources, sets rules, and mediates disputes, but it allows citizens,
non-profits, and the private sector to do most of the heavy lifting” [27]. The
European Commission [10] underlined this viewpoint, pointing out Public Sec-
tor Body (PSB) and private companies as the ideal stakeholders for providing
open data, excluding citizens in providing other than private data.

Data about various topics such as maps, weather, crime rates, traffic, and
infrastructure, budgets, environmental ratings, and census studies are being
released in open and machine readable formats. It is suggested that open govern-
ment, and in particular its key pillar, i.e. open data, has greatly influenced the
way the public sector interacts with citizens, the way innovation is created, and
by whom services is created [27]. In this sense, open data as a concept contains
strong influences from other crowd-based open movements such as open source
and open access [42].

However, both practice and theory about managing these transformations
remains scarce and current discourse is mainly targeting the challenges con-
cerning publication of data rather than the challenges of obtaining value from
innovative use of the data [4] [20]. In particular, understanding how new forms of
relations between citizens and public sector organizations can enable citizens in
participating in public processes is being neglected in many open data initiatives
[11]; [38]. Not only does this pose as a problem for the future potential of regard-
ing citizens as a source of knowledge for rationalize public sector processes and
increase democratic processes, it also becomes a hinder for seeing the citizens’
possible participation in new value creating services [7] [11].

In terms of e-services targeting citizen involvement and participation, much
work has been directed towards social networking: the Wave platform [28] uti-
lizes a combination of argument visualization, social networking and modern
web technology to enhance debates in community environments; the Initiative
Mapper [26] helps immigrants communicate and collaborate through the social
web; and [34] examines the support for e-participation and e-governance through
social media channels such as Facebook and Twitter. Social software allows quick
access to information and easy means of networking. On the other hand, its laden
with barriers such as redundancy with regard to other systems, a loss of control
over one’s data and knowledge, and its also somewhat time-consuming. [33] E-
participation through social networking typically allows participation through
service consumption and data generation, not through service development. In
many cases (e.g. [14]) social networking services only offer one-way information.

While open data is increasingly published using cloud storage technology,
access and provision of the same data is to a large extent provided through
apps, often compiled as service content [7]. This implies that when examining
citizen involvement in innovative open data use, one cannot neglect the media-
tor of this data; the mobile device connects the user to the open data through
the mobile app and service. This is also substantiated by research that points
out the mobile device as a driver for open data, superseding web solutions tar-
geted for laptops and stationary computers [27]. Thus, mobility and the mobile
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e-service has the potential to play a key part in transforming citizen involvement
in e-government processes.

One way to describe the service process is through the Customer Service
Life Cycle (CSLC) [18]. The CSLC represents an established way to depict a
typical transaction between a customer and a service emitter. It consists of
four main phases, being requirements, acquisition, ownership, and retirement.
Within e-government processes, requirements, acquisition, and ownership are
the most germane [40], and as e-services emitted by governmental instances
most often is free of charge, the term ownership will be replaced by service
consumption in our argumentation. Requirements is about assisting citizens in
choosing the e-services most suitable for their needs. [Service] acquisition deals
with helping the citizens obtain the desired transactional outcomes. The service
consumption phase denotes when the citizen, more or less autonomously, uses the
service. Activities like service development and data generation is not part of the
traditional CSLS. Today, these pre-CSLS phases are almost exclusively managed
by PSB or third party developers. As a recent report from the European Public
Sector Information Platform (EPSI) [3] points out, this also causes problems for
the PSB to foresee how citizen value different types of offered data.

Fig. 2. Our concept; our CSLC extension marked with gray background/dotted line

Our concept is built around the combination of mobile e-services and open
data, applied in the e-government service process context. The novel components,
besides the actual combination of the two technology areas, are 1) the addition
of data generation, data acquisition, and service development into the CSLS,
and 2) the possible citizen-driven continuation of the CSLC, during or after the
service consumption phase. As shown before, e-services are mediated through
transmission over computer networks, and therefore have a digital nature. Data
becomes the atomic unit of these services, and thus has to be generated in
some way for the service to exist. This data generation is carried out in the data
generation phase, and in our concept we allow the generation to be conducted by
either government or citizens, or preferably both. In our conceptual model, data
is made publicly available through an open data API. This allows data acquisition
which may or may not be linked to the rest of the CSLC, and again offered
to both government and citizens. Given an open and easy-to-use framework for
service design, once again we extend the CSLC to include citizens in the e-service
process, in this phase by allowing citizens to compose the actual service (service
development). Although uncommon, there are some related projects where the
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provision of citizen service development has been targeted. IFTTT [17] is an
online service connecting different e-services through triggers and actions. This
allows users to create composite services, i.e. having Dropbox react upon the
user’s Instagram activity. On a municipal level, there is the “My Skellefte̊a”
framework [22], providing templates and API:s for HTML5 and JavaScript based
e-service development and distribution, open for public use. Another example
is SATIN [5], a toolkit targeting non-programmers, allowing citizens to develop
mobile services through a drag-and-drop editor. However, these earlier projects
do not combine service development with the generation or acquisition of open
data. Figure 2 depicts our concept.

3 Results

Following the concept-driven design approach we created a concrete prototype
manifesting our concept. The target was to incorporate the concept design as a
“whole”, making it possible for us to expose the concept to evaluation both in
theory and (in our forthcoming work) in a use situation. The prototype consisted
of four major connected modules, being 1) Roadroid, a tablet and an app used
for road surface quality measurements; 2) An open data API; 3) “My Skellefte̊a”,
a municipal e-service platform intended for citizens; and 4) The “Walkways and
Cycle Paths” mobile e-service.

The design incorporates all six phases of our extended CSLC. Data generation
is carried out through Roadroid; data acquisition is made possible through the
open data API; the traditional requirements, service acquisition, and service
consumption, as well as service development, is provided through “My Skellefte̊a”
and the “Walkways and Cycle Paths” mobile e-service.

3.1 Data Generation: Roadroid

Road quality decreases over time. Climate and traffic effects the road system
(normally consisting of pavement, subterranean layers, and drainage) and wears
it down [2]. Meanwhile, road maintenance costs grows almost exponentially,
along with increased travel times, logistic problems, and injury risks. Road qual-
ity can be measured using a roughness measurement system, e.g. the Interna-
tional Roughness Index (IRI) [36], developed by the World Bank and adopted
as the standard measurement system in many countries. IRI is a calculation
of the vertical acceleration through the distance covered. Today it is the most
commonly used index for evaluating road systems in the world.

Roadroid [12] is a service providing road quality measurements through an
app installed on a regular smartphone. The smartphone is calibrated and posi-
tioned in a vehicle. The accelerometer analyzes 100 vibrations per second (i.e. a
100 Hz signal) and calculates one IRI value per second. Experiments [24] show
that the precision of Roadroid correlates to laser measurement systems with a
degree of 81%. Roadroid measurements are always accompanied by timestamps
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Fig. 3. Left: Roadroid installation; Right: Walkways and Cycle Paths Mobile e-Service

and GPS data, making it possible to export road quality information that is
both location-based and temporal.

In our concept manifestation, the Roadroid app was installed on a pre-
calibrated Samsung GT-P1000 running an Android 2.2 OS, and then mounted
on an approved bicycle trailer, using a dedicated fastener to fixate its position.
The trailer was also equipped with 10 kg of ballast, as per recommendation from
the Roadroid manufacturer. Tires were controlled to have an air pressure of 1.8
bar (matching the recommended span of 1.5-2.0 bar). The initial data collection
was carried out during a two month period during summer. Six people were
taking turns in using a bicycle and the attached Roadroid-equipped trailer to
cover a total of 70,9 km of walkways and bicycle paths. Before each round of
tests, air pressure and tablet fixation was checked. Anomalies during test rounds
were noted in a dedicated form, along with other observations such as weather
conditions and visual inspections of the bicycle paths.

Roadroid stands as an example of a data generation system, that could be
provided to citizens in different ways, e.g. by municipal libraries, lending them
out in the same way as they currently do with books, tablets and other media.

3.2 Data Acquisition: The Open Data API

When allowing citizens to access and use raw open data, this activity is added to
the CSLC. In our extended CSLC, data acquisition connects data generation to
both requirements and service development. When data is communally collected,
it needs to be transferred to the open data repository in a pre-defined way in
order to map the data already in storage. Meeting this requirement, our design
is influenced by standards for open APIs aiming to transfer open data in a
structured form, commonly used for services like “Fix my street” [32]. In addition
to this, data acquisition also includes an open API for citizens to retrieve stored
data [9]. Our proposed design uses a scripted Comprehensive Knowledge Archive
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Network (CKAN) environment, allowing open data download and providing an
API for app and e-service integration. The open source Resource Description
Framework (RDF) is used as the standard model for data interchange. [31]

Altogether, we see the data acquisition phase as being constructed with two
different APIs; one for adding structured data, and one for retrieving the previ-
ously collected data.

3.3 Service Development

“My Skellefte̊a” (“Mitt Skellefte̊a”, in Swedish) is a free of charge smartphone
application that contains both public information and many of the services
offered by the municipality of Skellefte̊a. Recycling, opening hours, and an inter-
active school lunch service, where pupils can rate the food that they are served
at their school, are all examples of service included in the application. All ser-
vices are developed using HTML5, and thus the application (which is available
for both Android and iOS) functions as an enhanced web browser – a dedicated
mobile e-service container. Most services are developed by Skellefte̊a munici-
pality, but one of the services is a meta-service, allowing anyone to develop
HTML5-based services and then run these through the “My Skellefte̊a” appli-
cation. In that way, everyone with rudimentary web programming knowledge
can contribute to the service development within the municipality. The applica-
tion is part of a larger framework, offering back-end services such as database
and server-side script support, a service library containing information about
both services and devices, and both internal and external API:s for hardware
access, geographical positioning, and enhanced communication. Templates help
preserve a uniform look and feel of all services included in the “My Skellefte̊a”
framework. As services are HTML5-based, they can often be accessed through
an ordinary web browser as well, and thus not exclusively bound to the “My
Skellefte̊a” framework, although the framework typically enhances the services.
In summary, the “My Skellefte̊a” framework acts as a e-service marketplace,
e-service development platform, and e-service container in one. [22]

The “Walkways and Cycle Paths” mobile e-service was implemented as a
service within the “My Skellefte̊a” framework. As mobile e-services have been
proven qualitatively different from traditional e-services [21], we followed exist-
ing guidelines for mobile e-services in our design. First, the mobile e-service was
designed with full service mobility in mind. It should be reachable regardless
of device, network, or location. The Android and iOS “My Skellefte̊a” “con-
tainer applications” makes the service available on the two largest mobile plat-
forms today, the app is easy to find in both Google Play and App Store. The
service can also be accessed through an ordinary web browser, although this
would be postulated by the user being aware of the actual “Walkways and Cycle
Paths” service URL. The service is user-centered as it allows users to partici-
pate in development, usage, and upkeep of the service, although it also has the
potential to aggregate measurement data from many sources, capitalizing on the
co-operative features of joint creation. Direct two-way communication is also
implemented through a basic service already included in the “My Skellefte̊a”
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platform allowing the user to contact the municipality making a direct phone
call or through multimedia messages, and through a default contact-form embed-
ded in all e-services offered through the framework (the “Walkways and Cycle
Paths” being no exception to this). E-service UI design is accomplished using
the “My Skellefte̊a” HTML5 and CSS3 templates, giving a uniform look-and-feel
to all the mobile e-services within the framework. This also helps in achieving
the goal of platform independence. As for the usefulness of the mobile e-service,
this will be evaluated as part of future work, using real users as test subjects.

4 Conclusions

In this paper we have presented a mobile e-service and open data concept. The
novel components in our concept, besides the actual combination of mobile e-
services and open data, are 1) the addition of data generation, data acquisition,
and service development into the service life cycle, and 2) the possible citizen-
driven continuation of the service life cycle, during or after the service consump-
tion phase. We allow the data generation to be conducted by either government
or citizens, or preferably both. In our conceptual model, data is made publicly
available through an open data API. This allows data acquisition which may or
may not be linked to the rest of the service life cycle, and again offered to both
government and citizens. Given an open and easy-to-use framework for service
design, once again we extend the service life cycle to include citizens in the e-
service process, in this phase by allowing citizens to compose the actual service
(service development).

We have demonstrated how our concept could work in the context of e-
government to support citizen involvement through the development of a concept
design. Further, we have developed and evaluated our concept design according
to the first four steps in the method of concept-driven design, being concept
generation, concept exploration, internal concept critique, and design of artifacts.

Future work will include the last three steps of the conceptual design app-
roach, being external design critique, concept revisited, and concept contextual-
ization. We intend to include our design, based on our extended CSLC, in a
focus group study, producing concentrated data about this certain phenomena
in a relatively accessible way [30], which is very suitable when working with
concept-driven interaction design research. This will be important for revisiting
the concept, finding support for our ideas and validating the prototype with its
underlying concept. Our main purpose will be to continue the examination of
the possible transformation of citizen involvement in e-service processes.
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Abstract. As the Internet of Things (IoT) is becoming an increasingly trendy 
topic both for individuals, businesses and governments, the need for academi-
cally reviewed and developed prototypes focusing on certain aspects of IoT are 
increasing as well. Throughout this paper we propose an architecture and a 
technology stack for creating real-time applications focusing on time-series data 
generated by IoT devices. The architecture and technology stack are then im-
plemented through a proof-of-concept prototype named Office Analysis as a 
Service, DaaS, a data-centric web application developed using Meteor.js and 
MongoDB. We also propose a data structure for storing time-series data in a 
MongoDB document for optimal query performance of large datasets. One 
common research challenge in the IoT, security, is considered only briefly, and 
is of utmost importance in future research. 

Keywords: Internet of things · Mongodb · Data analysis as a protocol · Meteor · 
Restful services · Reactive visualisation 

1 Introduction 

The Internet of Things (IoT) is perhaps the fastest emerging technology trend of the 
present time. The IoT technologies and applications are still in their infancy [6], and 
so the academic community must thoroughly address the area. Although ‘IoT’ was 
initially meant to describe a network of RadioFrequency ID-enabled devices, it has 
since been expanded to the following widely accepted definition [6]:  
 

a dynamic global network infrastructure with self-configuring capa-
bilities based on standard and interoperable communication proto-
cols where physical and virtual Things have identities, physical  
attributes, and virtual personalities and use intelligent interfaces, 
and are seamlessly integrated into the information network (Kranen-
burg, 2007 cited in [6]). 
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It becomes clear that the Internet of Things indeed encompasses all devices with a 
sensor, but there is also a second implication: the huge number of data points that will 
inevitably be collected is of no use to anyone unless it is processed. The definition 
also presents us with several implicit challenges, backed by Xu et al. [6] and Palattella 
et al. [4]. These include, but are not limited to, privacy, distribution and maintenance, 
and security concerns in the distributed system that is the IoT. These are all important 
areas to explore, but outside the scope of this paper.  

Also important to mention is the Web of Things (WoT) [1]: the software layer on 
top of the Internet of Things. This paper mainly focuses on the programming model 
side of an IoT application, and is thus mostly concerned with the WoT. Furthermore, 
standards are a real concern. This is described in Palattella et al. [4], which empha-
sises emerging industry alliances and IEEE/IETF working groups as the key to  
success. Finally, the pre-eminent concern of this paper is the gap of knowledge with 
regard to modelling and implementing complete IoT-oriented applications, as  
described by Paganelli, Turchi and Giuli [3].  

This paper first revisits the current state of research on the fields of the Internet and 
Web of Things, respectively. It then presents an architectural model and proof-of-
concept implementation of a full-stack IoT-oriented application which accepts, stores, 
and provides access to the data in addition to subscription to real-time feeds for new 
data points. Third, it compares the experiences from modelling and developing the 
application to the existing research. Lastly, the most important lessons are highlighted 
and briefly discussed. 

2 Related Work 

In this section we consider relevant literature and related work within the field. Xu et 
al. [6] contribute a major review of the current research on the Internet of Things 
(IoT). A very recent survey paper [6] identifies several key gaps in the current knowl-
edge body regarding the Internet of Things. The main points - cost, security, stan-
dardisation, and technology – are all areas that will need to be explored further, but 
only standardisation and technology are considered in this paper. Additionally, they 
propose a service-oriented architecture (SOA) style approach to the Web of Things. 
This approach is not considered by this paper. As mentioned in the introduction,  
Paganelli et al. [3] describes a lack of actually modelled and implemented applica-
tions as a major hole in the current research body. This paper also refers to a relatively 
large number of other papers proposing middleware and frameworks for designing 
applications in the Web of Things. However, Palattella et al. [4] claim that what may 
have previously seemed impossible given the restrictions of the Internet of Things in 
terms of building a standards-compliant stack may indeed become a reality. They 
propose a highly technical communication stack for an entire application, but have not 
actually considered implementing a system. It is worth noting that their stack includes 
IETF’s RFC 7252 - the Constrained Application Protocol (COAP) (2014) for applica-
tion layer communication. 
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Xu et al. [6] also mention context awareness as an important factor in the Internet 
of Things, as millions and billions of sensors will be connected, collectively produc-
ing extreme amounts of data. While not considered by this paper, using context 
awareness and artificial intelligence to filter out meaningful, important data will be a 
great tool as we begin to find more and more use cases for the Internet and Web of 
Things.  

It seems that there is no lack of proposed frameworks, protocols, and standards for 
connecting things to the internet and making them part of the web. There is no short-
age of frameworks for the actual communication between devices and servers, either, 
and we have quite a few contributions regarding storage of very large numbers of data 
points. We also have much research on analysing the data on the field of Big Data, 
but that is outside the scope of this paper.  

Disregarding cost, privacy, and security, the main problem of the current Web of 
Things research body seems to arise only when committing to building a complete 
full-stack application: there is no standard, proven, manufacturer-independent way to 
implement a complete application for gathering and analysing data from a custom 
Internet of Things system. Indeed, as Xu et al. [6] put it: the Internet of Things is still 
in its infancy. 

3 Data Analysis as a Service (DSaaS) 

A clear gap identified in the previous section is the lack of sample implementations of 
full-stack applications where communication, storage, analysis opportunities, and 
availability are all thoroughly discussed and actually implemented. DSaaS is an at-
tempt to start bridging this gap, but will naturally only provide the perspective of one 
domain, one technology stack, and one use case. Very briefly, DSaaS accepts and 
stores data from providers (sensors), pushes the new data to a very simple customis-
able dashboard, and provides (optionally real-time) access to the data sets. Security is 
not considered in the prototype. It was implemented with the sole goal of building a 
complete application designed to handle data from the Internet and Web of things. 

The current architecture and technology stack is the result of several iterations in 
which we experimented and prototyped in order to find the most well-fitting combina-
tion for our paper. We initially laid out a few requirements for the architecture and 
stack to support. Examples of such include the ability to rapidly prototype the artifact, 
support real-time data synchronization at some level, and it should fit into previously 
discovered challenges related to the IoT.  

The DSaaS core is a central server written in Meteor1 providing access to both 
storing and retrieving data. It also provides the option of subscribing to a change feed 
for a specific resource to receive updates to the dataset in real-time. DSaaS also pro-
vides a very simple real-time dashboard (Fig. 1) for monitoring incoming data.  
Finally, it provides a management interface for customizing the dashboard and defin-
ing the integrations that can be displayed in the dashboard. 

                                                           
1 https://www.meteor.com 
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Fig. 1. The simple dashboard with two integrations 

 

Fig. 2. Sample integrations 

An integration is a data provider of any kind that will upload data to the service. 
An integration is expected to be a single sensor whose data is sent to the Internet - 
typically via an Internet-enabled microcontroller - although it is possible to get crea-
tive. As seen in Fig. 2, creating an integration automatically generates a unique ID, 
which must be included in requests to upload data as identification. In addition to 
endpoints for storing data, DSaaS provides two different types of endpoints for ac-
cessing the stored data. The simplest of these is a traditional REST endpoint that  
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exposes data from each sensor as a resource with a unique URI: an HTTP GET  
request fetches data from the present day. Of course, applying filters to fetch for ex-
ample all stored data, data from the present week, or data from the last ten days, 
would be helpful, but this was outside the scope of the prototype. 

The second data access endpoint provides a real-time change feed that sends all 
new relevant data points to the consumer as it is stored in the database. The protocol 
for real-time data updates is Meteor's Distributed Data Protocol (DDP)2, which is 
based on WebSockets. Because DDP’s publish and subscribe-pattern (pub-sub) is 
agnostic [2] and not coupled with Meteor.js, DDP can be used to communicate be-
tween server-to-client, machine-to-machine, etc. This goes back to the interoperability 
aspect identified in several reviewed paper. It could naturally be possible to define a 
custom protocol with plain WebSockets, and that would enable building real-time 
graphs or custom dashboards for the data, or real-time analysis with for instance 
Apache Storm3. 

The prototype also includes three sample integrations/data providers (a Spark Core 
microcontroller4, a native Android application listening for light values in the room 
using the light sensor on the mobile device, and a simple Ionic5 cross-platform appli-
cation for mobile and web for registering a single value. Finally, the prototype includes 
one external real-time consumer written in JavaScript, which is a proof-of-concept real-
time graph for a single sensor. 

4 Implemented Prototype Artefact 

Our prototype, named Office Analysis as a Service (DaaS) consists of a web applica-
tion where users can sign up and log in to the service, register new integrations (their 
own sensors), edit their dashboard, and view the dashboard to be displayed at a moni-
tor or similar. The initial idea was to provide offices and workplaces with the ability 
to monitor their environments, and act on the resulting data. The end-product became 
rather general as it stores data from any source, being sensors or similar, as long as 
the data is in a given format, so the DaaS name is merely a thing of the past  

There are various databases, like InfluxDB, KDB+ and KairosDB, exclusively de-
veloped to handle such data structures, but MongoDB comes bundled with Meteor.js, 
and is currently the only database fully supported by the Meteor Development Group. 
Because of the tight coupling, it was decided to implement a time-series data structure 
into MongoDB instead of writing an adapter for Meteor.js to talk to InfluxDB or some 
other time-series-only database. Because MongoDB is a document database, we store 
data in documents and collections instead of rows and tables like in a traditional SQL 
database. For instance, we have implemented a collection named IntegrationData, 
where a document has the following properties: 

                                                           
2 https://www.meteor.com/ddp 
3 https://storm.apache.org 
4 https://store.spark.io/?product=spark-core 
5 http://ionicframework.com/ 
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MongoDB to store timeseries data, which was expected to be stored in DSaaS. Being 
required to use MongoDB for storage required a custom data structure to achieve 
acceptable performance. 

Another important point to make about using established protocols, even if they 
(like Meteor's DDP) are not widely used outside of a small community, it may be easy 
to find third party libraries to help speed up development. For example, the real-time 
consumer graph used the library asteroid7. By defining a custom protocol with Web-
Sockets, all communication must have been implemented by hand. 

As long as there are not enough good all-purpose reference implementations with 
the proposed frameworks and protocol stacks, building something based on existing 
and well-defined protocols is easier. For rapid prototyping of a system, it seems best 
to prefer well-defined protocols and architectural styles like REST, and try to use 
existing frameworks for both client- and server-side applications. For commercial 
products, however, and especially if one aims to deliver several variations of the same 
product, service, or platform, exploring and using protocol stacks and frameworks 
developed specifically for the Internet of Things may be the best fit. 

Several aspects of building a commercial application for actual use have been  
ignored in the development of DAaaS. Examples include security in both providing 
and consuming data; privacy, which has not been considered whatsoever (and right-
fully so: the platform only stores and displays data in a custom fashion); and no error 
handling is implemented: if anything unexpected happens, the system will not do 
anything to restore state or shut down gracefully. These are all considerations to make 
which may differ from the regular Web application when introducing the aspect of 
Internet and Web of things. 

While no actual (big data) analysis of the data was performed by the prototype, 
leaving potential issues with this type of data unexplored by this paper, the proof-of-
concept shows that, in its current state, it can connect Internet-enabled devices to our 
service via REST interfaces, persist the time-series data in a query-optimized fashion, 
and both real-time (DDP) and statically (REST) integrate into external services. 

Because of DDP’s agnostic communication-approach, it could be of interest to re-
search on the protocol’s ability to handle real-time machine-to-machine communica-
tion in constrained environments. Overall, the DDP protocol has proven itself as a 
potential standard for real-time data synchronization between client and server, and 
the REST paradigm for sending data between constrained environments (sensors via 
microcontrollers) to RESTful endpoints at a server. 

However, the possibly most important experience from developing the DSaaS ap-
plication is that handling providers and consumers of the Internet and Web of Things 
just like any other type of client in the business logic of the application is tremen-
dously helpful: if data from things needs to be transformed to fit a certain structure, 
then it should likely be transformed in the communication layer of the application 
before ever reaching the business logic. 

                                                           
7 https://github.com/mondora/asteroid 
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As a final remark, HTTP/28 is on its way, and will certainly be an interesting 
player once released, allowing two-way communication and several asynchronous 
requests over the same connection. This may impact the need for COaP and WoT 
performance, create some disturbance in the effort to standardize WoT protocols, and 
certainly improve performance on the Web in general.  

6 Conclusion 

We have seen that the current body of research on the Internet and Web of Things 
agrees that standardization, full-stack research-oriented implementations, technology, 
and security are among the most important areas to look into in the future. Data 
Analysis as a Service attempts to address the first two of these issues, and is a small 
step on the way to bridging the gap. More focus must be directed at full-stack imple-
mentations of Internet and Web of Things-oriented applications, with special regard 
to separate use cases and domains. In particular, it should be interesting to see what 
matters in development of commercial products. 

Utilising existing Web standards instead of developing the Internet and Web of 
Things as its own technology is going to be an important part of the process of  
simplifying the Internet of Things. We will probably require some new protocols as 
well - CoAP is a great example of this - but developing the WoT with the Web and 
upcoming technology advancements like HTTP/2 in mind will be crucial. At present, 
business needs and proposed technology, frameworks, and protocols are in conflict - 
but as more example implementations become available, this will hopefully change. 
Standardizing protocols instead of having manufacturers implement custom means of 
communication is key to simplifying the Internet and Web of Things. 

Security, privacy, cost, and maintenance of a distributed network such as the Inter-
net of Things are still major considerations to make, and are certainly directions in 
which the academic community should go in the near future.  
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Abstract. In the modern world there exists many solutions for storing
and processing of data outside the company. However, despite the fast
development of many outsourcing technologies, especially cloud comput-
ing, still there are many problems and barriers connected with provi-
sioning of data storage and processing to the third parties. The paper
presents Extendable Software as a Service (ESaaS) cloud solution to
allow customer to store and process data and their software using exter-
nal provider, with keeping control over the algorithms and methods used
for processing this data.

1 Introduction

In modern world a great development of mobile solutions can be observed. With
introducing variety of mobile devices such as smartphones, tablets or smart
watches, a new problems and barriers raised. The biggest issue had vastly became
a problem of data synchronization and its availability. In order to efficiently and
effectively manage this situation a new approach in data processing was intro-
duced – a cloud computing. This revolutionary idea of storing and processing
data in one place brought a new quality to the IT market. It allowed not only to
easily overcome problem of data availability, but with appearance of specialized
cloud computing providers it also introduced a great costs savings for the cus-
tomers. Nowadays there exist numerous professional cloud computing providers,
offering variety of cloud services. Despite that, due to complexity of the market
and moving companies focus onto cloud computing there still exists a place for
a new, more specialized cloud computing solutions.

Cloud computing is a general term for everything that involves delivering
hosted services over the Internet. In other words it is regarded as a “method of
running application, software and storing the related data in provided computer
systems and providing customers or other users the access to them through the
Internet” [1,2]. Cloud computing is the use of computing resources (hardware
and software) that are delivered as a service over a network (typically Internet).

The purpose of cloud computing is to provide easy, scalable access to com-
puting resources and IT services. Currently, many types of development models
of cloud computing can be found in the literature. The most popular ones are:
Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure
c© Springer International Publishing Switzerland 2015
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as a Service (IaaS) [3–5]. Software as a Service, sometimes also referred as “on-
demand software”, is a software delivery model in which software and associated
data are centrally hosted on the cloud. It is typically accessed by users using
a thin client via a web browser. Platform as a Service is a category of cloud
computing services that provide a computing platform and a solution stack as
a service. In this model, the consumer creates the software using tools and/or
libraries from the provider and controls software deployment and configuration
settings. The provider provides the networks, servers, storage and other services.
In Infrastructure as a Service the most basic cloud-service model, providers offer
computers – physical or (more often) virtual machines and other resources.

However there are also a few issues connected with cloud computing. The
major problem had vastly became a lack of law adjustment in many countries,
which hardly follows the complexity and the size of the growing cloud computing
market. Thus in many countries a problems with interpretation of data ownership
and data protection had raised.

The problem presented in the paper concerns the storage and processing
data and software outside the company in cloud computing model. It presents
the solution, which is believed to be capable to solve the common cloud com-
puting problems and is thought to be suitable for companies, which pays a great
attention to the legal aspects of cloud computing. According to the legal def-
inition: “data processing involves a system which processes information after
it has been encoded into data, including performance of operations upon data
such as handling, merging, sorting and computing” [6,7] data processing is an
action taken on the data. It especially refers to the process of performing specific
operations on a set of data or whole database.

In order to answer the needs of companies connected with external data
and software storage and processing, a new Extendable Software as a Service
(ESaaS), cloud solution was proposed. The goal of the ESaaS solution is to solve
the problems seen by customers in currently existing cloud solutions like lack
of control over core aspects of application, without removing most important
benefits of cloud such as: consistency of resources, minimization of costs, constant
availability and scalability. That is why the proposed ESaaS cloud assumes, that
customer obtains from provider a base cloud application, which can be easily
extended by client, using modules containing new functionalities (created by
the client). Thus an Extendable Software as a Service can be understood as an
intermediate solution between typical PaaS and SaaS clouds.

The presented paper is structured as follows: section 2 presents the issues
of data storage and data processing outside the company such as their reasons,
models and possible benefits of cloud usage for companies, while section 3 deals
with description of Extendable Software as a Service cloud solution.

2 Data Storage and Data Processing Outside the
Company

Data processing and data management are nowadays one of the most important
aspects in almost every business organization. Moreover with the growth of the
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information technology and computer science the value of data possessed by a
company had greatly increased [11]. With the development of mechanisms for
data analysis and data mining it became possible to convert a pure data into
valuable information. Thus a data can be understood as a set of raw facts such as
name, surname or address [10]. An information can be produced from data and
it is a collection of facts, gathered together in such a way that it has a more value
beyond the facts themselves. For example, a database of customer names and
purchases might provide an information on a company’s market demographics,
sales trends, and customer loyalty/turnover. However in case of computing a
data can be also understood as an information translated into digital, binary
form, which is more convenient to move and to process [12].

2.1 Reasons for Storing and Processing Data Outside the Company

Among past few years a great revolution in the IT market can be observed.
With the development of Internet and increasing mobility and capabilities of
computers and electronic devices the new opportunities arise for industries. It
became easy for companies to gather, store and exchange a large amount of data,
which nowadays is considered as the most valuable asset of every company [9].
Moreover emerging of Internet had its result also in the increase of the requests
for both on-line and off-line data storages. However the rapid pace of change in
technology started to cause a variety of problems for a company of any size. It
became a great challenge for many of them to catch up with the IT infrastructure
in order to keep it up to date and in appropriate size, which will allow to maintain
a large amount of data [11,12].

Thus, a few reasons for moving storage and processing of data outside the
company can be distinguished:

– Financial benefits – moving data storing and processing outside the company
may bring cost reduction for this company independently from the used out-
sourcing model [1,8]. Unlike in the traditional in-house model, the company
does not has to pay for setting the infrastructure and its maintenance (which
in most cases is at the beginning partly used) – in most of the outsourcing
models the costs are spread over time in form of monthly fees. However, in
case of hosted model and cloud solutions, in long term period it may show up,
that a sum of monthly fees could exceed the costs of in-house solution. Thus
the financial benefits should be assessed individually for company depending
on many variables [14].

– Availability of storage and space – development of the technology (especially
Internet and mobile devices) had caused for many companies the problems
with ensuring appropriate amount of disk storage and space for servers [9].
Many industries search for big amount of data storage at elastic manner for
their increasing amount of processed data [14].

– Easier maintenance – with evolving corporate IT into more distributed form
and vastly changing business needs, there raised a need for data storage and
back-ups to evolve [11]. This can be easily realized with moving data storage
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and processing outside the company structure, where data is stored in one,
common place. Moreover in case of outsourcing storage, the responsibility
for updates of the infrastructure and software may be passed to service the
provider side.

– Availability of processing resources – one of the most important reasons
leading companies to move the processing of data outside the company is
the increasing amount of data to be processed. Nowadays an increasing need
to shorten the time of searching through the growing amount of data can be
observed [14].

– Availability of data – nowadays one of the biggest challenge for most of
the companies is how to ensure a constant access to their services through
variety of devices. With moving data storage and processing to the external
servers it became easier to ensure a constant access to the resources and
applications [14].

2.2 Data Storage and Data Processing Models Outside the
Company

Among the past few years, with increasing need in companies for easily accessed
and processed data a few external data storage and processing models were
developed.

Collocation – one of the most basic and simple form of storing data out-
side the company. In this model company buys from third-party an access to
the shared datacenter facility over which may store its IT equipment [2,6]. In
other words a collocation can be understood as rental of place, Internet connec-
tion bandwidth, air-conditioning and power supplies for keeping customer-owned
servers in good shape, at secure place and constantly connected to the Internet.

Hosted Model – an extended form of collocation, in modern sense well
known from the 1990s. Hosting supplier provides not only the facility as in collo-
cation but also ensures IT equipment. In its essentials hosted model means,
that customer buys from host vendor a solution which is installed in data-
center or ‘hosting center’, where either physical or virtualized servers that he
owns/leases/finances are setup. The owner of the software is customer, who
buys an indefinite license for it, and pays monthly fees for its maintenance. If
the customer stops paying for maintenance the software will continue to work at
a last paid version. In its most developed form this model can resemble the low
end cloud solution [6,7,11].

Cloud Computing – one of the newest approach in outsourcing, very sim-
ilar to the most developed hosted models. However unlike in hosted model the
customer has almost no knowledge about physical placement of the servers and
technical details of the solution. The customer pays vendor monthly fees, accord-
ing to the actual usage of the data storage and processing resources (or in its
highest form for a whole application). Data storage services, processing resources
or end-solution runs on a distributed network using virtualized servers. The
resources provided by vendor are accessed using well-known Internet protocols
with a typical web-browser. All costs connected with initial setting hardware and



174 A. Poniszewska-Maranda and M. Grzywacz

software are moved to the vendor and spread over time. Moreover cloud comput-
ing model provides high elasticity in availability of resources whenever customer
will request them. The root idea of cloud computing is to provide to client a
high-end solution, ready to use, which incorporates all components requested by
a customer. Such solution may be composed of servers, database engines, net-
work connections, monitoring tools, collaboration applications, objects storage
and processing resources [1–3,8].

The cloud computing as a model provides many useful features for a client.
Despite many specific implementations, the general and the most important
advantages of cloud computing are [6,14]:

– elasticity and scalability of resources – provided resources can be easily
adjusted to the needs of a client; available resources are almost unlimited,

– reduction of costs – by introducing of monthly fees and reduction of infras-
tructure, client can gain wide costs savings,

– easy access to data – data stored and processed in one place can be easily
accessed through the Internet connection.

To sum up, there are several reasons, which may drive company to move data
storage and data processing outside its structures. The main factors, which are
considered before introducing external data storage and processing are: reduction
of costs, pursuing for gaining efficient resources, which may be easily extended
and obtaining easier maintenance of the infrastructure. Moreover one of the fac-
tor may be also lack of space for keeping appropriate servers inside the company.
In order to achieve these goals a client can consider many options. The most pop-
ular models are collocation, hosted model and cloud computing. Out of these
three models the newest and thus the most popular model is cloud computing,
which is flexible and can easily answer to most of the needs of the single client
and can provide a great help in storing and processing of data outside the com-
pany. In contrary the collocation requires from the customer many investments,
which does not guarantee great boosting of the effectiveness, but provides the
highest (especially from the legal point of view) control over data storage and
processing resources, because the owner of them remains the customer.

2.3 Possible Benefits of Cloud Usage for Companies

The most clear and important benefits of introducing the cloud into company
corresponds to the companies’ expectations, however it holds much more values
to the companies than their managers used to think. For instance the cloud
computing can not only reduce costs up to 15% of IT budget [13], but it also
provides a great possibility to obtain a better control over them. The typical
payment system for the cloud usage – “pay-as-you-go” basis allows to manage
the costs and fit usage of cloud to the current needs of company [8].

Next benefits brought by cloud computing can be found in technical aspects
of IT in company. As it is expected by most of companies the cloud computing
can give company a superior IT performance and great scalability. This can
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be considered not only as single adjustment of resources in order to maintain
the proper level of access to the services. It can be also seen as a scheduled,
frequent changing of scale of demanded resources – even on a daily basis. Cloud
providers can give a possibility to enhance resources in a daily schedule for some
applications which need extended resources for couple of hours (usually for tasks
performed at night, e.g. reporting services or newsletters) in order to perform
their tasks and then return to the standby mode [12,14]. Free for the rest of a
day resources can be then allocated to the other services, giving more rational
resources usage and reducing the probability of oversizing IT infrastructure.

Cloud computing can bring to the IT infrastructure a great opportunity to
have an access to the newest technologies. The cloud computing allows for easier
implementation of changes into outsourced hardware and software, which reduces
necessary of buying multiple licenses for new software and replacement of the
multiple similar server units. For instance in case of the PaaS solutions an update
of the development environment has to be done only on one outsourced machine,
which is then accessed by many users. However in order to get that benefit a
proper regulations have to be included in agreements with provider, which should
be responsible for upgrading of physical resources and their software.

Reduction of IT hardware resources and moving the responsibility for com-
panies’ maintenance and upgrading allows to enhance flexibility and opening to
introduce the new solutions. According to the study conducted by IDC, cloud
computing allows to simplify and fasten a process of application deployment at
time rate about 75% [13]. Moreover, a cloud computing can also ease an access
to the services and applications. The web based character of cloud services and
access through the Internet connections allows to simplify the process of data
access from any place in the world using tablets, smartphones, laptops, PCs [8].

3 Extendable Software as a Service Solution

Many of the customers search for flexible solution, well-tailored to their needs,
for a low price. What is more many of them want to keep control over core
aspects of their business, which in some cases may be hardly reachable in terms
of the newest outsourcing model – cloud computing model. Furthermore, there
exist many threats preventing companies from outsourcing their data storage
and processing to the external firms. The top threats seen by companies are:
security issues, losing control over data and application, legal aspects of cloud
computing. Finally, in case of customers whose trade area is specific or hermetic
environment, or demands very specific knowledge and years of experience in
business it may be very hard for the customer to find a proper cloud solution.
This derives from the fact, that in such situation it is also hard for provider to
offer a high quality, robust solution, which will fully satisfy the needs of such
customer.

The answer for the situation described above may be presented in Extend-
able Software as a Service (ESaaS) solution. The core assumption of the
proposed solution is to allow customer to store and process data using external
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provider, with keeping control over the algorithms and methods used for pro-
cessing this data. Moreover, in order to maximize the benefits for customer, it
is assumed that ESaaS should incorporate benefits of cloud computing model,
especially: minimization of costs, scalability, availability, consistency of resources
and ease in development. That is why, the base idea of ESaaS solution is to sup-
ply customer with a basic cloud solution (fulfilling the most common needs of the
companies), which functionality can be enhanced by customer. Thus, Extendable
Software as a Service can be understood as an intermediate solution, between
typical PaaS and SaaS cloud models.

The base idea of ESaaS is to allow the customer to extend the functionality of
base web application by loading into it an additional modules developed by him
(Fig. 1). Such module is in essentials a package with a code (Java classes), which
would be dynamically loaded to the base ESaaS web application. This approach
has its reflection in the “world” of desktop programs, where user installs some
application and after that he is able to add on-demand the new functionalities.
In the ESaaS solution this additional, on-demand functionalities are brought to
the world of web applications, which should be constantly accessible.

Fig. 1. General scheme of ESaaS solution idea

Figure 1 describes the general idea of ESaaS cloud solution. According to
this figure there are a few constraints, which should be fulfilled:

– The base application should be ensured by provider. The role of a vendor is
to create a web application, which will act as a basis for adding extensions
and will consist of some basic set of features and functionalities.

– Base application should be able to load Java classes encapsulated in form of
jar package.
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– Loading of plugin to ESaaS application should not interrupt its operation
and force disruption in usage for a user. In other words, user should be able
to use loaded plugin just after adding it to the application or in short period
after that.

– Each plugin should be validated in order to allow to load only such plugins,
which are delivered by trusted suppliers (customers).

– Customer may store plugins on his file server, which allows to give him a
better control over delivered plugins.

To sum up the constraints listed above the base assumption of Extendable
Software as a Service cloud is that this cloud is provided by vendor, who allows
customer to add valid plugins to it, which are basically Java classes packed in
JAR file. However, provided cloud application should allow to add the additional
functionalities in real time manner, so the user could use them immediately. At
the end the customer should have the ability to add plugins, which are stored at
his place, not in the place strictly defined by vendor. That is why, the process
of adding plugin to the application consists of two steps:

1. Uploading plugin to the plugin’s storage server.
2. Adding information about plugin to the web application’s database.

However, such approach of ESaaS cloud may cause many security threats.
Thus in order to minimize such concerns and maintain a high level of security
only selected users should be able to add plugins to the application. The control
over addition of plugins should be provided only to the administrator (Fig. 2),
who should be able to expose additional functionality only to the given group
of users (or all users). Thus only users with given permission to use plugin are
able to use this plugin. The administrator should be a person delegated from
the customer’s side, but it may be also one designated by the provider. He has
to take care of access permissions because the plugin has to be developed taking
care of this issue. Such approach allows to easily control the access to the plugins
and ease maintenance of the application.

To conclude Extendable Software as a Service solution is an intermediate
solution between PaaS and SaaS cloud models. The main goal of ESaaS is to
answer the needs of customers, who want to keep benefits of cloud computing
and in the same time have much more control over algorithms and methods
used for processing of data stored and processed beyond company’s structure.
Moreover Extendable Software as a Service can provide many advantages for
both customer and provider. Developing by provider only base web application
allows him to broaden his target group of customers. What is more he can also
minimize the costs of developing ESaaS application. In the other hand with abil-
ity to enhance the functionality of ESaaS cloud the customer gains a possibility
to obtain a “tool” which fully satisfies his needs. Thanks to basing ESaaS on
the cloud model, the customer gains an easily accessible application over the
Internet. With a possibility to scale resources, the client can adjust amount
of storage and processing resources to the actual supply. Moreover, resources
obtained from provider are consistent, so the problem of mismatches between
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Fig. 2. Use case diagram of basic ESaaS cloud

different branches of company is minimized. Finally, the last benefit for customer
is derived from the possibility to store plugins on his file server. This allows to
reduce the problem of ownership or copy rights, because the most important
for customer functionalities remains at place owned by him, not by vendor of
ESaaS cloud. Thus the provider has no legal rights to the plugin, because it is
not stored with ESaaS base cloud application.

Described base idea of ESaaS prerequisites connected with maintenance and
usage of application became the basis for design of prototype of base ESaaS
cloud, called PlugCloud. Moreover the necessity of solving the problem of easy
and effective development of base application and its plugins had also played a
significant role in design of exemplary PlugCloud solution.

Generally, the working ESaaS solution should consists of file server for storing
plugins and application server, over which the base application and its database
are installed (Fig. 3). The access to the application for client is realized through
the Internet using a standard web browser. The process of adding plugin to the
application consist of two activities, which have to be successfully processed:

1. Creation of valid plugin, according to the defined requirements using appro-
priate components of base application.

2. Adding information about plugin – its class name, URL address, author,
users group, visibility, paths to methods and parameters used by them.
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Fig. 3. Infrastructure diagram of exemplary ESaaS solution

The first step in extending functionality of base ESaaS cloud is to create a
valid plugin by a customer, using appropriate components of base application.
During this stage of adding plugin to the ESaaS application, the main activi-
ties are connected, with the plugin development and uploading it to the chosen
files server. When the customer finishes the development of plugin’s code, he is
obliged to export it to the form of Java package. Then he has to upload this
package to the chosen files server, in order to obtain URL of the uploaded file.
Next, having obtained the path to plugin, the customer should add informa-
tion about plugin to base application database (or send this information to the
administrator responsible for such task). In this place a next stage of plugin
loading start.

The main goal of second step in extending functionality is to provide base
application with all information necessary to process correctly the plugin. The
role of an administrator is to add the information about plugin to the base
web application database, which allows to keep plugin code separated from the
base application. The basic information about each plugin component should be
filled-in including: full class name, URL path to plugin file, author of the plugin
(it may be a person or a company), target user group (the group, which can use
functions and visibility of plugin – if it is an active plugin). The next step is to
add paths to the plugin’s functionalities. The design of the ESaaS assumes, that
the access to the appropriate plugin’s functions will be realized using calling URL
link to the given method. Thus administrator has to add the information about
URL path to the given method and text, which will be displayed in GUI in order
to allow a user to access that URL. Moreover in order to enable inputs for the
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functionalities, the administrator should also specify the number of parameters,
which given plugin’s method takes as the arguments.

The process of loading a plugin to the application is essentially based on
the communication of base web application with its database and external file
storage containing a plugin. If a user wants to use some functionality from the
plugin, then the application connects to the file storage, in which given plugin is
placed. Information about storage of the given plugin is taken from the database,
which is placed within the application’s environment.

4 Conclusions

Nowadays with the development of the mobile devices and web platforms an
amount of data collected, stored and processed by companies rapidly grows.
Moreover, new problems were raised, connected with data availability and data
synchronization between varieties of devices. Thus, in order to solve these prob-
lems a new model for storing and processing data outside the company was intro-
duced – a cloud computing model. The ease in adjusting resources to the need
of the company, attractive pricing options, possibility of fitting costs to incomes
and variety of cloud types had rapidly made this model the most popular one in
many industries. However, despite many advantages some of the companies are
still not fully convinced about moving their data to the cloud computing. The
major factors, which prevent them from introducing cloud computing are:

– unclear and outdated law regulations in many countries, especially the one
connected with definition of owner of data stored in cloud model,

– lack of consistency in law regulations between different legal systems,
– security concerns – for most of the companies the main area of concern is

losing control over the core resources and applications outsourced to the
cloud computing.

In order to overcome problems listed above, the Extendable Software as a
Service cloud solution was proposed. Compared to the currently known cloud
computing models an ESaaS cloud puts emphasis on giving control over out-
sourced resources to the customer, forcing cooperation between the provider
and the customer. The main advantages of ESaaS, over other cloud models are:

– giving customer a possibility to fully fit the application to his needs by
providing a possibility to supply an application with functionalities created
by customer (not given by existing cloud models),

– overcoming the problem of ownership, by allowing the customer to store his
plugins in external server,

– keeping control by customer over functionalities important for his business
more than in other cloud models,

– reducing costs of developing ESaaS solution by limiting the amount of func-
tionalities to be implemented,

– introducing a possibility for vendor to extend a target group of his product
by offering many customers the same base cloud solution for adding plugins.
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To sum up, based on the conducted researches it can be clearly stated that the
biggest potential in storing and outsourcing data outside the company is in the
cloud computing model. Despite described drawbacks and problems connected
with known cloud computing solutions their advantages made cloud computing
the best of the known answers for growing amount of data to be processed by the
companies. By incorporating the best features of the known cloud solutions, and
introducing new approach into management of cloud application functionalities,
the ESaaS cloud may provide a great aid for many companies to overcome their
concerns about lack of security in cloud computing and losing control over the
core aspects of their business. It is supposed, that allowing customers to adjust
their cloud application to their needs on their own, may help many of them to
take a decision about moving the data storage and data processing to the outside
of the company, into cloud computing model. In the end an ESaaS solution may
help to develop a general cloud computing model and introduce a new quality
into it, by forcing the cooperation of provider and customer in order to obtain
a high quality, complete solution.
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Abstract. The paper comprises three aspects of our contemporary society: the 
importance of the tertiary sector of the economy - services in the developed coun-
tries, the development of new (mobile) technologies and the high penetration rate 
as well as an acceptance of “the device” in contemporary history - smartphone. 
The aim of this work is to translate these three aspects into the banking service 
sector in Austria with a focus on the payments. Due to the fact that banks are 
much impacted by developments in new ICT technologies, and they are among 
the heaviest investors in IT, this paper attempts to provide an insight of how  
the banks implement or could implement new (mobile) technologies and  
end-devices such as the smartphones, and how it can influence banking services  
in general. 

Keywords: Smartphone · Mobility · Mobile payments · Technology · Mobile 
banking services 

1 Introduction 

“The Internet and the commercial development of the World Wide Web” [1], have an 
enormous impact on the behavior of the people and companies, delivering goods and 
services. Furthermore, empowered with “the device” of the contemporary history, the 
smartphone, it has become even easier to purchase goods or services being just a fin-
gertip away of it [1, 48, 52]. 

Banking is “a major service category” [2] of the financial services family, dealing 
with payments and accounts as one of its core business activities. Though it seems 
rather conservative industry, banks are very much impacted by the developments in 
technologies. And over the years they have adopted a vast amount of different tech-
nologies – from ATM to Internet banking to mobile banking. But, what is next? 
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The latest trend in the banking industry is the mobile banking, as a complementary 
service distribution channel to the online and offline (bricks-and-mortar) banking and 
as a way of improving the value proposition to the customers. On the other hand, in a 
world “where money is increasingly more digitized” [3] there is a great plenty of 
other players (non-banking institutions) directly competing with the banks “on mul-
tiple fronts for the ownership of the customer transaction, customer relationship and 
customer experience” (ibid). And yet there is no bank playing the same game. Is mo-
bile banking paving the way for successful mobile payment service offered by the 
banks? Are banks waiting to catch the right wave? 

Due to high data sensitivity and an anticipated little chance of big banks revealing 
their strategy, this work represents the current occurrences in the banking industry 
based on a numerous scientific papers as well as case studies and reports, published 
by prestigious consulting companies [2, 3, 49, 53]. The focus is set on Austria, for 
couple of reasons; it is a developed country with a relative conservative banking cul-
ture and a birthplace of innovative phenomenons. We attempt to conclude and to sug-
gest whether mobile banking is paving the way for a mobile payment service and 
whether banks in this way are going to extend and defend their role in the payment 
industry. 

2 The Power of the Letter “m” 

The advancement in the information technologies (IT) have resulted in significant 
progress towards strategies, requirements, and development of e-commerce applica-
tions [4, 50]. The Internet itself has transformed the way people interact with each 
other, the way they search for information, how they acquire products and services 
and so on. In addition to that, “the wide-ranging economic developments, e.g. the 
integration of world economies, have made a significant impact towards increasing 
the mobility of the people” [5, 54]. 

The next new and big thing in the eCommerce is the mCommerce. Tiwari et al. re-
fer to it as “an extension of Electronic Commerce to wireless mediums” (ibid) [5]. In 
its broadest sense mCommerce includes “any transaction with a monetary value – 
either direct or indirect – that is conducted via a wireless telecommunication network” 
[6]. The cornerstone of the mCommerce is the proliferation of the smartphones (not 
long ago). Smartphones are becoming an indispensable part of our everyday lives. 
The telephone itself has long ago exceeded its function of being a device for making a 
simple phone call. Nowadays, when speaking about phones, we think of a device 
which can literally replace our PC & camera; capable of multitasking; able to connect 
to the Internet; sending e-mails etc. Thus, smartphones can literally replace the com-
puters and laptops and “open lucrative opportunities to merchants and service provid-
ers” [7, 51]. 

“Going “mobile” can be considered as one of the main global trends of the 21st 
century” [8]. Rapid advance in technology is undoubtedly making businesses depen-
dent today on technological advances only made available just years ago. This notion 
of inter dependency between business and technology is stirring up an essential need 
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to always stay vigilant of new things. Hence, the financial industry is not exclusion 
and as the other industries it is affected by as well and cannot remain immune of it. 
“Mobile Commerce services in the financial sector are generally known as mobile 
financial services (MFS) and they comprise of two applications, “Mobile Payment” 
and “Mobile Banking” [5]. 

2.1  Mobile Banking 

The banking industry as one of the heaviest investors in information technology has 
been over the decades using the benefits of the IT, “not only to run the internal business 
activities and to promote products, but also to dematerialize the customer relationships” 
[9]. On top of it, banks are cutting down on operating expenses and can “act and fight” 
on different fronts serving and reaching different customer segments through diverse 
distribution channels. New distribution channels, “such as telephone banking, ATMs, 
Internet, and mobile phones have become more firmly established” [10]. And exactly 
distribution channels and customer interfaces are on the agenda of many bank execu-
tives from US and Europe as the main focus areas for innovation [11]. 

Advancement of the ICT; mobility as one of the main global trends of the 21st cen-
tury; high penetration rate and acceptance of the smartphones; mixed altogether they 
trigger the digital mobility as “the next logical stage in the evolution of the World 
Wide Web” [12]. “Technological developments especially in the field of telecommu-
nication have made it possible to offer innovative, location-sensitive services on ubi-
quitous (“anytime, anywhere”) basis to customers on the move” [5]. The mobile tech-
nology has enriched the anytime, anywhere paradigm and on any device moment has 
been added to it. 

“Mobile Banking refers to provision and availment of banking and financial ser-
vices with the help of mobile telecommunication devices. The scope of offered services 
may include facilities to conduct bank and stock market transactions, to administer 
accounts and to access customized information” [5]. 

mBanking is being usually offered in form of an mobile application downloadable 
in the App Stores available for different operating systems (e.g. Andorid or iOS). In 
Austria all of the established and well-known banks (UniCredit Bank Austria, Erste 
Bank, Raiffeisen Bank, BAWAG etc.) have their own mobile banking application. As 
it is consumed and configured, it is being perceived as an additional channel of pro-
viding the usual services offered in online banking and is adding value to the service 
delivery process. 

“The term of mobile banking usually refers to the following three basic applica-
tions: mobile account, mobile brokerage (purchase and sale of securities) and mobile 
financial information services (account balance, securities deposit account, current 
stock prices, stock alerts, etc.)” [13]. According to the latest ING International Survey 
(2014) [14] on how people in Europe are using mobile banking, Austria counts among 
the top 5 countries (Turkey, Netherlands, Poland and Spain) with the highest mobile 
banking usage (43% (2014)) and shows a positive tendency in this regard compared to 
previous year (see Fig. 1). Among the Austrians the most used mobile banking service 
is checking account balance (see Fig. 2) [15].  
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Fig. 1. Do you use mobile banking? [14]. 

 

Fig. 2. Mobile banking - usage purposes [15]. 

Due to the high penetration rate and acceptance of the smartphones, banks can use 
their potential and “retain existing banking users in providing a new system (mobile 
banking) into the existing systems and have an opportunity to convert cell phone users 
into banking users” [16]. It is inevitable to state that the “digital technology and rapid-
fire changes in customer preferences are threatening to weigh down those full-service 
banks that limit themselves to products and services that get primarily distributed 
through physical channels” (i.e. branches) [17]. 

2.2 Mobile Payments 

Accounts and payments as part of the retail banking services “are positively corre-
lated because they often serve as anchor product and there is cross-selling potential” 
[18]. In Austria according to figures of OeNB from April 2014 there were 8.2 million 
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transferable overnight deposit accounts, whereas “almost 90% of the Austrian citizens 
(from the age 15 up) have payment cards” [19]. Retail payment services are perceived 
as “stable sources of income, contributing with the fees from payment services (or 
bank account management) to the non-interest income and helping to attract deposits 
(and thereby add to interest income)” [12]. 

In the course of time, with the commercialization of the Internet (eCommerce; re-
cently mCommerce as well) not only the way of how we buy has changed, but along 
with that (mutually dependent) the way of how we pay has also changed. The cashless 
market opens space for new entrants and financial cards (as mostly accepted payment 
method) will fight on the same front with new competitors – electronic and mobile (e-
/m-)payments. With the increase in popularity of mCommerce, “m-payment will con-
tinue to facilitate secure electronic commercial transactions between organizations or 
individuals” [20].  

“M-payments are payments for which the payment data and the payment instruc-
tion are initiated, transmitted or confirmed via a mobile phone or device. This can 
apply to online or offline purchases of services, digital or physical goods. Mobile 
payments can be classified into two main categories (see Figure 3):  

 
1. Remote m-payments mostly take place through internet/WAP or through premium 

SMS services which are billed to the payer through the Mobile Network Operator 
(MNO). Most remote m-payments through the Internet are currently based on card 
payment schemes. Other solutions, based on credit transfers or direct debits, are 
technically feasible and possibly as secure, efficient and competitive, but seem to 
have difficulties entering the market.  

2. Proximity payments generally take place directly at the point of sale. Using Near 
Field Communication (NFC), the leading proximity technology at this stage, pay-
ments require specifically equipped phones which can be recognised when put 
near a reader module at the point of sale (e.g. stores, public transport, parking 
spaces)” [21]. 
 
In Figure 4 two categories have been differentiated – bank and non-bank providers. 

Exactly this captures the essential difference between mBanking and m-payment 
(both as sub-groups of the MFS), due to the fact that “(m-) payment constitutes an 
independent business field that does not necessarily involve banks” [5]. 

“Mobile banking services are based on banks’ own legacy systems and offered for 
the banks’ own customers” [24]. “Mobile payments, on the other hand, are offered as 
a new payment service to a retail market, which is characterized by 1) a multitude of 
competing providers such as banks and telecom operators, 2) two different and de-
manding groups of adopters; consumers and merchants, and 3) challenges regarding 
standardization and compatibility of different payment systems” (ibid). 

The definition and classification of mobile payments show the complex nature of the 
mobile payments ecosystem, containing various m-payment market participants (such as 
“mobile network operators (MNOs), financial institutions, handset manufacturers  
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or technology providers) providing the payment service through numerous enabling 
technologies (such as SMS or Unstructured Supplementary Service Data (USSD), NFC, 
and mobile Internet”) depending on “the distance and relation between buyers” [22].  

 

Fig. 3. Mobile payment categories [22] 

 

Fig. 4. Number of Global M-Payments Transactions (Billion), 2010–2014F [23]. 

“The proliferation of smartphones, which enable both connection to the Internet 
and the installation of third-party apps to access new content and services” [10] is 
opening two horizons for the mBanking; one as a new banking channel and the other 
as a direct payment method. Mobile payment is an area with high potential and 
growth. The emergence of new players in the payment market is shaking the ground 
and at the same time is threatening the banks on their core financial services.  



 Mobile Payments in Austria – Is Mobile Banking Paving the Way 191 

3 Alternative Payment Methods 

“Payments fall broadly into two categories; payments for purchases and payments of 
bills/invoices” [20]. This categorization further on suggests if alternative payments act 
as a complementary to or compete on the same fronts with already established pay-
ment methods. In this chapter couple of alternative (cashless) payment methods will 
be presented. Methods, which by their existence, improve the quality of the payment 
process and establish new innovative ways of making payments and are becoming 
serious threat to the conventional payment services offered by financial institution. 

3.1 Focus: Austria 

According to World Payments Report 2013, Austria counts among the top ten Euro-
pean non-cash payments markets [23]. In Austria there are two examples of alterna-
tive payment methods that are worthwhile mentioning; namely paybox and VeroPay. 
At the same time they are both representatives of the group of m-payments; paybox 
belonging to remote, while VeroPay to proximity payments.  

A decade and a half ago, in 2000, “paybox introduced the first mobile service 
worldwide for a simple, user-friendly and safe payment via a mobile phone” [25]. 
“From its outset paybox was designed as an open payment platform and regardless of 
its ownership structure its service is available for the customers of all Austrian mobile 
network operators (MNOs)” (ibid). The crucial element in the payment process is the 
phone number. After entering/specifying the mobile number the user get an automatic 
call (PIN Call) and he/she is being required to enter a 4-digit PIN and press the # key 
on the keyboard of the phone. Subsequently, the amount for the purchased product or 
service will be directly debited from the user’s bank account [26].  

“Over the years through the cooperation with attractive partners of the domestic 
economy (such as the municipality of Vienna, ÖBB, ASFINAG, Austrian lotteries, 
large retail chains etc.), paybox could achieve high market penetration within a few 
years and with that could expand its offer introducing innovative services”[25]. paybox 
customers could pay in online shops, in stores, in taxi and even at the vending machine 
purchasing parking tickets, tickets for the public transport and for concerts and other 
events, snacks and drinks, lotto tips and books using their mobile phones  [27].  

Paybox austria as a pioneer paved the way for mobile payments in Austria. And 
better later than never, in September 2012 SECURE PAYMENT TECHNOLOGIES 
GmbH (founded in 2011) introduced an App, called VeroPay, for mobile payment 
[28]. The App allows payments at POS scanner using Blue Code technology on the 
smartphone. The Blue Code is actually generated by the App in form of a barcode 
after entering a PIN code, which is defined by the user itself for accessing the App. 
The Blue Code does not contain sensitive and personal data. At the POS “the Blue 
Code is being scanned and then transferred from the supermarket to the Secure  
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Shopping datacenter” [29].  “Subsequently, the bank transfers the amount from the 
checking account of the customer to the merchant” (ibid). 

VeroPay was initially being offered for customers which have a bank account at 
Hypo Tirol Bank and buy in the supermarket chain MPREIS, both from the federal 
province of Tyrol. A year later, after its success at local level, VeroPay was available 
for customers of any Austrian bank. Following the example of paybox, VeroPay 
started cooperation with prominent retail chains, such as Billa, Merkur and Hartlauer 
[30]. Depending on the provider, a VeroPay user can make purchases of up to 150 
euros per day [31]. 

3.2 Near Field Communication - The Promising Technology 

“The innovation within m-payment has grown rapidly over the last decade with the 
introduction of various payment methods such as Wireless Application Protocol 
(WAP), Unstructured Supplementary Service Data, SMS, and General Packet Radio 
Service (GPRS)” [32]. In the course of time, “with the advancement in short-range 
wireless technologies such as Near Field Communication (NFC), Bluetooth, Infrared 
Data Association (IrDA) and Radio Frequency Identification (RFID)” [33] and the 
looking for a more flexible, more convenient and more user-friendly payment method, 
brought all the technologies together and integrate into the mobile phones. In this 
way, it is easier to facilitate the uptake of m-payment due to the fact that they are 
already “installed in the current customer base” [34] and they can be used promptly 
by the users themselves. 

“Payments via NFC are an increasingly important area of m-payments” [35]. “To-
tally unknown just a few years ago, NFC is now increasingly establishing itself as one 
of the most promising forward- looking technologies for wireless data exchange over 
short distances”[36]. “NFC technology enables simple and safe two-way interactions 
between electronic devices (usually at a distance of 4 cm or less), allowing consumers 
to perform contactless transactions, access digital content, and connect electronic 
devices with a single touch” [37]. A contactless payment transaction “does not require 
a physical connection between the consumer payment device and the POS terminal” 
[38]. “Contactless payment was firstly developed on credit cards and an important 
implementation of that type of contactless payment is the PayPass program of VISA 
and MasterCard” (ibid). 

“NFC’s “birthplace” is in Austria (in the town of Gratkorn near Graz) and it is be-
ing invented by chip manufacturers NXP Semiconductors and Sony in 2002” [36]. 
After several pilot projects, the extensive market introduction of contactless payment 
in Austria happened mid-2013 [39] and ever since then several large Austrian banks 
(in chronological order: Erste Bank und Sparkasse, Volksbank, Raiffeisen Bank, Un-
iCredit Bank Austria and BAWAG (upon customer request)) [40] issue debit cards in 
the wake of the general exchange cards with contactless technology. “At the same 
time began the roll-out of the corresponding terminals at major retail chains” [39]. 
Exactly this moment, “the infrastructure constraints in terms of handset and  
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acceptance, have kept developments slow” [41]. “Domestic banks in Austria want to 
make more and more use of the NFC enabled cards and thus plan to introduce  
NFC-ATM for more convenient and faster cash withdrawal” [42].  

NFC enabled card are a fast and convenient way of payment for purchases below 
certain amount (up to 25 euros) without any authorization requirements (PIN code or 
card holder’s signature), whereas for all other payments exceeding the certain amount 
an authorization is required   [38]. According to the latest OeNB’s survey about the 
means of payment in Austria from the 3rd quarter in 2013 [19], it has been shown that 
58% from the respondents do not know about the NFC function. The information 
asymmetry increases with age and the level of education (ibid). 

The potential of the NFC technology is being recognized by the big players in the 
payment industry in Austria. On the one side, “in September 2013 companies such as 
Austria Card, Card Complete, Drei, Erste Bank und Sparkassen, First Data Austria, 
MasterCard, Nexperts, PayLife Bank, T-Mobile and Visa with joint forces have 
created the “Mobile Wallet Initiative Austria” [43]. Though coming from different 
industries, initiative’s common goal is to create “an open nationwide standard for 
NFC mobile wallets” [44].  

“The combination between the global popularity of mobile devices and the speed 
and ease of NFC applications (whether they are used for payments, transit or access 
control) has the potential to significantly expand the already wide range handsets’ 
capabilities” [22]. “Growing numbers of manufacturers are starting to produce  
NFC-enabled phones, and major NFC payments propositions - such as Google Wallet 
– are being introduced” [35]. The fusion of the ubiquitous character of the mobile 
phone, its wide acceptance and the convenience of the NFC technology making poss-
ible offering “additional features, such as loyalty programs, couponing and targeted 
marketing” [22], could bring bright future for making payments using the NFC  
technology. 

4 Conclusions 

In this paper, it was mainly discussed how banks’ core business segments, payments 
and accounts, are being put under pressure due to coincidence of factors. The ad-
vances of (mobile) technologies and the loosen entry boundaries in the banking indus-
try has opened possibilities for non-financial service providers to fight on the same 
front (payments) with the banks and with it the position of the banks on the payment 
market is threatened. Although payment service providers other than banks are still 
“unable to compete with banks on an equal basis as they are obliged to use the servic-
es of a bank to settle payments” [21], “profit opportunities are shifting to value-added 
services allowing nonbanks to provide payment solutions” [45].  

The evolution of the mobile channel contributes in the enhancement of the custom-
er experience. In order to sustain their competitive advantage and enhance service  
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quality and with it the customer experience, banks in Austria should consider provid-
ing mobile payment services. The terrain is prepared. Although, the cash is still the 
most preferable means of payment among the Austrians, we saw that there is positive 
tendency and consumers’ willingness to use mobile banking functionalities. Policy-
makers are creating the laws in favor of cashless payments and big players in Austria 
(such as Austria Card, Card Complete, Drei, Erste Bank und Sparkassen, First Data 
Austria, MasterCard, Nexperts, PayLife Bank, T-Mobile and Visa) have recognized 
the potential of the technologies that enable m-payments. Moreover, the smartphone 
acceptance in Austria is high (96% worldwide; 82% in Austria [46]). By going this 
way, banks should truly consider to extend the horizon of perceiving the smartphones 
as just another service distribution channel (as Gupta [47] suggests) and properly 
make use of its potential. 
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Abstract. A key technical product feature of today’s Smartphones is the mobile 
Operating System (OS). The choice in OS, not only commits consumers to es-
sential technical features, but also has implications with regard to the user inter-
face or availability of applications in the associated App Stores. In this context, 
this article examines the significance of the mobile operating systems with re-
gards to the purchase decision. To this end, an empirical survey of Android and 
iOS buyers was carried out using a Choice Based Conjoint (CBC) analysis. In 
addition, the importance of various OS features as well as differences in per-
sonal attributes of Android and iOS users were analyzed. As a result, important 
differences are presented in terms of the attitudes and preferences of these 
groups of buyers with regard to mobile operating systems. In particular, it was 
found that the mobile OS plays the most important role in the purchase decision 
compared to brand, price, or design. 

Keywords: Smartphone buying decision · Consumer behavior · Mobile  
operating system · Empirical study · Conjoint analysis 

1 Introduction 

The global market for smartphones has continued to grow in 2014 [1]. The majority 
of consumers planning to purchase a smartphone over the next year already own a 
smartphone [2]. When purchasing a device, consumers are faced with the task of 
choosing one from the ever growing variety of different device brands and models. 
One product feature is of essential significance for any smartphone ‒ the mobile OS. 
The mobile OS is a piece of essential software for any smartphone and acts as an 
interface between hardware resources and applications. Deciding on a mobile OS 
therefore also determines essential aspects with regard to performance, security, and 
applications available to the user with respect to the smartphone. But, going beyond 
the technical features, the buyer also opts for the associated Mobile Ecosystem. This 
system is created by the available mobile applications and business models pursued to 
market this software.  
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Globally, the mobile OS market is currently dominated by two companies: Google 
with Android and Apple with its competing product iOS. As a percentage of world-
wide smartphone sales, Android achieved a market share of 84.4 percent in the third 
quarter of 2014 [1]. Apple's iOS, the second best-selling OS, only had a market share 
of about 11.7 percent. Other major operating systems include Windows Phone (2.9 
percent) and BlackBerry OS (0.5 percent). These only play a minor role in terms of 
their market share, at least as far as new sales of smartphones are concerned. Thus 
smartphone buyers basically decide between devices using the mobile operating sys-
tems Android and iOS. The two mobile operating systems, iOS and Android, differ in 
many ways but also have various things in common. The differences are mainly due 
to the contrasting approaches that Apple and Google follow as a result of their differ-
ent business models. Apple offers the end user the device and the OS from a single 
source. Google, on the other hand, has positioned its OS as open source software. The 
OS is thus installed on a wide range of device brands and models. Although the vast 
majority of mobile applications are now equally available for Android and iOS, the 
choice of the OS also affects the way the device is used. For example, the operating 
concepts and user interface designs differ in many ways as do the options for setting 
and configuring the OS. Moreover, a certain lock-in effect [3] arises for the buyer, as 
the mobile applications used for the device platform generally need to be reinstalled 
or even repurchased when switching operating systems. Thus, the impact of the 
choice of a particular mobile OS is complex and multifaceted. Particularly in the pri-
vate end user customer segment, it can be expected that individual product features 
associated with the OS are not being compared with each other and thus have a rela-
tively small impact on the ultimate device selection and purchase decision. Rather it is 
much more likely that the OS itself is a key factor in the purchase decision. 

In light of the above, this study investigates the significance of the mobile OS for 
the smartphone purchase decision for private end users. In section 2 the current state 
of research is presented. The research approach chosen to analyze the importance of 
the mobile OS with regards to the smartphone purchase decision is then discussed in 
section 3.  The discussion includes reasons for the application of Choice Based Con-
joint (CBC) analysis. The empirical study and the main findings are subsequently 
described in section 4 before we discuss the implications for practice in section 5. 

2 Research Background 

Consumer buying behavior is a field of marketing research that looks at what factors 
influence consumers purchase decisions. In the behavioral research approach, cause-
and-effect relationships between a stimulus that triggers purchase and the purchase 
itself, is regarded as being a reaction of the buyer [4, 5]. These stimulus response 
models, however, neglect to offer a more nuanced view of the purchase decision 
process itself and thus also provide no explanation of internal processes or buyer-
related factors that influence the purchase decision. In contrast, the neo-behavioral 
Stimulus Organism Response (SOR) model also takes into account not directly  
observable factors such as perceptions, attitudes, and internal processes that occur 
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during the purchasing decision [6]. It can be assumed that individual perceptions and 
attitudes with regards to a mobile OS (particularly for repeat and replacement pur-
chases as mentioned above) have a significant impact on purchasing decisions. Un-
derstanding these individual perceptions and attitudes can improve the accuracy of 
explanations and predictions concerning smartphone buying behavior. Among other 
considerations, consumers make purchasing decisions by considering possible alterna-
tives in terms of the expected benefits [7]. In general, utilities can be defined as the 
degree to which a customer’s needs will be satisfied by the purchase or consumption 
of the product they have bought. The tangible benefits of a product depends on its 
features and its intended use. 

When conducting consumer behavior research, it is difficult to ascertain the true 
value consumers place on certain characteristics. If asked about the certain characte-
ristics, a consumer is likely to confirm it is important. The same response would be 
likely for other characteristics as well. One solution to this dilemma is the usage of 
preference models. We differentiate preference models between compositional and 
decomposition methods. In the decomposition method, no individual benefit dimen-
sions are evaluated, but rather part-worth utilities are derived from an overall assess-
ment. Here part-worth utility is a measurement of value per feature derived from the 
choices users made in trade off scenarios. The Conjoint Analysis, which will be  
discussed in section 3 in more detail, is one such method with which not only the part-
worth utilities for each product feature can be determined, but also their relative  
importance within a set of stimuli [8]. Due to the market share distribution discussed 
above, observations will be confined to the two dominant mobile operating systems, 
Android and iOS. Within this context, this article aims to explore three research  
questions with respect to the impact of the mobile OS for the smartphone purchase 
decision: 

• How do Android and iOS users differ in their attitudes (personal attributes, loyalty, 
and propensity to switch) to mobile operating systems? 

• How do Android and iOS users differ in their perception of the relevance of vari-
ous characteristics of mobile operating systems? 

• How important is the mobile OS from the smartphone user’s perspective in com-
parison to other product-related stimuli (brand, design, and price)? 

Some groundwork and findings on various aspects of these research questions can 
already be found in scientific literature. Several academic studies have already ex-
plored the significance of various aspects of device design for conventional mobile 
phones (e.g. [4, 9]). Furthermore [10] found that both brand and price are also a sig-
nificant factors in the selection of smartphones.  Conjoint analysis (e.g. [11]) and 
other methods of user preferences analysis (e.g. [12]) have been carried out to deter-
mine the significance of various device functions. What all these early analyses have 
in common, however, is that the mobile OS was never comprehensively examined as 
a discrete preference forming feature in its own right. This is due to the fact that at 
this time, user devices were still mainly used for voice telephony and very little soft-
ware-based personalization of the device could be carried out. More recent studies, 
however, also examine the influence of the mobile OS on the purchase decision.  



 Impact of the Mobile Operating System on Smartphone Buying Decisions 201 

 

In a study by Lay-Yee et al., 36 percent of the survey participants strongly agreed 
with the statement that they used their particular smartphone due to the mobile OS 
[10]. Other studies have examined the significance of the mobile OS as a determinant 
of smartphone purchase decisions in the context of factor analysis. In Sainy’s study, 
the mobile OS as a decision criterion for the use or purchase of smartphones is in-
cluded in the factor Product Features. However, it was identified as having a smaller 
influence [13] in comparison to other features such as smart phone design, number of 
apps, quality of available games and speed of Internet access, which were all included 
in this factor. Malviya et al. come to a similar conclusion in their factor analysis on 
smartphone purchase behavior. According to their findings, the mobile OS has "... a 
fairly good impact on the Brand Preference" [14]. Further studies have examined the 
influence of Android’s and iOS’s different OS features on the purchase decision [15] 
as well as on aspects of user propensity to switch between different mobile operating 
systems [16]. What all these studies have in common is that the selected research 
approach draws abstract conclusions, ignoring the actual purchase decision, and does 
not identify the relative importance of the mobile OS as a determinant of the decision 
to purchase. In addition, several of the studies focus on smartphone markets that are 
characterized by very specific environmental conditions and trajectories. Taking all 
these factors into consideration, and despite the groundwork available in scientific 
literature, there is a need for further research in order to answer the research questions 
formulated above. 

3 Research Approach 

To find answers to the research questions mentioned above, an empirical study was 
carried out. The focus of the study was to identify the relative importance of the  
mobile OS on the purchase decision based on a Conjoint Analysis (CA). CA is a mul-
tivariate analysis technique that looks at consumer preferences by taking a tradeoff 
approach when formulating the question. CA is also a decompositional approach, in 
which part-worth utilities are inferred from the participant’s assessment of the “total” 
package or combination of attributes (Consider Jointly) through the application of 
statistical methods. For this purpose, it is generally assumed that the sum of all part-
worth utilities corresponds to the total utility value. CA is one of the most frequently 
used methods to examine product preferences in market research [17]. By using CA, 
product manufacturers, for example, can find out how various individual product 
components contribute to the perceived total benefit. A CA is carried out in several 
stages [8]: In the first phase, a set of product relevant attributes is selected and the 
related attribute levels are defined. For this study, the smartphone was the product 
with the mobile OS being considered a product attribute. The two mobile operating 
systems, Android and iOS, were defined as possible levels or attribute levels of the 
product attribute OS. The next phase involves survey design followed by the actual 
data collection where participants rank the product attributes through a series of trade 
off scenarios. Finally, the part-worth utilities for each individual attribute level is 
assessed based on the data obtained, using statistical estimation methods. 
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The exact form of the survey design and the methods used to estimate the part-
worth utilities vary according to the selected method variant. The rapid spread of CA 
in research and practice has produced numerous variants, of which the Choice-Based 
Conjoint Analysis (CBC) was selected as suitable for our purposes [18]. CBC is cur-
rently one of the most commonly used method variants and provides preference as-
sessments in the form of trade off based selection decisions as opposed to rankings or 
rating scales. For this purpose, the participants must choose from a set of available 
product alternatives (Choice Set), once or repeatedly. With CBC, in contrast to other 
methods, a “none” choice option is also possible. CBC was used in our research be-
cause with this method, a high degree of realism can be achieved. This is due to  
the fact that on a survey, consumers will generally rate most product attributes as 
important, but when the decision to purchase comes, they often must make tradeoffs. 
Finally, CBC was chosen as implementation is simple through the use of computer 
software. On the basis of the previous literature analysis, four attributes were selected 
for the analysis: (1) device design, (2) device brand, (3) mobile OS, and (4) price. 
Thus, a simple and focused survey design was established in order to avoid a possible 
overload of the test subjects. 

When determining the attribute levels, we can basically differentiate between 
symmetrical and asymmetrical designs [19]. With symmetrical designs, the number of 
attribute levels to be examined is equal for all product attributes being investigated. 
With asymmetrical designs, the number of levels varies, depending on the attribute. 
Generally, a symmetrical design is recommended, if possible, because otherwise 
attributes with a higher number of levels are often awarded higher significance by the 
test subjects [20]. Therefore, a symmetrical design with three levels for each of the 
attributes design, brand, OS, and price was applied. The full-profile method was used 
for the presentation of the stimuli with three product alternatives respectively plus a 
"None” option for each selection decision. The CA was carried out as an online ques-
tionnaire using the Sawtooth SSI Web 7 software package [21]. In addition to the 
conjoint-specific section, two further sections were added. In the first of these two 
sections, the test subjects were asked about certain personal attributes. In particular, 
questions were formulated to determine how design-oriented the test subjects are, 
their affinity for technology and security, trend and brand consciousness, as well as 
how open they are for new experiences. In the other section, the test subjects were 
asked to rank ten different attributes of mobile operating systems according to their 
subjectively perceived significance. Additional questions on smartphone and app 
usage, as well as demographic data, served to round out the survey. 

4 Study Findings 

The survey was conducted from the 22nd to the 31st of May 2014. A total of 149 test 
subjects participated in the online survey, of which 102 subjects completed the survey 
and are included in the subsequent analysis. The majority of the respondents that did 
not complete the survey quit on the title page. According to [22] the minimum sample 
size can be determined by the equation n·t·a/c ≥ 500 where n is the number of respon-
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dents, t the number of tasks, a the number of alternatives presented per choice task, 
and c the largest number of levels for any attribute. Accordingly, taking the configura-
tion of the present conjoint analysis into consideration (t=5; a=3; c=3), the minimum 
number of survey participants is 100. The number of participants in the study just 
fulfils this requirement. The average age of the survey participants was 28.8. The 
sample is well-balanced by gender, with 54 percent male and 46 percent female par-
ticipants. The majority of the participants were employees (42 percent) and students 
(38 percent). For nearly 22 percent of the smartphone owners, the smartphone used at 
the time of the survey was a first-time purchase. Only one of the 102 participants did 
not own a smartphone. The mobile OS used by the smartphone owners was almost 
exclusively Android (47 percent) and iOS (52 percent). One test subject stated that 
he/she did not know which OS version was in use. Operating systems other than An-
droid and iOS were not represented in the sample. Given the fact that iOS has less 
than 20 percent market share [23], the survey result is slightly biased in terms of OS 
usage, i.e., the share of iOS users is overrepresented. This is due to the survey envi-
ronment and its focus. However, the results of the survey constitute a suitable basis 
for the proposed comparative analysis between Android and iOS users. 

4.1 OS Usage and Loyalty 

Initially, the survey participants were asked directly about the importance of the mo-
bile OS when making a purchase decision. Approximately 76 percent of the partici-
pants rated the mobile OS as an important (31 percent) to very important (45 percent) 
criterion for smartphone purchase. Less than 2 percent of the participants stated that 
the mobile OS does not play an important role in the smartphone purchase decision.  
 

Table 1. Mobile OS Usage and Loyalty 

Study Items Android User iOS User 
Previously used OS 

Android   46.8%  20.8% 
iOS  4.3%  54.7% 
Other OS  17.0%  11.3% 
First smartphone  31.9%  13.2% 

Loyalty toward current OS (on next smartphone) 
Not at all  2.1%  1.9% 
Probably not  6.4%  0.0% 
Maybe  25.5%  13.2% 
Rather likely  46.8%  49.1% 
Definitely  17.0%  35.8% 
Do not know  2.1%  0.0% 

Next OS (already decided users per OS) 
Android  27.7%  3.8% 
iOS  2.1%  49.1% 
Windows Phone  2.1%  0.0% 
Blackberry OS  0.0%  0.0% 
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When comparing the Android and iOS users groups shown in Table 1, the first inter-
esting factor to note is that the proportion of first-time smartphone buyers among 
Android users is much higher (32 percent) than among iOS users (13 percent). Fur-
thermore, it can be seen that the percentage of Android users who previously used this 
OS is considerably lower (47 percent) than the proportion of continuous iOS users  
(55 percent).  

The higher loyalty of iOS users to the currently used OS becomes apparent when 
asked directly about the probability of choosing the same OS for their next smart-
phone. Approximately half of the users of both groups considered it very likely that 
they would continue using the current OS. For those who are already very sure about 
their decision, however, the result is very different. While only 17 percent of Android 
users definitely want to continue to use the same OS, this proportion is more than 
twice as high for current iOS users, at almost 36 percent. 

However, there is still room for uncertainty among smartphone users with respect 
to the OS purchase decision. This can be seen when they are asked, not about their 
loyalty, but about the likelihood of using Android, iOS, Windows Phone or BlackBer-
ry operating systems in the future. The last section of Table 1 shows only the propor-
tion of responses where participants stated that they would definitely use the current 
OS with their next smartphone. Here we see that almost 28 percent of Android users 
and over 49 percent of iOS users would choose the same OS again. This is another 
indication of the very strong loyalty of iOS users. Hardly any of the participants 
wanted to commit themselves to an alternative OS. This may also indicate that  
in addition to the respective groups of loyal OS users, there is also a large proportion 
of smart phone users who do not give much consideration to the various operating 
systems until faced with an actual or impending purchase decision. 

4.2 Personal Attributes of OS Users 

On the basis of the above explanations on smartphone users’ OS loyalty, it can be 
assumed that these user groups differ in terms of their personal attributes. In this con-
text, participants were asked to make an assessment on a four-point Likert scale of the 
degree or the existence of the personal attributes. The results are listed in Table 2.  

Table 2. Empirical Results Personal Traits 

Personal attributes 
Median Mean Rank 

Mann-Withney U 
p-Value 
(2-tailed) Android / iOS Users

Design-oriented 2 / 1 57.88 / 42.88 851.5 0.005* 
Technophile 2 / 2 54.40 / 46.02 1,015.0 0.124 
Security-oriented 2 / 2 55.19 / 46.34 1,025.0 0.101 
Trend-conscious 3 / 2 63.45 / 37.85 590.0 0.000** 
Brand-conscious 3 / 2 63.15 / 38.58 614.0 0.000** 
Experimental 3 / 3 45.31 / 51.31 1004.0 0.265 

Median (Likert scale): 1 = fully applies, … , 4 = does not apply at all 
Significance levels: * p < 0.01, ** p < 0.001 
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On examination of the survey results, it is apparent that differences in terms of the 
median in design, trend and brand orientation can be observed. In each of these three 
categories, the iOS users rate themselves as having a higher affinity (lower median of 
Likert scores) than Android users. In order to examine the statistical significance of 
these differences in terms of the observed medians of these Likert-scaled questions, a 
Mann-Whitney's U-test was performed. As shown in Table 2, the differences between 
the groups are statistically significant with respect to design orientation (p < 0.01) as 
well as trend and brand consciousness (p < 0.001). On the other hand, a significant 
effect of membership of the group of either Android or iOS users cannot be estab-
lished with respect to technology and security orientation and in terms of how  
experimental the participants see themselves to be. We can initially interpret  
these results as demonstrating that Apple, with its iOS operating system and its asso-
ciated smartphone products, attracts especially design-oriented, trend-conscious, and 
brand-conscious buyers. The fact that this is less pronounced in terms of the Android 
operating system may also be related to the fact that Android is available on the mar-
ket for various smartphone brands and designs and therefore addresses a less homo-
geneous buyer community. 

4.3 Relevant OS Characteristics 

Besides the differences in personal attributes, the importance of various OS characte-
ristics from the perspective of Android and iOS users was examined. For this purpose, 
ten different characteristics were initially identified in discussions with experts. In 
addition to the OS supplier, these were the first characteristics most determined by 
smartphone technology and design: usability, functionality, performance, security, 
and configurability. For other features, expectations were reflected to the extent that 
the OS affects the usability of smartphones in connection with other devices (Device 
Compatibility) or the available options with respect to certain smart phone manufac-
turers (Brand Compatibility). Other features included were the total number of availa-
ble apps in App Stores for the respective OS (Number of Apps) as well as the  
availability of certain preferred apps (Preferred Apps) for the respective OS platform. 
In order to obtain information on the relevance of these features for the groups of 
interviewed Android and iOS users, all participants were asked to rank these ten cha-
racteristics according to relevance, with rank one considered to be the most relevant 
from the perspective of each participant. 

In Table 3, the results of this part of the survey are summarized. The table shows 
the averages of the assigned rankings for the respective characteristics with respect to 
the Android OS on the left and for the iOS users on the right side. Here we see that 
usability is ranked as being of the highest importance, followed by further technical 
OS characteristics and the OS supplier. Compatibility, configurability, and availabili-
ty of apps, were ranked lower. This, however, does not mean that these features are of 
no importance to users, but rather we can assume that these features are taken for 
granted given the current level of development and thus no longer regarded as being 
distinguishing features. Despite the generally high levels of similarity of the rankings, 
differing degrees of the characteristics’ importance can be observed if we directly 
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compare them in detail. Although in both groups of users usability is ranked as being 
of the highest importance, it was awarded an average -0.73 lower ranking among iOS 
users, i.e., this OS characteristic was assessed as being relatively more important 
compared to the ranking by the Android users. Another major difference is the posi-
tion of configurability. This OS characteristic was awarded much less importance by 
the iOS users compared to the ranking by the Android users (+0.72).  

Table 3. OS Characteristics Ranking 

Android Users iOS Users 
Mobile OS 
Characteristics 

Average 
Ranking 

Standard 
Deviation 

Mobile OS 
Characteristics 

Average
Ranking 

Standard 
Deviation 

Usability 3.62 3.05 Usability 2.89 2.40 
Security 4.09 2.34 Functionality 3.77 2.33 
Functionality 4.23 2.40 Performance 4.42 2.34 
Performance 4.28 2.26 Security 4.60 2.45 
OS Supplier 5.06 3.07 OS Supplier 5.25 2.93 
Device Compatibility 6.00 2.32 Device Compatibility 5.85 2.44 
Configurability 6.30 2.95 Preferred Apps 6.57 2.42 
Preferred Apps 6.70 2.17 Number of Apps 6.94 2.73 
Brand Compatibility 7.13 2.42 Configurability 7.02 2.45 
Number of Apps  7.60 2.45 Brand Compatibility 7.70 2.19 

 
With respect to the OS characteristics, we can therefore conclude that Android and 

iOS users classify the relevance of the characteristics examined here very similarly 
but, in comparison, iOS users attach particular importance to usability and Android 
users to configurability. In terms of the ascertained rankings, however, it must be 
noted that the ranking positions used do not allow conclusions to be drawn about 
varying distances with respect to the differences in importance of the individual cha-
racteristics. 

4.4 Relative OS Importance 

The final part of the research consisted of a conjoint analysis to determine the relative 
importance of the OS on the smartphone purchase decision. As previously mentioned, 
the investigation was confined here to the aspects of device design, device brand, OS, 
and price. In the questionnaire, each test subject was asked five times, i.e., was ex-
posed to five choice tasks to make a choice decision between three smartphones con-
figurations and a “none” option. The attribute levels selected were as realistic and as 
close to the market as possible. To present the device design, typical devices with 
their related user interface designs were visualized in the survey. A Windows 
Phone/Nokia configuration was also included in the analysis as a third option in addi-
tion to the typical Android and iOS attribute levels. Common smartphone profiles 
were also split and recombined, regardless of their availability on the market, and 
offered as alternatives to choose from. Before the stimuli were presented, the selec-
tion decision process was first presented to the survey participants. In addition, the 
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participants were informed that products with combinations of features which are not 
available on the real market may also be offered for selection. In order to evaluate the 
data derived, an assessment of part-worth utilities was first carried out. On this basis, 
the relative importance of the individual attributes could then be determined. 

Table 4 shows a summary of the results of the CBC analysis with regard to the in-
vestigated attributes and attribute levels. A first simple evaluation can be made using 
the relative frequencies which were determined. By calculating the frequency, the 
"winner" of each attribute level is derived. A high relative frequency of selection of 
an attribute level can thus be interpreted as the first indication of a presumably strong 
influence on the purchase decision. The part-worth utilities also shown in the table 
represent the contribution of each attribute level to the total benefit value of a stimu-
lus. The part-worth utilities were calculated using the multinomial logit estimation 
provided by Sawtooth software for the CBC analysis. A Chi Square of 239.4 was 
reported for the model estimation. Considering 9 degrees of freedom (13 attribute 
levels and 4 attributes) the Chi Square is much larger than the required 21.7 for a 0.01 
level, which would mean that the choices of the participants are significantly affected 
by the attribute composition [18]. The part-worth utilities shown in the table represent 
the contribution of each attribute level to the total benefit value of a stimulus. These 
values are standardized so that their sum per attribute adds up to zero. A higher num-
ber corresponds to a higher part-worth, which in turn means that these attribute levels 
are more preferred by the survey participants. Table 4 shows that for almost all the 
attributes, attribute levels typical for iOS versions were preferred (bold font) by the 
participants. It should be emphasized that in the context of conjoint analysis, a joint 
survey of Android and iOS users was carried out. This was done in the light of the 
fact that the overall relative importance of the OS was to be identified, independently 
of the particular user group. 

Table 4. Summary of the Conjoint Analysis Results 

Attributes and  
Attribute Levels 

Counts 
(Prop. of “Wins”) 

Part-Worth 
Utilities 

Design Form A (iPhone-style)  0.34  0.30768 
Form B (Samsung S-style) 0.27  -0.03529 
Form C (Nokia Lumia-style) 0.22  -0.27239 

Brand Samsung 0.29  0.08496 
Apple 0.36  0.37037 
Nokia 0.18  -0.45533 

Mobile OS Google Android 0.27  0.10268 
Apple iOS 0.43  0.65256 
Windows Phone 0.13  -0.75524 

Price 625 EUR 0.13  -0.77149 
350 EUR 0.33  0.28619 
270 EUR 0.37  0.48529 

“None” Option None 0.17  -0.15749 
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On the basis of the part-worth utilities of individual attribute levels, the relative 
importance of individual attributes can be determined. To calculate the relative impor-
tance, the range of the part-worth utilities for each attribute is divided by the sum of 
the ranges of all attributes. The values obtained are summarized in Table 5 and show 
that the OS with a relative attribute importance of 35 percent has the highest impor-
tance for the selection and purchasing decision. The second most important attribute 
is price, followed by the brand and the device design. The results of the conjoint anal-
ysis confirm the high relevance of the mobile OS for the purchase decision, which had 
already been identified by the direct question in the questionnaire.  

Table 5. Relative Importance of Attributes 

Attribute Attribute Importance 
Design 14% 
Brand 20% 
Operating System 35% 
Price 31% 

Total 100% 

 
It is, however, interesting that even more importance is attached to this attribute 

than to the price of the smartphone. In particular the fact that the least importance is 
attached to design may at first appear surprising. It can be assumed that device design 
has become increasingly interchangeable from a customer perspective. Furthermore, it 
should be noted that the attribute “design” was reduced to the visualization of typical 
and presumably familiar design factors, similar to those presented in an online store. 

5 Conclusions 

As a result of this study, we can conclude that Android and iOS users differ consider-
ably in terms of their loyalty to smartphone operating systems. The iOS users are 
more loyal to their OS and are characterized in terms of their personal attributes by a 
higher level of design, trend and brand orientation compared to Android users. When 
assessing the relevance of different OS features, the average rankings of the user 
groups were comparable. In both user groups, the most important feature was identi-
fied as being usability, which is accorded even higher priority among the iOS users 
when comparing the groups’ average rankings for OS attributes. Contrastingly, the 
operating system’s configuration options are particularly import to the Android users.  

With regard to the importance of the OS for the smartphone purchase decision, 
both the direct question in the questionnaire and the conjoint analysis, indicated that 
the OS was a strong influencing factor. In the comparison between design, brand, and 
price, the OS is awarded the highest importance for the smartphone purchase deci-
sion. Another aspect of the results of the conjoint analysis that must be emphasized is 
that the highest part-worth utilities were calculated for the attribute levels of Ap-
ple/iOS smartphones – with the exception of price. These features may thus still be 
considered to be "best practice" in the marketplace. In view of the above, Google’s 
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strategy has also been proved to be effective by attacking Apple’s market position. 
Google did this, not by focusing on its own product line, but by marketing a high-
quality and technically advanced OS in a cooperative strategy and thus expanding into 
more price sensitive customer groups. It should be noted that the present analysis has 
only focused on partial aspects of marketing-relevant attributes of mobile operating 
systems. Aspects related to the wider adoption and diffusion of operating systems and 
the influences of network effects have not been dealt with here. In addition, the rela-
tively small and non-representative sample as well as the pure online presentation of 
the stimuli may limit the generality of the findings. 
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Abstract. Supporting Mashup on mobile devices allows supporting
advanced use cases and thus to accelerate the creation and combi-
nation of smart mobile applications. In this paper, we evaluate the
three client-side Mashups proposals JS.JS, OMash and SMash on mobile
devices. Our evaluation on mobile devices shows that the SMash pro-
posal by IBM is reasonably suited for mobile mashups development as
it requires less amount of effort from developers and at the same time it
has cross-mobile-browser compatibility. In order to address the security,
we integrated a sandbox functionality. We have modified the OpenAjax
JavaScript library proposed in SMash and have added support of HTML5
〈iframe〉 tag’s “sandbox” attribute to it. 〈iframe〉 “sandbox” attribute,
mobile mashups developers can restrict the framed-content (which may
not be trustworthy) in a low-privileged environment. We demonstrate
our proposal on a mobile mashup application that integrates content
from three different providers (i.e., News, Stock and Weather service).

Keywords: Mashup · Smartphones · Mobile services

1 Introduction

According to [8] mobile Internet and mobile devices will be available to 2 to 3 bil-
lion people over the next decade taking a huge impact on the media industry [7].
Nowadays, mobile phones have HTML and JavaScript compliant browsers. This
makes mobile devices a potential and future venue for mashups like function-
ality. Mashups are web applications that combine data from different content
providers at a single place i.e., web browser. The goal of mashups is to pro-
vide rich and better browsing experience to the users by taking advantage of
client-side AJAX (Asynchronous JavaScript and XML). Third-party contents
normally comes in the form of JavaScript code which may or may not be trust-
worthy. Third-party content, if malicious, may cause harm to the web application
and its users. Researchers have proposed several solutions such as, JS.JS [14],
OMash [2] and SMash [5], to confine third-party scripts. The motivation for this
work is to evaluate client-side, web-based mashup solutions on mobiles which
are nowadays essential part of our daily life.

c© Springer International Publishing Switzerland 2015
M. Younas et al. (Eds.): MobiWis 2015, LNCS 9228, pp. 211–217, 2015.
DOI: 10.1007/978-3-319-23144-0 19
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Fig. 1. Mobile Mashup Applica-
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In an earlier work [12], Philippe De Ryck et al. have identified the following
Mashups requirements for building secure mashups: Separation, Interaction and
Communication. Separation requires that the DOM tree of one mashup compo-
nent should be completly separated from DOM tree of other mashup compo-
nents. At the same time scripts belong to individual component and should not
be regulated by other components’ scripts. In the literature, we found several
techniques proposed by researchers for “separation” requirement. The propos-
als listed in this umbrella are: JS.JS [14], HTML5 〈iframe〉 sandbox attribute
[13], Google Caja , AdSafe and AdSentry [3]. Interaction should be secured. In
mashup applications, content from different providers often need to interact with
other party’s content and with the provider application. During the interaction
the confidentiality and integrity of private information should remain intact. We
refer to [12] for detailed discussions on these secure mashups requirements. We
found the following techniques in this category: OMash [2], OMOS [16] and Post
Message. Mashups should support same-origin and cross-origin Communication.
SMash [5] and W3C CORS7 proposals fulfill this mashup requirement

In this paper, we have evaluated one client-side mashup technique from a
set of requirements on mobiles. The main contribution of this paper is to eval-
uate Mashups technologies (i.e., SMash, OMash and JS.JS) on mobiles, see for
that Section 2. In Section 3, we revisit SMash’s implementation (i.e., OpenAjax
JavaScript library) and add a support for 〈iframe〉 “sandbox” attribute. To
the best of our knowledge, this paper presents the first evaluation of web-based
mashups techniques on mobiles.
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2 Evaluation of Web-Based Mashups for Mobiles

In this section, we discuss our evaluation of web-based mashups on mobile
devices. During mashups evaluation on mobiles, we consider the following factors:
1) lightweight mobile applications, 2) cross-mobile-browser support, 3) amount
of effort required from developers and 4) the developers’ learning curve. Consid-
ering this, we evaluate SMash, OMash and JS.JS on mobiles using the follow-
ing running example, which simulates the real-life mashup application. In our
mobile mashup example, content and data is coming from three different service
providers i.e., stock news, weather information and news information. Fig. 1
shows our mashup application that we used to evaluate the mashup techniques.

2.1 Evaluation of JavaScript in JavaScript (JS.JS)

Terrace et al. proposed in [14] a client-side mashup solution named JavaScript in
JavaScript (JS.JS). The main goal of JS.JS is to sandox third-party scripts which
may or may not be trustworthy. Working According to [4]: JS.JS is a JavaScript
interpreter running in JavaScript that allows an application to execute a third-
party script inside a completely isolated, sandboxed environment. JS.JS compiles
the SpiderMonkey JavaScript interpreter to LLVM bytecode with the help of
Clang compiler and then use Emscripten to translate the LLVM bytecode to
JavaScript. SpiderMonkey is the JavaScript engine used in Firefox web browser.
Emscripten is an LLVM-to-JavaScript compiler. Fig. 2) depicts the complete
process of the JS.JS technique.

JS.JS is available in the form of gzipped JavaScript library with a size of
594KB. The original library has a size of around 14MB. The authors of [14] have
also provided a wrapper API which consists of 1000 lines of code and noted in
their work that JS.JS has performance issues due to its heavy-weight size [14]
and its nature. Mobile applications are simple in nature and have less amount of
code as compared to their desktop variants. The first challenge we faced during
the implementation of our example mobile mashup application was performance.
The execution time, i.e. setting up the environment of JS.JS on mobile devices,
is much higher (around six times) as compared to the execution time on desktop
machines (220ms). Considering the factors on which we have based our evalua-
tion, we found JS.JS does not have cross-mobile browser support. At the time
of writing, JS.JS is not compatible with Internet Explorer (IE) mobile browser
as it IE does not support “typed arrays”. The amount of effort developers have
to put in is high as the JS.JS library does not provide string manipulation oper-
ations. Developers have to rewrite the code if they want to use these functions.
The developers’ learning curve is also high in JS.JS case.

We believe, it is reasonable to expect that if learning curve is high then there
is a great chance that developers will not use the technology due to time con-
straints and business pressure. Our evaluation of JS.JS on mobile devices shows
that JS.JS is not reasonably suited for mobile mashup applications development.
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2.2 Evaluation of OMash

Crites et al. proposed in [2] OMash for secure web-based mashup application
development. The authors have modified Mozilla Firefox 2.0 for proof-of-concept
implementation of OMash proposal. OMash is an abstraction that treats web
pages as objects and allows objects to communicate only via their declared pub-
lic interfaces. Since OMash does not rely on the same-origin policy [11] for con-
trolling DOM access or cross-domain data exchange, it does not suffer from the
same-origin policy vulnerabilities. OMash leverages the idea of “object abstrac-
tion” from Java object model. In Java, object represents a principal and objects
can communicate with other objects only via public interfaces. OMash considers
every web page as principal. Contents belonging to the web page are private by
default and other objects can access the content only via public methods.

OMash was available as an extenion of the Firefox 2.0 web browser. In
order to demonstrate OMash, authors have to make some internal Firefox con-
figuration settings in order to access the function “getPublicInterface” and to
allow cross-domain communication. In the domain of capability.policy.default
the three configurations to be set are Window.getPublicInterface.get(allAccess),
Window.getPublicInterface.set(sameOrigin), XMLHttpRequest.open(allAccess).
The current versions of the Firefox browser do not support these configuration
values due to security concerns [9]. One alternative, we found is to reimplement
the solution completely in JavaScript, but it is time consuming and will take a
lot of time from developers. In JavaScript’s implementation of OMash, the size
of code will also grow as developers have to implement browser’s security pref-
erences explicitly in JavaScript which affects the performance of mobile mashup
applications. Further, the learning curve is high and on mobile-side we do not
see potential of OMash technique for mashup application development.

2.3 Evaluation of SMash

Yoshihama et al. have proposed SMash in [5]. It is a secure component model,
supportingh the encapsulation of contents and data from different domains which
may or may not be trustworthy. In SMash, components are linked together via
communication abstraction and the 〈iframe〉 tag is used as a container. All
mobile browsers also support the 〈iframe〉 tag. E.g. if a main mashup application
wishes to integrate contents from three different domains, the application will use
three 〈iframe〉 tags i.e., one for each domain. SMash is implemented in the form
of an open-source JavaScript library named OpenAjax [10], which is browser
independent. The model consists of components, with input/output ports, and
an event hub, with mediated communication channels. A component contains
contents from one domain. The event hub is a publish/subscribe system with
many-to-many channels on which messages are published and distributed. Due
to being open-source it is suitable for modifications and improvements.
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3 SandMash: SMash with Iframe Sandbox Attribute

SMash’s OpenAjax library does not support HTML5’s 〈iframe〉 tag’s “sandbox”
attribute. We have added this feature to the OpenAjax library. The “sandbox” is
a new attribute added to 〈iframe〉 tag in HTML5. It is based on a “principle of
least privilege” [15]. It is now supported by major desktop browsers and accord-
ing to [1], mobile browsers also support “sandbox” attribute. With the help of
the 〈iframe〉 “sandbox” attribute, mobile mashups developers can restrict the
framed-content (which may not be trustworthy) in a low-privileged environment.
and they can also specify the security policy on the framed-content with the help
of the following flags allow-same-origin, allow-scripts, allow-popups, allow-forms.

Fig. 3 shows our modified model of SMash. It includes support of the “sand-
box” attribute as an additional layer of security on framed-content. In the Fig. 3,
component A can publish to Channel 2 and 3 and is subscribed to Channel 1.

Listing 1.1. OpenAjax Library with “Sandbox”
Support

var d4=document . createElement ( " span " ) ;
b7 . IframeSandbox . parent . appendChild ( d4 ) ;

var d5=" < iframe � sandbox =
’allow - scripts � allow - same - origin � ’
id =\" "+ be+" \" � name =\" "+ be+" \"
src =\" javascript :’< html >� </ html > ’\" " ;
var d6="" ;
var d7= b7 . IframeSandbox . i f rameAtt r s ;

Fig. 4. Average Performance
Timing for SMash and SandMash

Testing Type SMash Sand-
Mash

connect 391 ms 41 ms

domContent-
LoadEvent

2 ms 1 ms

domainLookup 42 ms 23 ms

loadEvent 260 ms 305 ms

response-
ToRequest

91 ms 47 ms

3.1 Implementation

In this section, we discuss our implemention of proposed SMash model for mobile
mashup application development. SMash’s implementation is available in the
form of open source, browser-independent library. For the implementation of
SandMash, we have added support of the “sandbox” attribute in the library
OpenAjax Hub 2.0.7 [10]. Listing 1.1 shows a code snippet from our modified
OpenAjax library and how mobile mashup applications developers can set the
security policy (e.g., allow-scripts, allow-same-origin) on individual components.

3.2 Evaluation

In this section, we discuss the evaluation of proposed SMash model on our run-
ning example (see Section 3.1) by keeping in mind the factors (see Section 1). The
OpenAjax library is a lightweight JavaScript library. It is reasonably suited for
mobile mashup application developement. We have already discussed that our
modifications in the library are also not substancial. OpenAjax is also mobile-
browser-independent library. The amount of effort required by the developers is
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low due to the use of 〈iframe〉 tag for content separation. Mostly developers
are aware of 〈iframe〉 tag so the learning curve will also be low.

It may help in adoption of modified (added layer of security in the form of
“sandbox” attribute) SMash technique on mobiles. As a part of performance
evaluation, we have loaded the toy mobile mashup application with original
SMash library and with our modified SMash library in mobile browser fifteen
times as shown in the Figure 4 above. The average load time we experienced was
260 ms for original SMash library and 305 ms for our modified SMash library.

4 Conclusion

In this paper, we evaluated three client-side Mashups proposals (i.e., JS.JS [14],
OMash [2] and SMash [5]) on mobile devices. Our evaluation on mobile devices
shows that the SMash proposal by IBM is reasonably suited for mobile mashups
development because it requires less amount of effort from developers and at
the same time it has cross-mobile-browser compatibility. We have modified the
OpenAjax JavaScript library [10] proposed in SMash and have added support
of HTML5 〈iframe〉 tag’s “sandbox” attribute to it. With the help of 〈iframe〉
“sandbox” attribute, mobile mashups developers can restrict the framed-content
(which may not be trustworthy) in a low-privileged environment. We demon-
strated our proposal on a mobile mashup application that integrates content
from three different providers (i.e., News, Stock and Weather service).
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Abstract. The rapid growth of the smartphone market and its increas-
ing revenue has motivated developers to target multiple platforms.
Market leaders, such as Apple, Google, and Microsoft, develop their
smartphone applications complying with their platform specifications.
The specification of each platform makes a platform-dedicated applica-
tion incompatible with other platforms due to the diversity of operat-
ing systems, programming languages, and design patterns. Conventional
development methodologies are applied to smartphone applications, yet
they perform less well. Smartphone applications have unique hardware
and software requirements. All previous factors push smartphone devel-
opers to build less sophisticated and low-quality products when target-
ing multiple smartphone platforms. Model-driven development have been
considered to generate smartphone applications from abstract models to
alleviate smartphones platform fragmentation. Reusing these abstract
models for other platforms was not considered because they do not fit new
platforms requirements. It is possible that defining smartphone applica-
tions using a portability-driven modeling notation would facilitate smart-
phone developers to understand better their applications to be ported to
other platforms. We call for a portability-driven modeling notation to be
used within a smartphone development process. Our in-process research
work will be manifested through the application of a domain-specific
language complying with the three software portability principles and
three design factors. This paper aims to highlight our research work,
methodology and current statue.

Keywords: Smartphone apps · Model-driven development · Modeling ·
Portability · Modeling notation

1 Introduction

Smartphone applications1 or apps become a vital part of our lives due to their
contributions to achieve our daily and necessary tasks. The more smartphone
1 Software or application terms will be used interchangeably.
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apps have become innovative, the more users see them as a desirable asset. This
demand triggered an intense competition among leading smartphone companies,
namely Apple, Google, and Microsoft, to provide more innovative apps. This
competition not only had enabled a rapid growth in mobile market and the emer-
gence of increasingly better features, but also was responsible for smartphone
apps development complexity and smartphones platform fragmentation [1].

Similarly as other type of software, smartphone apps may need to migrate to a
variety of platforms due to the growing diversity of computing environments over
their lifetime and rapid changing users requirements [2]. For example, Android
platform was the dominate platform for smartphone apps development where it
held 71% of developers landscape in the end of 2014 [3]. Android was targeted,
however, by only 40% of professional developers, where other platforms gained
more priority, such as iOS for 37%, Windows Phone 7 and the mobile browser
have 8% and 7% of the developers landscape, respectively [3]. Software develop-
ers agree that app portability is a desirable attribute for their projects due to
durable cost-effectiveness and for a maximum of end-users. The primary goal of
portability is to facilitate the activity of porting an application from an environ-
ment in which it currently operates to a new environment prior to allow reuse
of complete existing codes in the new environment. Concerns in app portability
include maintaining quality as well as saving time and money and leveraging an
existing effort in the deployment of software design in new ways [2].

Smartphone apps are built through agile development methods, such as
extreme programming (XP) [6], where they focus on incremental development
steps and small and frequent systems releases. Agile development methods focus
on apps design and implementation, and apps requirements are gathered through
incremental development processes [4]. There are few smartphone development
paradigms mentioned in the literature: 1) native software development kits
(SDKs), 2) mobile web approach, and 3) hybrid approach [5]. Native smartphone
apps are codes written to a specific platform with a particular programming
language, such as Android Java or Objective-C. Smartphone apps developed by
native SDKs ensure feel-and-look feature, and all smartphone devices hardware
are accessible for their users. Native-SDKs apps are high-quality and ensure best
user interface (UI) and user experience (UX) for their users, native-SDKs apps
are very expensive to build and maintain for different smartphone platforms,
though [6]. Mobile web apps are custom websites for small screen devices that use
open web technologies, such as HTML5 or JavaScript. Mobile web apps run on
smartphone web browsers, and mobile web apps support multiple screen sizes and
different platforms. Mobile web apps are cheaper to build and capable of dynamic
performance in terms of functionality and data updates, mobile web apps are
slower, lack superior UX, and can not operate without an internet connection,
though [7][8]. Hybrid apps are developed by cross-compatible web technologies
and native platform code. Hybrid app are installed on smartphone devices and
are easier to port to several platforms with few code adjustments. Hybrid apps
allow for native-alike UX, hybrid apps are slow, suffer from low-performance,
and their costs vary from a platform to another platform, though [8][6].
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Several smartphone development tools used to target many different platforms:
1) cross-platforms tools, 2) runtime frameworks, and 3) cloud-based mobile web
servers [9]. Cross-platforms tools, such as PhoneGap2, develop hybrid apps and
support developers to tolerate smartphone fragmentation. Cross-platforms tools
neither ensure feel-and-look feature nor allow full use of device resources [9].
Runtime frameworks, such as Adobe Flash Lite3, develop smartphone apps base
on Flash technology to support apps with rich multimedia. Cloud-based mobile
web servers, such as Altova MobileTogether Server4, provide reusable services
to facilitate integration with other back-end systems. Cloud-based mobile web
apps are mobile web apps that uses cloud capabilities and do not target a spe-
cific smartphone device [10]. Although these tools support developers to tolerate
smartphone fragmentation, these tools produce low-performance apps and no
census exists to prefer a approach on another approach where they are still
under research and development [1].

To ease the current highly fragmented world of smartphone platforms, model-
driven development (MDD) concept have been investigated in the context of
smartphone development. MDD advocates model transformations to produce
executable code from abstract models [11]. MDD facilitates to raise abstrac-
tion level of development by hiding low-level specific platform details. Several
programming methods exist to represent the concept of MDD, such as Domain-
Specific Language (DSL)[12]. DSL is a programming language that specifies a
software unit in a domain language considering the domain concepts and rules
with a thorough understanding of the domain with best practices and expert
knowledge. DSL automatically generates executable codes from abstract design
models in a chosen programming language without afterward manual code mod-
ifications. DSL also aims to reduce manual code errors, to improve software
quality, and to increase developers productivity [13].

This paper is organized as follows: Section 2 indicates our research problem,
Section 3 describes relevant related work to our proposed solution, Section 4
highlights our proposed modeling notation and its components, and Section 5
concludes our paper.

2 Research Problem and Motivation

Each leading smartphone company, such as Apple, Google, and Microsoft, pro-
duces its smartphone apps complying with their own designing and implemen-
tation specifications by their specific tools. The specification of each platform
makes developed apps for a given platform incompatible with other platforms.
This lack of compatibility have smartphone developers to rewrite their apps for
each one of the target platforms increasing the effort and the time to market
of these apps. Hence, dedicated applications development for each platform is a
2 PhoneGap site http://phonegap.com/
3 Adobe Flash Lite site http://www.adobe.com/devnet/devices/flashlite.html
4 Altova MobileTogether Server site http://www.altova.com/mobiletogether/server.

html
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non-trivial task for software engineers when considering labour and maintenance
costs [6].

Software apps design seems independent of its implementation and it should
be perfectly reused by definition, the chosen design method will have a major
impact on smartphone apps portability and will direct software architecture,
though [2]. Conventional software development methodologies are proven to be
effective for desktop software products, and these methodologies are applied to
smartphone apps. However, less quality appear on smartphone apps in terms of
slow performance and less requirements [14]. Such phenomena occurred due to
two perspectives: unique hardware and application requirements. Smartphone
devices could be expanded to new and several type of hardware, and they could
enable rich UI input which increases apps operability more then desktop devices
[6]. Smartphone devices differentiate in screen size, input/output facilities, and
their graphical user interface (GUI) which usually needs to be significantly
adjusted. Smartphone apps require one-hand operation, and smartphone apps
functionality and usability are impacted by inconsistent internet connections and
current users contexts [6]. In addition, several special considerations need to be
made for smartphone apps development. For example, smartphone apps is built
in very short time with low prices, they operate on constantly event-driven, their
life cycle is very limited, and their quality depends on their GUI responsiveness
and its efficiently to save battery life [15]. All previous design requirements should
be considered in the design phase and they impose own challenges against porting
activity between different smartphone platforms. Another issue that negatively
impact the quality of smartphone apps is that smartphone apps are designed
with superficial or ad-hoc modeling approaches. Smartphone developers do not
follow a systematic standard in designing their apps where they create mockups
with simple and basic graphics and produce dummy version of their apps that
include UI screens and their element interactions [16].

There is a gap in the smartphone literature about well-defined MDD methods
complying with three key software portability principles [2]: to control interact-
ing interfaces, to isolate external dependencies, and to design apps in a portable
way. It is possible that defining smartphone applications considering app porta-
bility requirements by using abstract design models and automatically generat-
ing executable code from these models will contribute to alleviate smartphones
platform fragmentation.

3 Related Work

General-purpose modeling notations (e.g. Unified Modeling Language (UML)5)
were designed to be “one-size-fits-all”. Smartphones are totally a different
medium and their unique hardware capabilities, and their current context pose
many constraints on their design [6]. To adapt to new smartphone modeling
requirements, additional action languages, such as Object Constraint Language

5 Unified Modeling Language site http://www.uml.org/

http://www.uml.org/
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(OCL), are needed to be added to describe constraints about the model objects
in the general-purpose modeling notations [13].

There are several efforts attempted to model smartphone apps by modify-
ing general-purpose modeling notations. M-UML [17] and UML metamodel for
Window Phone 7 (WP7) [18] are few examples. M-UML notation described all
aspects of mobility for a mobile agent-based system to address inconsistent con-
nectivity issues in their system. UML metamodel for WP7 notation described
WP7 platform features by adding UML stereotypes to include UI elements and
hardware resources of any WP7-based smartphone devices. These extended ver-
sions of UML will impact developers productivity with their long learning curve
in a fast changing world of smartphone development. Another issue of using
general-purpose modeling notations is that they do not represent final artifacts
due to changing user requirements and agile-based development and maintenance
tasks, and it is expensive to update these models to reflect the final artifacts [13].

Other efforts have used model-driven notations to generate executable code
to various smartphone platforms. MobDSL [19] and XMOB [20] are few exam-
ples. MobDSL notation defined a calculus language to produce mobile virtual
apps to work on iPhone and Android smartphones and tablets. XMOB nota-
tion defined a mobile dedicated language to produce native code through MDA
model transformations. These modeling notations do not consider the possibil-
ity to reuse their models for different smartphone platforms. These modeling
notations will need a considerable amount of changes if they want to consider
different smartphone unique requirement and software portability key principles.

Our work is different where it concerns about providing a modeling notation
that complies with common smartphone apps specifications in terms of UI/UX,
architecture design rules and needed apps dependencies within given a smart-
phone platform.

4 Modeling Notation

We call for a DSL modeling notation to define smartphone applications using
appropriate abstractions. We are going to maintain our version of DSL consider-
ing three design factors: 1) architecture design rules, 2) apps dependencies, and
3) UI/UX specifications in a given platform. Architecture design rules specify
what kind of smartphone components to be put in different architecture levels
and how these components supposed to be used in current infrastructures [21].
The notation should allow apps designers or developers to model their apps con-
sidering architecture design that entails direct interfaces (e.g. I/O storage and
devices interfaces) and indirect interfaces (e.g.UI screens and their components).
Apps dependencies are needed to be identified in terms of needed libraries and
externals components. Also, UI/UX specifications are needed to be determined
where different smartphone vendors set own best practices for their platforms.
The model notation should aid app developers with a solid base to efficiently
port their apps for a designated smartphone platform by visualizing smartphone
apps components to be ported and reusing the resulted models for future porting.
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Fig. 1. SmartphoneML Tool

Fig 1 indicates our view of our tool (i.e. SmartphoneML tool) to use our mod-
eling notation to draw the smartphone apps abstract models and their flows, to
validate these models, and to generate executable code prior to be complied in a
chosen smartphone platform. Fig 1 is inspired from open source MetaEdit+ tool6

that concerns about maintaining a modeling notation for a specific domain [22].
We would like to investigate whether a portability-driven modeling notation

could improve smartphone developers productivity during porting their smart-
phone apps. To achieve our goal, our research will undergo two stages as shown
in Fig 2. First stage of our current research plan aims to maintain our modeling
notation and its components: smartphone ontology, smartphone domain model,
and developers’ perspective questionnaire. The smartphone ontology7 will be used
to represent a set of concepts and relationships of smartphone domain. The
smartphone domain model is responsible to bear domain elements (i.e. objects,
relationships, roles, properties or other sub metamodels). Figure 3 illustrates
a simple domain model diagram used to represent a simple family tree [13].
Figure 3 can be read as follows: “a Person object (the blue rounded rectangle)
can be in a Family relationship (the orange diamond) with other Person objects

6 MetaEdit+ tool site http://www.metacase.com/products.html
7 Many efforts considered ontology-based approaches to handle smartphone app frag-

mentation, such as [23] or [24]. However, our work use ontology as a semantic knowl-
edge base to unify varied terms used in the smartphone domain.
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and for each Family relationship there must be at least two Persons in Parent
roles (the green circles). Optionally there can be more Persons participating in
0-N Child roles. Person objects also carry an identifying property called First
Name” [22]. The smartphone domain model articulates the concepts of a lan-
guage and their governing rules in the smartphone domain complying with our
three design factors. Developers’ perspective questionnaire will investigate our
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current design factors in terms of smartphone developers’ perspective. Second
stage of our current research plan aims to deploy our modeling notation in real
settings through two development teams DevT1 and DevT2 in order to conduct
porting experiment and validation questionnaire. The porting experiment con-
cerns about letting each development team to port two smartphone apps twice
by their preferred modeling approach (DevT1App1 and DevT1App2) and by our
modeling notation (DevT2App1MN and DevT2App2MN). The ported smart-
phone apps portability will be measured against ISO/IEC TR 9126 software
portability metrics, such as porting user friendliness or installation effort [25]. In
addition, the developers productivity is measured against a set of productivity
metrics, such as function point development productivity FDevP or code reuse
CRe [26]. The validation questionnaire will investigate our modeling notation in
terms of its strength and weakness.

5 Summary and Current Status

Many smartphone app requirements were not considered in their design phase,
and these requirements impose own challenges against porting activities between
different smartphone platforms. We found a research gap in smartphone literature
about our portability-driven development methods concerning software portabil-
ity key principles. We would like to investigate whether our modeling notation
could improve smartphone developers productivity during porting their smart-
phone apps. We call for modeling DSL-based graphical notation complying with
three design factors: 1) architecture design rules, 2) app dependencies, and 3)
UI/UX guidelines in a given platform. Our modeling notation is meant to facilitate
smartphone developers to understand their apps to port them to other platforms
with a better process. This modeling notation should not only aid app developers
with a solid base to efficiently port their apps for a designated smartphone plat-
form by visualizing smartphone components to be ported but also allow devel-
opers to reuse the resulted models for future porting. Our modeling notation is
in-progress work, and we are working on our model notation elements by building
the smartphone ontology and gathering UI/UX guidelines for several smartphone
platforms prior to maintaining the smartphone domain model.
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