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Abstract. Russian is a highly inflected language with rich morphology.
It is characterized by the low lexical coverage, high out-of-vocabulary
(OOV) rate and perplexity. Therefore, the large vocabulary continuous
speech recognition (LVCSR) of Russian and languages with similar mor-
phology still remains to be a challenging task. Augmenting the full-word
language model by fragments is a well-known approach targeting this
challenge which also allows us to recognize missing words in the lexicon
(open vocabulary recognition). In this paper we suggest a novel “double-
sided” approach for marking word fragments, which reduces the WER
by up to 3.7 % absolute (20.8 % relative) compared to the full-word base-
line and by up to 1.1 % absolute (7.2 % relative) compared to the corre-
sponding sub-word baseline, tested on evaluation set. Moreover, the type
of word decomposition (syllables or morpheme-like units), their smallest
size and optimal number of non-fragmented words were also investigated
for Russian LVCSR.

Keywords: Russian speech recognition · Double-sided marking ·
Syllables · Morphemes · Morphs

1 Introduction

Similarly to the other Slavic languages Russian is a highly inflected language with
a complex mechanism of word formation. Five basic parts of Russian speech (a
noun, a verb, an adjective, a numeral and a pronoun) are inflected according to
different grammatical categories: 6 cases, 3 genders, etc. There are no articles
and almost no auxiliary words. The entire grammatical information is embedded
into a word itself by the use of various grammatical affixes. This leads to the
abundance of word forms.

The loose word order of Russian language also sophisticates the process of
LVCSR contributing to the data sparsity and up to several times higher perplex-
ities comparing to English [8].

There are different approaches in literature addressing the same problem
for Russian and other highly inflected or agglutinative languages. Thus, in [17]
two advanced language modeling techniques for Russian were investigated: factor
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language models (LMs) and recurrent neural networks (RNNs). The factor LM is
the N -gram model extended by word features. Trained on an entire text corpus,
the RNNs outperformed significantly the factor LMs. However, an aggregation
of the factor LMs, RNNs and trigrams showed further improvement compared to
the standalone RNNs. A syntactico-statistical method was suggested in [9], which
estimates more accurate N -gram models for synthetic languages like Russian.

A very popular approach to reduce the lexicon size and increase an average
frequency of its elements [15] is the employment of sub-word units. In [8,15]
morphemes are used as the smallest linguistic components with semantic mean-
ing. Syllables [15,18] are often chosen from the speech production point of view.
Various statistically derived units and elements augmented by their pronuncia-
tion (graphones) are successfully exploited as well [2,6,15]. The use of graphones
allows to capture diverse sub-lexical pronunciation on the LM level rather than
the lexical level [15]. Several attempts are made to automate the word decom-
pounding [12] or optimize the lexicon (e.g. by using the discriminative learning
method exploiting the perceptron algorithm [1]).

In this work we focused on the word decomposition approach, since it has
already proven its efficiency for multiple languages with rich morphology. It is
able to recognize OOV-words as a combination of sub-words (so called open
vocabulary recognition [2,7]). Moreover, this approach is highly portable and,
therefore, does not cost much efforts and code changes if moving from one ASR
system to the other. In this paper we suggested a novel approach for sub-word
marking, which does not sophisticate the process of backward full-word synthesis,
but significantly improves the word recognition accuracy.

2 Methodology

2.1 Sub-lexical Units

Syllables. The algorithm of the full-word division into syllables is quite straight-
forward and absolutely deterministic according to the principle of rising sonority.
Each syllable consists of one vowel and null to several consonants.

Morphs. For decomposing of full-words into morphemes or morpheme-like units
there exist dictionary-based and unsupervised approaches [6]. The disadvantage
of the former one is the necessity to have the decomposition mapping for all
the words. Even large existing dictionaries for Russian can not guarantee the
availability of every single word.

Therefore, the data-driven tool Morfessor [5] for unsupervised decomposi-
tion into pseudo-morphemes (later called “morphs” as in [5]) was used. For its
training an unannotated raw text is required only. Words appeared more than
five times in the text corpus were used for training as it was recommended in [6].
Nevertheless, the resulted model was used for decomposing rare words as well.
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Fig. 1. Joining algorithms.

Sub-word Joining. For improving of the final WER it is recommended in [15]
to adapt the word decomposition so as to avoid the very short units. Hence,
here we investigated the optimal size of the smallest units for different sub-
words types (syllables and morphs) as well as the algorithm of small elements’
concatenation. Thus, three different joining algorithms for small sub-words were
suggested: left-to-right (L2R), right-to-left (R2L) and interchange (INT). These
algorithms are presented in Fig. 1. The L2R algorithm starts from the most left
sub-word: if its length in letters is shorter than a threshold “min size” - join it
with the neighbor to the right. The most right sub-word (if shorter than “min
size”) should be joint with its left neighbor. This procedure stops if all sub-words
gain the required minimum size or the word boundary is reached. The R2L case
is exactly inversed. The direction change for the INT happens only after reaching
“min size” of the current unit. Otherwise, all transition numbers are subtracted
by one. For the L2R algorithm - the largest sub-word tends to be located at the
end of the word; for R2L - at the beginning, for INT - closer to the middle.

Sub-word Marking and Synthesis. Appending the “ ” marker to non-
terminal sub-words for easy recovery [15] (“single-sided” marking) does not take
into account relative sub-word positions. Our suggestion is to use the “double-
sided” marking for non-boundary sub-words. This makes the sub-word LM more
context specific and more sensitive to the position of sub-units in a word.

For example, the word “ ” will be decomposed as
“ ” in the “double-sided” marking scheme and as
“ ” in the “single-sided” one. The “double-sided” scheme
allows us to distinguish between three positional types of sub-words on the LM
level. During recombination the pluses in front of sub-words are just ignored.
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2.2 Text Data Collection and Normalization

To train a LM an abundance of textual resources is necessary, especially for
such inflected languages like Russian. Usually the largest available digital text
sources are e-books, newspaper archives and Internet articles. Most texts, espe-
cially those from newspapers, comprise lots of abbreviations and numbers. For
less inflected languages they do not pose any serious challenge and can easily be
substituted by full-words performing some minor grammatical adaptation. For
Russian this substitution turns into a multi-step procedure involving morpho-
logical and syntactical knowledge.

Omitting such sentences causes undesired statistics falsification and such LMs
poorly represent almost all the numbers and abbreviations in diverse contexts.

The rule-based algorithm for Russian text normalization NormyRiUS [19]
is implemented as a single Perl-script available at https://gitlab.com/serjosch/
normyrius. Currently it invokes the morphological tool Mystem [14], which is
even able to estimate morphological properties of words absent in its database.
Alternatively, any morphological analyzer could be exploited, e.g. Pymorphy2,
available at https://pymorphy2.readthedocs.org/en/latest/index.html.

In this work the text data for Russian LVCSR was collected from the fol-
lowing sources: books of Moshkov’s library (www.lib.ru), electronic scientific
magazine “ ” (www.nkj.ru), political and non-political articles of
the newspapers “ ” (www.aif.ru) and “ ” (www.lenta.ru).

The collected corpus of normalized texts consists of 714 M running words. It
was also used for the selection of the most frequent words to be included into
vocabularies.

2.3 Phonetic Transcription

Russian is a language with a close grapheme-to-phoneme relationship. There
are strict pronunciation rules [8,10] with negligibly small amount of exceptions.
However, the pronunciation of each word strongly depends on the position of
the emphasis. For example, the word “ ” is pronounced as ,
since the first two vowels (letters) “o” are non-emphasised.

The determination of the emphasis’ position is a challenge, which is nor-
mally solved by the employment of the emphasis dictionary. However, despite
of its tremendous size (2.3 M), the lexicon is still missing lots of word-forms
(about 100 k words out of 500 k most frequent ones are absent in the emphasis
dictionary).

To our best knowledge there are no tools for the automatic Russian empha-
sis detection publicly available. Therefore, for the pronunciation generation of
the unknown words the data-driven grapheme-to-phoneme converter Sequitur
G2P [3] was used. It exploits data in the form “word - phonetic transcription”
to train the pronunciation model and can be applied to any arbitrary language.

For a full-word Russian lexicon two different strategies were suggested and
proved empirically to have very similar efficiency (±0.1 % WER for 500 k full-
word vocabulary on the Development set with different parameters). Both strate-
gies require a rule-based transcriber. In our case it was provided by the Speech
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and Multi-Modal Interfaces Laboratory of the St. Petersburg Institute for Infor-
matics and Automation of Russian Academy of Science [10]. This transcriber
requires information regarding stressed vowel(s) as well as proper recognition of
a letter “ë”, since it is mostly omitted in written.

The difference between two approaches is in the order of two steps: either
the rule-based transcriber is applied first and the Sequitur G2P is trained on
the phonetic representations including emphasized phonemes or the Sequitur
G2P is trained first on the words with stress markers (emphasized letter form)
and the rule-based transcriber is applied to unknown words with emphases,
preliminary predicted by the Sequitur G2P. The second scenario was used in
this work for the sub-word lexicon generation, since it allows us to make a rule-
based grapheme-phoneme alignment (transcriber property). The advantage of
the rule-based alignment is the exact pronunciation borders between sub-words
after splitting of full words. The same scenario was used for syllables and morphs.

3 Experimental Setup

The ISABASE-2 [4] is one of the largest high-quality continuous read speech
corpora for Russian. It was created and provided for our experiments by the
Institute of System Analysis of the Russian Academy of Science. A lexical mate-
rial of the database consists of three non-intersecting sets:

– R-set: 70 sentences with sufficient allophone coverage for training.
– B-set: 3060 sentences, also used for training.
– T-set: 1000 sentences for testing.

The sets B and T were chosen from newspaper articles and Internet pages of
different domains.

Sentences from the sets R and B were spoken by 100 speakers: 50 male and 50
female. Each speaker has uttered all 70 sentences from R-set and 180 sentences
from B-set. For any two speakers the B-subsets either coincide or do not intersect
at all. Therefore, each sentence from the R-set was spoken by all 100 speakers
and each sentence from the B-set was pronounced by several males and females.

The test set was uttered by other 10 speakers: 5 male and 5 female. Each
of them read 100 unique sentences from the T-set. The utterances of the T-set
were split into 2 equal parts (with non-intersecting speakers) for the development
(Dv) and evaluation (Ev) SR sets. All speakers were non-professional speakers
living in Moscow and having mostly the Moscow pronunciation accent.

Every utterance is presented as a separate Wav-file (22050 Hz, 16 bit, down-
sampled to 16 kHz) along with its information file. The total duration of speech
is more than 34 h including 70 min of the development and test material.

In all experiments the word is considered to be an OOV only if it is absent
in the vocabulary and can not be composed from in-vocabulary fragments [15].

The acoustic modeling is performed according to [7] (re-estimation of CART,
LDA with fastVTLN). The SRILM toolkit [16] was used to estimate the backoff
5-gram LMs with Kneser-Ney Smoothing [11] for full-word and hybrid vocabu-
laries. SR results were obtained using the RWTH ASR system [13].



418 S. Zablotskiy and W. Minker

4 Evaluation

More than 10000 recognition experiments (minimum one hour long each on a
state-of-the-art desktop computer) with different acoustic and language model
parameters were carried out on the Dv set to achieve the results presented here.

The performance of a baseline full-word Russian LVCSR is shown in Table 1.

Table 1. Baseline WERs - full word 5-gram LMs (voc: vocabulary, Dv: development,
Ev: evaluation, RTF: real time factor on IntelR© XeonR© E3-1245, 3.40 Ghz machine)

Voc size ISABASE-2 (Dv) ISABASE-2 (Ev)

WER[%] OOV[%] RTF WER[%] OOV[%] RTF

100 k 16.9 5.52 1.55 17.8 4.52 1.45

200 k 12.7 2.25 1.75 14.1 1.63 1.86

300 k 11.1 1.11 1.84 13.4 0.93 2.02

Table 2 shows the comparison between the morph baseline and its “double-
sided” counterpart. Each row corresponds to the best parameters found on Dv
set (including the type of joining and smallest element size). As can be seen, the
suggested “double-sided” version outperforms significantly the morph baseline:
1.0 % WER absolute (7.1 % relative) for 300 k vocabulary on Ev set.

Table 2. WERs - morph based 5-gram LMs

Voc size #full min join ISABASE-2 (Dv) ISABASE-2 (Ev)

words size type WER[%] OOV[%] RTF WER[%] OOV[%] RTF

Single-sided marking

100 k 50 k 1 - 11.9 0.00 2.42 14.6 0.00 2.31

200 k 150 k 1 - 10.6 0.00 2.50 14.1 0.00 2.32

300 k 200 k 1 - 10.3 0.00 2.51 14.0 0.00 2.63

Double-sided marking

100 k 50 k 1 - 11.2 0.00 2.40 14.4 0.00 2.42

200 k 150 k 1 - 10.1 0.00 2.65 13.2 0.00 2.60

300 k 150 k 1 - 10.0 0.00 2.98 13.0 0.00 3.00

The number of full-words means the number of the most frequent originally
non-split words. After the text enrichment with resulted sub-words, the most
frequent (sub-)words were selected again and, therefore, the number of full-words
may deviate.

The comparison to the syllable baseline is given in Table 3. Again, the syllable
“double-sided” modification outperforms not only the full-word baseline, e.g. by
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Table 3. WERs - syllable based 5-gram LMs

Voc size #full min join ISABASE-2 (Dv) ISABASE-2 (Ev)

words size type WER[%] OOV[%] RTF WER[%] OOV[%] RTF

Single-sided marking

100 k 30 k 4 R2L 11.8 0.72 1.86 15.2 0.63 1.77

200 k 150 k 4 R2L 10.7 0.40 2.01 13.5 0.25 1.88

300 k 150 k 4 INT 10.4 0.13 2.23 13.6 0.05 2.08

Double-sided marking

100 k 70 k 3 R2L 11.6 0.27 1.94 14.1 0.25 1.87

200 k 150 k 3 R2L 10.7 0.08 2.24 13.1 0.08 2.19

300 k 150 k 4 INT 10.3 0.13 2.21 13.1 0.08 2.07

3.7 % absolute (20.8 % relative) for 100 k vocabulary, but also the syllable “single-
sided” baseline, e.g. by 0.5 % absolute (3.7 % relative) for 300 k on Ev set.

For morph models the optimal size of the smallest unit is equal to one, i.e.
joining of even one-letter morphs decreases the recognition accuracy of Russian
LVCSR (as opposed to the results reported for German [6] and Polish [15]).

5 Conclusions and Future Work

Suggested “double-sided” marking method improves significantly the recognition
accuracy without remarkable sophistication to conventional sub-word models.
For 100 k and 200 k vocabularies, syllable modifications outperform morph ones
on Ev set, taken into account, that the minimum syllable size is equal to 3.

It is worth noting that the sub-words with differently located markers are
counted as separate elements. As a result, the “double-sided” LMs have a priori
slightly smaller variety of vocabulary entries. Nevertheless, the “double-sided”
variation outperforms its “single-sided” counterpart.

It was figured out, that all OOVs should be split, even if appeared once.
A comprehensive testing of suggested methods on the other corpora is cur-

rently ongoing. Investigation of Russian graphones is also referred to future work.
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