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Preface: Solar Energy for Fuels

Few scientific researchers would deny that, as a result of various factors such as

funding cycles, overall political climate, and stagnation in progress, the intensity of

activity in any particular research field is cyclical. This is particularly true for

research areas related to renewable energy conversion and storage, with the return

of interest in solar energy related fields in the last decade corresponding with

increasing concerns about climate change and depleting fossil fuel energy sources.

Solar energy can be used to create an extremely energy-dense fuel, namely

hydrogen gas, from water. The hydrogen can be used in hydrogen fuel cell vehicles

or to create syngas with carbon monoxide to make synthetic liquid fuels in the

Fischer–Tropsch process. Additionally, solar energy can be used to photoelectro-

chemically or electrolytically drive the reduction of carbon dioxide to carbon-based

fuels such as methane, carbon monoxide, or alcohols.

The use of solar energy to create fuels is attractive, as it makes use of an

abundant resource. In Chap. 1 by Kleidon et al., a detailed analysis regarding the

potential of solar energy conversion using principles of thermodynamics and

conversion limits is presented. The conversion of solar energy to make fuels occurs

in nature via the process of photosynthesis. Substantial efforts have been made to

better understand the natural photosynthetic mechanisms in order to discover how

artificial photosynthetic systems can be engineered, especially for overcoming the

kinetic bottlenecks in the water oxidation reaction. In Chap. 2, Pantazis et al.

provide an overview of the key features of Photosystem II, the natural enzyme

that catalyzes water oxidation. The adoption of these concepts to form biomimetic

water oxidation catalysts is described in Chap. 3 by Kurz.

Several different approaches and device configurations are possible for realizing

solar fuel production. Slurry photocatalysts are a low-cost extension of photoelec-

trochemical cells, whereby a semiconductor particle decorated with co-catalysts for

the hydrogen and oxygen evolution reactions can be used to split water and co-

generate the products simultaneously. Takanabe describes the fundamental pro-

cesses involved during overall water splitting on slurry photocatalysts in Chap. 4.

v



Since the first demonstrations of solar fuel production in the 1970s, the global

scientific community has become equipped with several advantages to better tackle

the energy problem. For instance, the development of nanoscience as a field and its

accompanying synthetic and characterization tools have enabled a fresh look at old

materials, as well as completely novel approaches. Nanostructured materials have

unique and different physical and chemical properties in comparison to their bulk

counterparts. In Chap. 5, Osterloh describes the key parameters in nanomaterials

that can be exploited to improve photocatalytic performance.

Aside from using nanostructuring strategies, researchers have also developed

new ways to boost the overall performance of the photocatalysts. In Chap. 6,

Marschall describes how advanced heterojunctions can be engineered in powdered

materials to produce composite photocatalysts with better efficiency. Another

strategy is to load the surface of a light-harvesting semiconductor with a co-catalyst

that provides catalytic sites for the oxidation or reduction reactions and promotes

separation of the photogenerated charges. In Chap. 7, Nocera et al. gives a detailed

overview of the properties of water oxidation co-catalysts based on cobalt oxido

thin films. Then, in Chap. 8, Tüysüz et al. describes how surface plasmons, an

optical property found in nanostructured metals, can be used to improve the visible

light harvesting efficiency and enhance the photocatalytic activity of semiconduct-

ing particles.

Finally, in operando and in situ techniques have also been applied to

photocatalysis and photoelectrochemistry to gain a better understanding of catalytic

processes and monitor materials under reaction conditions. Increasingly advanced

setups have allowed for unprecedented experiments involving light excitation,

electrical biasing, and introduction of water for conducting microscopy and spec-

troscopy on electrocatalyst and photocatalyst materials during solar-to-fuel reac-

tions. An overview of several in situ characterization tools that have recently been

developed is given in Chap. 9, as well as different strategies for implementing high

throughput screening of solar fuel materials properties.

Harun Tüysüz

Candace K. Chan
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Physical Limits of Solar Energy Conversion

in the Earth System

Axel Kleidon, Lee Miller, and Fabian Gans

Abstract Solar energy provides by far the greatest potential for energy generation

among all forms of renewable energy. Yet, just as for any form of energy conver-

sion, it is subject to physical limits. Here we review the physical limits that

determine how much energy can potentially be generated out of sunlight using a

combination of thermodynamics and observed climatic variables. We first explain

how the first and second law of thermodynamics constrain energy conversions and

thereby the generation of renewable energy, and how this applies to the conversions

of solar radiation within the Earth system. These limits are applied to the conver-

sion of direct and diffuse solar radiation – which relates to concentrated solar power

(CSP) and photovoltaic (PV) technologies as well as biomass production or any

other photochemical conversion – as well as solar radiative heating, which gener-

ates atmospheric motion and thus relates to wind power technologies. When these

conversion limits are applied to observed data sets of solar radiation at the land

surface, it is estimated that direct concentrated solar power has a potential on land

of up to 11.6 PW (1 PW¼ 1015 W), whereas photovoltaic power has a potential of

up to 16.3 PW. Both biomass and wind power operate at much lower efficiencies, so

their potentials of about 0.3 and 0.1 PW are much lower. These estimates are

considerably lower than the incoming flux of solar radiation of 175 PW. When

compared to a 2012 primary energy demand of 17 TW, the most direct uses of solar

radiation, e.g., by CSP or PV, have thus by far the greatest potential to yield

renewable energy requiring the least space to satisfy the human energy demand.

Further conversions into solar-based fuels would be reduced by further losses which

would lower these potentials. The substantially greater potential of solar-based

renewable energy compared to other forms of renewable energy simply reflects

much fewer and lower unavoidable conversion losses when solar radiation is

directly converted into renewable energy.

A. Kleidon (*), L. Miller, and F. Gans

Max-Planck-Institute for Biogeochemistry, Hans-Knoell-Str. 10, 07745 Jena, Germany

e-mail: akleidon@bgc-jena.mpg.de

mailto:akleidon@bgc-jena.mpg.de


Keywords Carnot limit � Global estimates � Photosynthesis � Solar energy �
Theoretical potentials � Thermodynamic limits � Thermodynamics

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Thermodynamic Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3 Limits to Converting Solar Radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

4 Limits to Converting Solar Radiative Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

5 Limits to Converting Solar Radiation by Photosynthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

6 Global Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

7 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1 Introduction

Renewable energy provides a sustainable form of energy generation which is not

associated with the emission of greenhouse gases. It thereby forms a critical

component to avoid greenhouse-induced global climate change and to avoid the

consequences of depleting fossil fuel resources. Among the different forms of

renewable energy, solar energy is seen as the most abundant source of renewable

energy [1]. Its potential is often described as being so huge [2] that it is not a

limiting factor in meeting human energy demands within this century. The deploy-

ment of solar energy technology, mostly in form of photovoltaic electricity gener-

ation, is rapidly growing, so that solar energy already contributes a sizable

percentage to electricity generation in some industrialized countries.

Yet, as with any other resource on the planet, the generation of renewable energy

by the Earth system is limited, and so is the potential of using solar radiation as an

energy resource. Quantitative estimates of the theoretical potential of solar energy

are based on physical limitations rather than what is currently technologically

possible. These estimates play an important role in allowing us to assess which

form of renewable energy has the greatest potential to meet human energy

demands. The difference between the theoretical potential and what is currently

technologically possible also informs us about the extent to which technology can

be developed further. Hence, theoretical potentials provide an important foundation

for establishing the options for future sustainable energy developments.

Theoretical potentials of renewable energy are derived from the combination of

thermodynamics, which provides a general, physical formulation of the limits

associated with energy conversion, and Earth system science, which provides the

context in which energy conversion takes place. Thermodynamics describes gen-

eral rules for energy conversions, and yields well-established, fundamental conver-

sion limits, such as the Carnot limit of a heat engine. This limit is set by the heat flux

through the engine, but also by the entropy exchange, which limits how much of the

2 A. Kleidon et al.



heat can be converted into physical work (which is also referred to as exergy).

Analogous to the heat engine example, it is possible to calculate a thermodynamic

conversion limit for a radiation energy converter [3–5] which can be used to

quantify how much of the solar radiative flux can be converted into renewable

energy. In addition to the magnitude of the solar radiative flux at the surface, a

critical component that is needed is the entropy associated with the radiative flux.

This property of radiation, however, is not commonly available and needs to be

estimated from available data. Nevertheless, the combination of this theoretical

conversion limit with the conditions at the Earth’s surface allows us to quantify a

theoretical potential for solar renewable energy which is solely based on the limits

of physical conversion processes within the Earth’s environment and which is

independent of the available technology. This conversion limit is not constrained

solely to physical conversions either, so that it also applies to any form of photo-

chemical conversion, including photosynthesis. It thus sets an upper limit to the

potential by which solar radiation can supply renewable energy for human

energy use.

What has just been described sets the limit for the conversion of solar radiation

into a general, non-radiative form of energy. In the case of photovoltaics, for

instance, the resulting form of energy is in electric form. The further conversion

of this energy into some chemical form to yield solar-based fuels would likely be

associated with further conversion losses, thus lowering the potential to convert

solar radiation into chemical fuels. Here, however, we focus on the limits imposed

on the first step from solar radiation to energy in non-radiative form, and discuss the

implications for conversions to solar-based fuels at the end of this chapter.

In this chapter, we describe the theoretical background of these conversion limits

for solar radiation and combine these with climate data sets based on observed solar

radiation fluxes at the Earth’s surface to obtain estimates of solar renewable energy

potential. We also describe the closely related thermodynamic conversion limit

which applies to the radiative heating after solar radiation is being absorbed by the

Earth’s surface, which drives atmospheric convection. The subtle difference of the

latter limit is that it does not convert solar radiation, but rather solar radiative

heating, so that this thermodynamic limit represents the well-established Carnot

limit of a heat engine. This limit constrains the generation of atmospheric motion

and thus provides an estimate for the theoretical potential of wind energy. We also

briefly describe the theoretical and observed limits associated with photosynthesis,

which also act to convert solar radiation into another energy form which can be used

as a renewable form of energy in the form of biofuels. We then estimate and

compare these solar-based renewable energy potentials using observed solar radi-

ative fluxes at the surface. This comparison shows that the direct use of solar

radiation represents by far the most efficient way to generate renewable energy as

it involves the fewest conversions of solar radiation to renewable energy. We close

with a brief summary and conclusion, where we also outline the possible applica-

tion of such thermodynamic considerations to further conversions into solar-based

fuels.

Physical Limits of Solar Energy Conversion in the Earth System 3



2 Thermodynamic Background

Thermodynamics is a physical theory which describes rules for energy conver-

sions at a very fundamental level. At the center are the first and second laws of

thermodynamics. The first law essentially states the conservation of energy

during the conversion of one form of energy into another. The second law

requires that the entropy during an energy conversion process does not decrease.

Although entropy seems to be an abstract thermodynamic property, it can

loosely be seen as a measure for the dispersal of the energy at the microscopic

scale of atoms and molecules [6]. The more a given amount of energy is

dispersed within a system, the higher its entropy is going to be. This require-

ment stated by the second law is so profound in physics that it has been labeled

the arrow of time [7].

When the first and second laws are combined, they provide a constraint on

the magnitude of energy conversion. This is schematically illustrated in

Fig. 1, in which a fraction of an incoming flux of energy, Jin, is converted

into another form of energy at a rate G which represents some form of free

energy which can be used to perform work. This conversion rate, G, repre-
sents the power of the engine, although we use G here as it also refers to the

generation rate of free energy. For instance, a classical heat engine converts a

fraction of the influx of heat (Jin) into mechanical work (G). For solar energy

conversion, the influx is represented by the flux of solar radiation (Jin), and
the conversion rate G is associated with the rate by which, for instance,

electric energy is generated.

The first law of thermodynamics then states that energy is conserved during the

conversion process. In a steady state of the conversion process in which the energy

content inside the converter is unchanged, this translates into the requirement that

energy 
conversion

another form
of energy

of energy

of energy

Jin, Js,in

Jout, Js,out

G

Fig. 1 Illustration of a generic energy converter which generates power at a rate G. The

magnitude of energy conversion is constrained by the combination of the two laws of thermody-

namics: the first law states energy conservation associated with the energy fluxes Jin, Jout, and
G (i.e., Jin¼ Jout +G), and the second law requires that the entropy export, Js,out, is greater or equal
to the entropy import, Js,in (i.e., Js,out� Js,in). The ideal case of Js,out¼ Js,in sets the upper limit on

the conversion rate

4 A. Kleidon et al.



the incoming flux of energy, Jin, is balanced by the generation rate and a waste flux
of energy, Jout which leaves the converter:

0 ¼ Jin � Jout � G: ð1Þ

The second law of thermodynamics adds a further constraint on the conversion

process. It requires that the entropy does not decrease during the conversion

process. In the steady-state setting considered here, the second law imposes a

constraint on the entropy balance of the conversion process. This entropy balance

consists of the import of entropy, Js,in, associated with the incoming flux, Jin, with
the entropy export, Js,out, associated with the outgoing flux, Jout, and, potentially, of
the entropy production, σ, within the system. We thus obtain for the entropy balance

in steady state

0 ¼ Js, in � Js,out þ σ: ð2Þ

In the context of this entropy balance, the second law requires that σ� 0. In the

ideal case, where σ¼ 0, there are no inefficiencies during the conversion process

which would constitute irreversible losses, such as frictional or diffusive losses.

This condition then sets the upper limit on an energy conversion process.

To illustrate how the combination of the two laws yields a conversion limit, we

use the common example of a heat engine. For heat fluxes, the entropy fluxes are

simply given by Js, in ¼ Jin=Tin and Js,out ¼ Jout=Tout, where Tin and Tout are the

temperatures at which the heat fluxes Jin and Jout are added or removed from the

conversion process. When the expressions for the entropy fluxes are used in the

entropy balance in the ideal case of σ¼ 0, this then yields the condition

Jin
Tin

� Jout
Tout

¼ 0: ð3Þ

When we now use the first law (1) to replace Jout in (3) and solve it for G, we
obtain the upper limit of G that is permitted by the second law:

G ¼ Jin � Tin � Tout

Tin

¼ Jin � ηCarnot; ð4Þ

which is the well-known Carnot limit of a heat engine. In this equation, the

expression ηCarnot ¼ Tin � Toutð Þ=Tin is the so-called Carnot efficiency and informs

us about how much of the heat flux Jin can be converted into free energy.

The conversion limit expressed by (4) only used the first and second law in its

derivation for a generic energy conversion process in steady state, without any

details on how this conversion is being performed. It thus represents a fundamental

limit on energy conversion which is set by the laws of thermodynamics. However,

the expression given by (4) is only applicable to the conversion of heat into work,

because it specified the entropy fluxes as being thermal entropy fluxes. When

Physical Limits of Solar Energy Conversion in the Earth System 5



thermodynamics is applied to derive limits on the conversion process of solar

radiation, we need to use expressions of radiative entropy fluxes, which are some-

what different than for heat.

3 Limits to Converting Solar Radiation

To obtain theoretical limits of the conversion of solar radiation, we need expres-

sions of the entropy associated with radiative fluxes. These expressions go back to

the original work by Max Planck [8], who introduced statistical mechanics to the

description of radiation to derive radiation laws. Without going into the details of

this formulation, one can show that the entropy of a radiative flux is of similar form

to a heat flux, so that it is proportional to the magnitude of the radiative flux, and

inversely related to the temperature at which the radiation was emitted. Because

solar radiation is emitted at a much higher temperature of about Tsun¼ 5,760 K

compared to when radiation is re-emitted by the Earth system of about Tr¼ 255 K,

solar radiation has a much lower entropy than the terrestrial radiation emitted by

Earth. This low entropy of solar radiation is reflected in the much shorter wave-

length of solar radiation around 550 nm in the visible range, whereas the emitted

radiation from Earth is centered around 11 μm in the infrared range. When one uses

the particle view of radiation, then a given flux of solar radiation represents a flux of

fewer and more energetic photons, whereas terrestrial radiation represents a flux of

many more, but less energetic photons. This difference in entropy in the radiative

exchange between Earth and space ultimately drives the dynamics of the Earth’s
climate system [9, 10]. However, in contrast to the entropy associated with heat

fluxes, there is an additional contribution by radiation pressure to the entropy flux,

and the spatial concentration over the solid angle also plays a role. This latter aspect

in particular plays an important role in deriving theoretical limits, as it yields

different limits for the potential of photovoltaic and direct concentrated solar

power. For details on the formulation of radiative entropy within the Earth system,

see, e.g., the recent review by Wu and Liu [11]. The following derivations of the

thermodynamic limit of solar energy conversion follow the works by Petela [3],

Press [4], and Landsberg and Tonge [5].

The incoming solar radiative flux at the Earth’s surface can be expressed as

Rs, in ¼ BεσbT
4
sun; ð5Þ

where B is a geometric factor, ε is a so-called dilution factor, σb ¼ 5:67� 10�8W

m�2 K�4 is the Stefan–Boltzmann constant, and Tsun¼ 5,760 K is the emission

temperature of the Sun. The two factors B and ε describe the concentration of solar

radiation over a small region of the sky. At the top of the atmosphere, where solar

radiation has not been altered since it was emitted, the dilution factor is ε¼ 1, that

is, it is nearly undiluted blackbody radiation. The geometric factor is B ¼ Ωsun=π,

whereΩsun ¼ 6:8� 10�5 sr (steradian, the SI unit for solid angles) is the solid angle

6 A. Kleidon et al.



of the Sun (see Fig. 2). This solid angle expresses the size of the Sun at the orbital

distance of the Earth, so that the solar radiative flux inside this solid angle is the

same as the solar radiative flux when it was emitted from the solar surface. This

solar radiative flux has a magnitude of σbT
4
sun ¼ 62:4� 106Wm�2 (i.e., the Sun is

really bright), but its brightness is constrained into a very narrow section of the sky.

When combined, these factors yield a mean incoming flux of solar radiation at the

top of the atmosphere of about Rs, in ¼ 1, 370Wm�2, a value known as the “solar

constant”.

When solar radiation is scattered in the atmosphere, the magnitude of the flux

does not change, but the relative values of B and ε change. In the extreme case, solar

radiation is scattered over the whole hemisphere, which corresponds to a solid angle

of Ω¼ 2π. In this case the value of B would substantially increase and the dilution

factor would become much less. The spectral composition of this diluted radiation

would still be relatively unaffected (although some scattering processes alter the

wavelength). This scattered radiation is then referred to as “diluted” blackbody

radiation. In the following, scattered, diluted solar radiation is referred to as diffuse

solar radiation, whereas the non-scattered solar radiation is referred to as direct

radiation.

The entropy of the solar radiative flux, Js, is then described as

solid angle of 
Sun sun

Earth emits
terrestrial radiation

at Tr  255 K

Sun emits
solar radiation
at Tsun  5760K radiation

scattering at
particles, clouds, 

emission over 
whole planetary 
sphere,  = 4

direct
radiation

diffuse
radiation

Fig. 2 Illustration of the solar radiative flux at the Earth’s surface and the properties that affect its
magnitude and entropy. The solar radiative flux at the surface consists of the direct component (red

arrow) which is non-scattered solar radiation which still maintains its narrow solid angle, Ωsun

� 6:8� 10�5 sr, and a diffuse component (pale red arrow), which represents scattered solar

radiation with approximately the same spectral composition, but reflecting a much broader solid

angle of �2π. Emitted radiation of the Earth (terrestrial radiation, blue arrows) is emitted over the

whole area of the Earth and represents a solid angle of 4π

Physical Limits of Solar Energy Conversion in the Earth System 7



Js ¼ 4

3
BX εð ÞσbT3

sun; ð6Þ

where the function X(ε) expresses the effect of dilution on the entropy flux. This

function can be derived analytically, and a numerical approximation of this func-

tion is given by [5] as

X εð Þ ¼ ε� 0:9652� 0:2777lnεþ 0:0348εð Þ: ð7Þ

Note that the expression of the radiative entropy flux is similar to the entropy of a

heat flux, except for the factor 4/3, which originates from the contribution of

radiation pressure (e.g., [11]), and for the effect of dilution, BX(ε).
With these expressions of the solar radiative and entropy flux, one can derive the

thermodynamic limit for solar radiative energy conversions. This derivation is

analogous to the derivation of the Carnot limit in the previous section. The first

law is represented in steady state by

Rin ¼ Rout þ J þ G; ð8Þ

where Rin is the incoming flux of solar radiation, Rout is the emission of longwave

radiation, J is a heat exchange flux with the surroundings, and G is the potential to

generate free energy from the conversion process. The entropy balance of the

conversion process is given by the import of entropy by Rin, the export of entropy

by radiative emission, Rout, and the entropy exchange produced by J:

Js, in ¼ Js,out þ J

T
; ð9Þ

where T is the environmental temperature. To obtain the upper limit, it is again

assumed that there is no irreversible entropy production associated with the con-

version process. This then yields a limit on the generation rate, G, given by

G ¼ Rin � Rout � T Js, in � Js,outð Þ: ð10Þ

A specific expression for the generation limit is obtained when the expressions for

the radiative energy and entropy fluxes from the above are used. With (5) and (6) we

obtain

G ¼ Rin 1þ 1

3

T

Tsun

� �4

� 4

3

X εð Þ
ε

T

Tsun

 !
� Rin 1þ 4

3

X εð Þ
ε

T

Tsun

� �

¼ Rin � ηrad: ð11Þ

The second term in the first expression on the right hand side can be neglected

for conditions on Earth because T � Tsun. The last expression in (11) again
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formulates the generation rate in terms of the influx of solar radiation, Rin, and a

conversion efficiency, ηrad:

ηrad ¼ 1� 4

3

X εð Þ
ε

T

Tsun

: ð12Þ

This expression describes the theoretical maximum efficiency of converting solar

radiation into other forms of energy.

To obtain estimates for the maximum efficiency from (12), we not only need

information on the surface temperature, T, but also on the nature of the solar

radiation in terms of how much it has been diluted so that we can determine the

value of ε and X(ε). For this we consider two cases. The first efficiency we derive is
for the conversion of direct, i.e., non-scattered solar radiation at the surface. Direct

radiation is used, for instance, by solar technologies in which solar radiation is

focused by mirrors onto a small area to reach a high temperature (“direct concen-

trated solar”, DCS). Direct radiation is characterized by a value of epsilon of ε¼ 1

and X(1)¼ 1. With a mean surface temperature of about T¼ 288 K, this yields a

maximum efficiency of ηdirect ¼ 93%. Note how the value of the efficiency differs

from the Carnot limit because of the effect of the radiation pressure. The efficiency

is almost 1, indicating that it can almost be completely converted into another form

of energy. This high efficiency is ultimately produced by the high radiative tem-

perature difference between the Sun and the radiative temperature of the Earth.

The second efficiency we derive concerns the use of diffuse solar radiation. An

example of this conversion type is photovoltaics or photochemistry, as these do

not make specific use of the concentrated nature of direct radiation. We consider

diffuse radiation that is completely scattered, i.e., diluted to a solid angle of

Ωdiffuse ¼ 2π, but for which the radiative flux is unchanged, so that the product

Bε is the same for direct and diffuse radiation. This yields the condition

Bdirεdir ¼ Ωsun=π ¼ Bdiffuseεdiffuse, from which the value of εdiffuse can be inferred

from the respective solid angle of completely scattered solar radiation,

Ωdiffuse ¼ 2π. This yields an efficiency of ηdiffuse ¼ 73%, which is notably less

than ηdirect. This reduced efficiency is because the scattering of solar radiation is

an irreversible process which produces entropy, so the diffuse solar radiation has a

higher entropy.

When these thermodynamic limits of solar energy conversion are compared with

solar radiative fluxes at the Earth’s surface, one can infer solar energy potentials

associated with the use of direct and diffuse radiation. These estimates are obtained

by multiplying the efficiencies with the respective radiative flux, as in (11).
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4 Limits to Converting Solar Radiative Heating

We next consider the indirect way of converting solar radiation in terms of the

heating rate which results when solar radiation is being absorbed at a surface. The

limit is then derived from the consideration of how much of the radiative heating

rate can maximally be used to generate mechanical work from a heat engine. For

this derivation we consider a setup shown in Fig. 3. The surface is heated by the

absorption of solar radiation, Rin, which is cooled by a net radiative exchange with

the atmosphere, Rl, and a convective heat flux, Jin, which transports heat from the

surface to the atmosphere by atmospheric motion. Note that the net radiative

cooling, Rl, describes the difference between the emission of terrestrial radiation

from the surface (an upward flux) and the downwelling radiative flux of radiation

which was emitted by the atmosphere back to the surface (a downward flux,

representing the atmospheric greenhouse effect). The heat engine is then driven

by the convective heat flux, Jin, and by the temperature difference between the

surface, Ts, and the atmosphere, Ta. This setup was used in previous studies to

derive the limit of maximum convective power, which was then used to infer mean

climatic characteristics and sensitivities [12–15]. These applications are rather

successful, suggesting that the atmosphere in fact operates near this theoretical

limit.

The derivation of the limit is based on the Carnot limit as given by (4) applied to

the heat flux Jin, with two important extensions. First, because the generated power

is dissipated by friction within the system, frictional dissipation needs to be

cooling by emission of 
terrestrial radiation

Heating by 
absorption of 

solar radiation

heat
engine

Rin Rl

surface

atmosphere

Jin

Ts

Ta

atmospheric
motion

radiative
energy

thermal
energy

kinetic
energy

Jout

G

D

Fig. 3 Setup used to infer the conversion limit when solar radiation is used as a heating source.

The illustration shows the surface-atmosphere system heated by the absorption of solar radiation,

Rin, at the surface. This heating is compensated for in the steady state by net exchange of terrestrial

radiation, Rl, between the surface and the atmosphere, and a heat flux, Jin, which is sustained by

atmospheric motion. This heat flux drives a heat engine which generates power at a rate G and

utilizes the difference in temperatures between the surface at a temperature Ts and the atmosphere

at a temperature Ta. After [12] under Creative Commons license CC BY 3.0
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accounted for as an additional heating term. It can be shown that this results in a

slightly different form of the Carnot limit, in which the denominator in the

efficiency is replaced by the temperature of the cold reservoir, Ta. Second, when
a substantial fraction of Rin results in the heat flux Jin, its effect on the temperature

difference Ts� Ta needs to be accounted for as well. This effect can easily be

derived from the surface energy balance. To do so, the net radiative cooling of the

surface, Rl, is approximated by a linear relationship, Rl¼ kr(Ts� Ta), where kr is an
effective radiative conductance. The surface energy balance in steady state requires

that Rin¼Rl + Jin. When both expressions are combined, we obtain an expression

for the temperature difference:

Ts � Ta ¼ Rin � Jin
kr

: ð13Þ

Note how this expression reflects the decrease of Ts� Ta with a greater flux Jin,
with the extreme case of no temperature difference if Jin¼Rin. This effect on the

temperature difference has an important implication in that it implies that not all of

the radiative heating rate can be used by a heat engine and converted into work.

When this expression is used in the modified Carnot limit just described, we note

that the power derived by the heat engine is a quadratic function of Jin:

G ¼ Jin � Ts � Ta

Ta

¼ Jin � Rin � Jin
krTa

: ð14Þ

The maximum power the heat engine can generate is then obtained by maxi-

mizing this expression with respect to the heat flux, which is analytically done by

∂G=∂Jin ¼ 0 and then solving for Jin, Ts� Ta, and for G. The value of the

maximum power limit, Gmax, is then given by

Gmax ¼ R2
in

4krTa

¼ Rin � ηheat; ð15Þ

with the efficiency given by

ηheat ¼
Rin

4krTa
¼ 1

2

Ts � Ta

Ta
: ð16Þ

Here, the value of kr is derived from the expression of Rl at the maximum power

limit, which is given by Rl ¼ kr Ts � Tað Þ ¼ Rin=2, so that kr ¼ Rin= 2 Ts � Tað Þð Þ.
Note that the reduction by 1/2 reflects the fact that only a fraction of the solar

radiative heating can be used for the conversion. Using observed values of the

surface and atmospheric temperature of Ts ¼ 288K and Ta � Tr ¼ 255K yields an

efficiency of ηheat ¼ 6:5%. This efficiency is much lower than the efficiency

obtained from the direct use of solar radiation which makes explicit use of the

low radiative entropy of solar radiation. Once solar radiation is absorbed at the
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prevailing temperatures of the Earth, this low entropy is lost, resulting in substantial

entropy production by absorption of solar radiation. Because the temperature

differences on Earth are relatively low, the resulting efficiencies for converting

solar radiative heating into another form are equally low.

A few aspects need to be mentioned about the power generated from solar

radiative heating. First, power is also generated from horizontal gradients in solar

radiative heating. The difference in solar radiative heating between the tropics and

the polar regions, for instance, drives large-scale atmospheric flow, yielding addi-

tional power. This power is constrained in a similar way by thermodynamics. As the

temperature difference is of similar magnitude as used here, but the heat flux

associated with large-scale flow is substantially smaller, the generated power is a

fraction of the power associated with the vertical difference in radiative heating

[12]. For the first order estimates derived here, this contribution is neglected.

Second, a sizable fraction of the maximum power derived from the vertical

difference in radiative heating is used in the atmosphere to drive the hydrologic

cycle. The heat flux described by Jin includes the flux of latent heat, which

represents about 80% of Jin [16]. The resulting work is dissipated by several

irreversible processes within the water cycle [17], such as frictional dissipation of

falling raindrops, but also generates the potential energy of precipitation which

drives river flow on land or the desalination of ocean water. The resulting conver-

sion efficiency into the kinetic energy of motion is thus likely to be smaller than the

6.5% estimated above, and more likely to be 20% of this value, which would result

in an efficiency of about 1.3%. Third, when kinetic energy of motion is used as wind

energy and is converted further by wind turbines, only a fraction of the kinetic

energy can be converted into renewable energy. Using considerations of momen-

tum balance and maximum conversion limits set the efficiency of this conversion to

about 38% of the generated kinetic energy [18, 19]. This would then imply an

overall conversion efficiency of about 0.5% in deriving a wind energy potential

from absorbed solar radiation. As a last point, it is mentioned here that some of the

kinetic energy of atmospheric motion is not dissipated by friction, but converted

further, for instance in wave power over oceans or the kinetic energy associated

with the wind-driven oceanic circulation. Observation-based estimates [20] suggest

that about 0.05% of the absorbed solar radiation at the surface result in the

generation of ocean waves, and only 0.002% drive the wind-driven oceanic circu-

lation. These constitute further energy conversions originating from solar radiation

and providing other forms of renewable energy, but their potentials are subse-

quently lower.

5 Limits to Converting Solar Radiation by Photosynthesis

Photosynthesis directly converts solar radiation into chemical energy and represents

another possibility to convert solar energy into some other form. In principle, the

same theoretical limit as derived in Sect. 3 applies to photosynthesis and
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photochemical conversions in general, as these directly use diffuse solar radiation

rather than heat when absorbed. The theoretical limit of photosynthesis is, however,

substantially lower, mostly because chlorophyll uses a relatively narrow range of

the solar spectrum. Observations of agricultural crops grown in the absence of

limiting resources further suggest that the actual efficiency is even lower, although

the fundamental physical reasons for this lower observed efficiency remain unclear.

As a photochemical reaction, photosynthesis converts carbon dioxide (CO2) and

water into carbohydrates and molecular oxygen using light, so the availability of

CO2 and light set in principle the primary limitations on the upper limit on how

much CO2 can be taken up [21–23]. The requirement for light is associated with the

energetic minimum requirement of four photons of wavelengths of 680 and 700 nm

each to reduce one molecule of CO2, yielding a total requirement of eight photons.

This corresponds to an energetic requirement of about 1,370 kJ of radiative energy

per mole of fixed carbon, and yields about 479 kJ of chemical free energy which is

bound in carbohydrates. This energy conversion proceeds with an efficiency of

479 kJ/1,370 kJ¼ 35% and was found by Hill and Rich [24] to be operating near the

maximum thermodynamic efficiency at low light intensities. Considering that only

about 48.5% of the solar spectrum can be used by photosynthesis and that conver-

sion losses reduce this number further, the maximum thermodynamic efficiency of

photosynthesis to convert solar radiation from theoretical considerations has been

placed at around 12% [25–28]. Efficiencies derived from observations of agricul-

tural crops place the actual photosynthetic efficiency at less than 3%. Even the most

productive crops in the midwestern United States have recently been found to be

display low conversion efficiencies [29]. This conversion efficiency describes the

conversion from solar radiation into chemical energy. As biomass is formed out of

carbohydrates there are further conversion losses, with typical rates of biomass

production being half the photosynthetic CO2 uptake. The conversion rate of

carbohydrate into biofuels should thus be less than 1.5% of the absorbed solar

radiation.

This conversion efficiency can, of course, only be achieved when other factors

do not limit photosynthesis, particularly the availability of water on land and the

availability of nutrients in the ocean. These limitations reduce the actual efficien-

cies of natural photosynthesis to lower values. When global estimates for photo-

synthetic CO2 uptake for the marine and terrestrial biosphere are used [30], the

actual efficiencies are 0.1% in the ocean and 0.7% on land.

6 Global Estimates

To obtain first-order global estimates of the different potentials of renewable energy

derived from solar radiation, we use a global data set of solar radiation derived from

observations. The NASA Surface meteorology and Solar Energy (NASA-SSE) data

set was constructed by a combination of observations from satellites and polyno-

mial fits to obtain a climatology of direct and diffuse solar radiation at the surface.
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The data is available for download at http://eosweb.larc.nasa.gov/sse/. The mean

annual spatial distribution of the downward flux of solar radiation at the surface is

shown in Fig. 4, with global means given in Table 1. The maps of solar radiation

show what one would expect: the highest values of direct radiation are found in the

subtropical desert regions (Fig. 4a), where the lack of cloud cover and the compar-

atively short path lengths through the atmosphere reduce the effect of scattering by

clouds. Diffuse solar radiation is relatively uniform across regions with a value of
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about 60 W m�2, as shown in the histogram in Fig. 4c. The total downward flux of

solar radiation is shown in Fig. 4b, which shows that the peak values in the total flux

are also found in the subtropical desert regions. Not shown here are the seasonal

variations in the solar radiative flux.

When these values are integrated over all land, oceans, and for the entire planet,

they yield the averages shown in Table 1. These global numbers show that direct

and diffuse radiation are relatively equally distributed, with a slighter greater share

of about 53–55% of direct solar radiation contributing to the total downward flux.

The global average downward flux of 155.0 W m�2 (line C in Table 1) is somewhat

lower than the global average of absorbed solar radiation at the surface of

165 W m�2 from the recent estimate given by Stephens et al. [16]. This tells us

that the following numbers should be seen as relatively rough, first-order estimates

of the magnitudes, with uncertainties in the solar radiative flux being in the order of

at least 10 W m�2.

We can now use the estimated efficiencies from the previous sections to infer the

theoretical potential of different solar energy use. These estimates are obtained by

multiplication of the efficiency with the radiative flux, with the values provided in

Table 1 Planetary averages of the direct, diffuse, and total downward solar radiative flux at the

surface shown in Fig. 4 and derived estimates of the potentials of different forms of renewable

energy

Description Global Land Ocean Units

Downward solar radiative fluxes at the surface

A: Direct solar radiation 87.3 83.7 88.8 W m�2

44.5 12.5 32.1 PW

B: Diffuse solar radiation 67.7 66.5 68.2 W m�2

34.5 9.9 24.6 PW

C: Total solar radiation 155.0 150.2 157.0 W m�2

(¼A+B) 79.1 22.4 56.7 PW

Renewable energy potentials

D: From direct solar radiation 81.2 77.8 82.6 W m�2

(¼93% of A) 41.4 11.6 29.8 PW

E: From total solar radiation 113.2 109.6 114.6 W m�2

(¼73% of C) 57.7 16.3 41.4 PW

F: Photovoltaics 31.0 30.0 31.4 W m�2

(¼20% of C) 15.8 4.5 11.3 PW

G: Biomass 2.3 2.3 2.4 W m�2

(¼1.5% of C) 1.2 0.3 0.9 PW

H: Wind power 0.8 0.8 0.8 W m�2

(¼0.5% of C) 0.4 0.1 0.3 PW

Surface area 510.0 148.9 361.1 1012 m2

Estimates in lines D and E use maximum efficiencies permitted by thermodynamics, whereas F

uses an efficiency from current technology. Estimate G uses the maximum observed efficiency of

photosynthesis. Note that 1 PW¼ 1015 W
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Table 1. The relative geographical distribution would be as shown in Fig. 4, because

the potential is simply a fraction of the shown map, with the fraction given by the

efficiency used in the estimate.

The global theoretical potential for the use of direct solar radiation is obtained by

combining the maximum efficiency ηdirect with the values of the downward solar

radiative flux. This yields an average potential of 81.2 W m�2, or 41.4 PW when

integrated over the whole surface area (Table 1, line D). When evaluated over land,

the average potential is about the same (77.8 W m�2), which yields a potential of

11.6 PW when integrated over all continental regions. This potential sets the upper

limit to generating energy by direct concentrated solar-based technology. The

currently achieved efficiency is in the range of about 15% [31] and thus much

lower than what is theoretically possible.

The theoretical potential for the use of solar radiation which does not specifically

utilize the direct component is shown in line E of Table 1, using the efficiency

ηdiffuse from above. The global mean potential is 113.2 W m�2, or 57.7 PW, with

values of 109.6 W m�2, or 16.3 PW, when applied to land only. These values are

notably larger than the potential for direct solar radiation because of the greater

overall flux of solar radiation that could be utilized. This potential sets the upper

limit to energy generation by photovoltaics. The currently most effective solar cells

have an efficiency of about 44%, with a typical value at around 20% [32]. These

efficiencies are also notably lower than what is theoretically possible. For compar-

ison, the global potentials for photovoltaics using a 20% efficiency are also given in

line F of Table 1.

For completeness, the potentials for biomass and wind energy are also included

in Table 1. The potential for biomass should be viewed with some reservation, as it

would require the absence of nutrient and water limitation in all regions, so that the

number shown in the Table is more of a hypothetical potential. The potential for

wind energy is based on the restrictions described at the end of Sect. 4 and yields

about 114 TW, which is somewhat higher than the more detailed estimate of 16–

68 TW obtained by Miller et al. [18].

To interpret these various estimates, compare them, and place them into the

context of human energy demand, the estimates for land are shown in a graphical

way in Fig. 5. The figure starts with the solar radiative flux at the top of the Earth’s
atmosphere of 1,370 W m�2, that is, the “solar constant” from Sect. 3, which

integrated over the illuminated cross section of the Earth yields a total flux of

174.8 PW or 174,750 TW. Because of reflection, which is about 30% of the

incoming solar radiative flux on the planetary scale, and because of atmospheric

absorption, this influx of solar radiation is reduced to about half the incoming flux at

the top of the atmosphere. On the global scale, this provides an energy flux of

79,100 TW at the surface (line C in Table 1).

The solar radiative flux at the Earth’s surface can be converted into renewable

energy in three different ways. The first is shown in Fig. 5 by the red arrow on the

left. Here, the solar radiative flux at the surface is converted directly into renewable

energy. This is achieved, for instance, by using direct concentrated solar or photo-

voltaic technologies. The maximum efficiencies associated with these conversions
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are given by the efficiencies ηdirect and ηdiffuse from Sect. 3. In the ideal case, the

efficiency ηdirect is used for the direct part of the solar radiative flux, and ηdiffuse is
used for the diffuse part. When combined with the values of Table 1 and applied to

the land area, which covers about 29.2% of the Earth’s surface, these yield a total

solar energy potential on land of 18,850 TW.

The second way solar radiation can be used to generate renewable energy is

through its differential radiative heating which is the source for conversion into

kinetic energy. Radiative heating takes place when solar radiation is absorbed at the

surface and converted into heat while radiation is emitted from the atmosphere,

thereby generating a differential heating and cooling source. This differential

heating creates temperature differences within the Earth system which are used

by the atmospheric “heat engine” to generate motion and kinetic energy, and it acts

to deplete these differences. This is shown in Fig. 5 by the blue arrow in the middle

of the figure. This type of conversion is associated with a very low efficiency

resulting from three factors. First, not all the radiative flux can be used to drive

the heat engine; second, a substantial fraction of the convective heat flux is

consumed by the hydrologic cycle; and third, the temperature difference used by

the heat engine is comparatively low. When the generated kinetic energy of the

winds is then converted further to renewable wind energy, not all of the kinetic

energy can be used. Using the reduced efficiency at the end of Sect. 4 together with

solar radiation
174 750 TW

max.  73-93%
obs.  44%

max.  1.3 %
(obs.  2 %)

max.  12 %
obs.  3 %

photochemical
conversion

photosynthesis
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conversion

thermal
conversion

heat engineradiative converter

biofuels
(or food production)
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renewable energy
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renewable energy
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Fig. 5 Summary of the climatological estimates of different forms of solar-derived forms of

renewable energy on land in comparison to the human demand in terms of primary energy and

food. Note that the observed efficiency of 2% for thermal energy conversion applies to the large-

scale circulation and is not directly comparable with the efficiency of atmospheric convection

estimated here. The number is provided for a qualitative indication of a typical efficiency

associated with atmospheric motion
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the values in Table 1 yields a rough estimate of the wind energy potential on land of

about 114 TW. It should be noted that the efficiency from observations of about 2%

given in Fig. 5 refers to the efficiency of the large-scale atmospheric circulation,

which is not the same as the efficiency associated with vertical convection derived

here. This number is thus only given for a qualitative indication of a typical

efficiency.

The third way to use solar radiation is through photochemical conversion,

specifically photosynthesis in this case. This is shown in Fig. 5 by the green

arrow on the right. As described in Sect. 5, the theoretical limit of photosynthesis

imposed on the radiative conversion process is about 12%, although observations

have so far reported a much lower limit of 3%. Only half of this efficiency results in

the generation of biomass, which then yields either biofuel as a renewable form of

energy or food. When these numbers are applied to humid regions, in which water

availability does not limit natural photosynthesis and which constitutes about

14.6% of the Earth’s surface, this form of renewable energy yields a potential

173 TW.

It is worth mentioning that these estimates of solar-derived renewable energy are

substantially larger than those derived from the additional forcing provided by the

geothermal heat flux from the Earth’s interior of less than 50 TW [33], and by the

tidal forcing of the Moon and the Sun, which provide about 5 TW [34].

These potentials are now placed into the context of the human demand for

energy. This demand consists of two forms: the need for primary energy, which

is currently about 17 TW [35], and the need for food resources provided by

agricultural production, which is an indirect form of energy demand related to

human metabolic energy needs. Using estimates of the human appropriation of net

primary productivity of about 25–40% [36, 37] and applying it to the energy

equivalent of the net primary productivity of land regions yields an estimate of

about 20–30 TW [9, 10]. Although renewable energy can be derived by all three

ways shown in Fig. 5, the demand for food production can only be provided by the

third way through the products of photosynthesis. These two forms of human

energy demand are shown at the bottom of Fig. 5.

The estimates in Fig. 5 impressively show how the potential for renewable

energy by direct conversion of solar radiation into other forms of energy is much

larger than by indirect means. The theoretical potential of solar energy is two orders

of magnitude greater than that indirectly derived from solar radiation. Although

these estimates are certainly first-order estimates and associated with some uncer-

tainties, the orders of magnitude follow from the thermodynamic constraints

discussed in the section above. Hence, the estimates shown in Fig. 5 should be

rather robust.

The estimates have two important implications for the form of renewable energy

technology from which the greatest impact on energy generation can be expected,

and for the associated environmental impacts when used to meet human energy

demands. The potential of solar renewable energy is huge even when reduced to the

efficiencies in photovoltaics that are currently technologically achievable. Future

improvements in the efficiencies in, e.g., photovoltaics can realize a greater fraction
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of the theoretical potential, which would have a substantial impact on how much

more energy can be generated from solar energy. In comparison, an improvement in

the efficiency of photosynthesis by bioengineering, or an expansion of agriculture

into arid lands, could potentially double or quadruple the potential shown in Fig. 5.

Yet, because the potential is quite small compared to that of solar energy, the

resulting impact on the potential would be comparatively small. The direct use of

solar energy already provides the greatest source of renewable energy and future

improvements should make this source even greater.

The substantial potential of solar energy also implies that the associated envi-

ronmental impacts are much smaller when used to meet the primary energy

demand. This can be seen by the ratio of the present-day human energy need to

the potential. This ratio of 17/18,850¼ 0.09% implies that only a minute fraction of

the land surface would need to be used to meet the human energy demand.

Furthermore, because most of the absorption of solar radiation at the surface results

in the conversion into heat, the originally low entropy of solar radiation is swamped

by the huge entropy production during absorption. This loss is reduced when solar

radiation is converted into electricity before it results in radiative heating at the low

prevailing temperatures of the Earth’s surface. In comparison, if the human energy

demand is met by wind energy, then a much greater fraction of the potential would

need to be used. Given the numbers in Fig. 5, this fraction would be

17/114¼ 14.9%. Because the dissipation of the kinetic energy by surface friction

plays an important role in maintaining the turbulent exchange between the surface

and the atmosphere, using a substantial fraction of the wind energy potential results

in inevitable climatic impacts at the land surface [18]. Hence, the magnitude of

these potentials not only informs us about how human energy demand can be met

most effectively, but also about the potential environmental impacts when used.

7 Summary and Conclusions

We have provided estimates of the theoretical potentials of the different ways in

which solar radiation can be used to generate renewable energy. These theoretical

potentials were derived from the laws of thermodynamics in combination with

global, observation-based estimates of the solar radiative flux at the Earth’s surface.
The estimates derived in this way show that the direct use of solar radiation

provides a much greater potential for renewable energy than other forms derived

in more indirect ways.

These estimates provide a basis for further energy conversions into solar-based

fuels. This conversion involves chemical conversions which are likely to proceed

with efficiencies of less than one, as required by the laws of thermodynamics, so

that there are likely to be inevitable losses in these energy conversions. The

potentials obtained here may be combined with such chemical conversion efficien-

cies to evaluate the overall efficiency of the energy conversion chain of a particular

technology. For instance, when an efficient way to convert biomass into biofuels is
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compared with a comparatively inefficient conversion of electric energy generated

by PV into some solar-based fuel, then we need to recognize that the theoretical

potential of PV is much greater than that of biomass. What this would then imply is

that the latter conversion, which may at first seem less efficient, may nevertheless

provide a greater overall potential in generating fuels. What this suggests is that the

comparison of the potentials of different technologies to generate solar-based fuels

should be evaluated in a system’s perspective which includes the whole chain of

energy conversion from solar radiation to fuel.

Although we have focused here on the global scale, it is important to note that

the proportion of the different potentials of renewable energy are similar when

applied to the regional to national scale. This can easily be demonstrated by using

the characteristics of Germany. Its area is about 360,000 km2, its mean solar

radiation about 120 W m�2, and it is somewhat more windy than average, with a

mean dissipation rate of kinetic energy of about 2 Wm�2. Using these numbers and

the efficiencies derived above, the solar and wind energy potentials are 31,500 and

274 GW respectively. For comparison, in 2013 a total of 13,828 PJ of primary

energy were consumed in Germany [38], yielding a mean consumption rate of

438 GW. Even though Germany is not as sunny as desert regions and windier than

the mean, the theoretical potential for solar energy is still two orders of magnitude

greater than for wind energy, and it can easily meet the primary energy demands at

national level.

In conclusion, solar energy provides by far the greatest potential for renewable

energy in the Earth system. The reason is simple and rooted deeply in the physics of

energy conversion. Thermodynamics, particularly the second law, tells us that any

energy conversion is associated with inevitable losses. Applied to renewable

energy, this implies that the most direct use of the largest forcing of the Earth

system, that is, solar radiation, is associated with the greatest magnitude and the

least conversion losses, yielding the greatest potential. Solar energy is therefore

sure to play a central role in future energy supply based on renewable energy.
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Principles of Natural Photosynthesis

Vera Krewald, Marius Retegan, and Dimitrios A. Pantazis

Abstract Nature relies on a unique and intricate biochemical setup to achieve

sunlight-driven water splitting. Combined experimental and computational efforts

have produced significant insights into the structural and functional principles

governing the operation of the water-oxidizing enzyme Photosystem II in general,

and of the oxygen-evolving manganese–calcium cluster at its active site in parti-

cular. Here we review the most important aspects of biological water oxidation,

emphasizing current knowledge on the organization of the enzyme, the geometric

and electronic structure of the catalyst, and the role of calcium and chloride

cofactors. The combination of recent experimental work on the identification of

possible substrate sites with computational modeling have considerably limited the

possible mechanistic pathways for the critical O–O bond formation step. Taken

together, the key features and principles of natural photosynthesis may serve as

inspiration for the design, development, and implementation of artificial systems.

Keywords Manganese � Oxygen-evolving complex � Photosystem II � Water

oxidation
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1 Introduction

The biological conversion of light energy into chemical energy sustains practically all

life on our planet [1]. Although not all photoautotrophs perform the same type of

chemistry or have the same biochemical machinery, the fundamental functions are

essentially the same: light-induced charge separation that drives electron transfer to

eventually create energy-rich reduced compounds. A major differentiating factor

amongphotosynthetic organisms is the source of electrons. In oxygenic photosynthesis

performed by plants, algae and cyanobacteria, the source of electrons is water:

2H2O ! O2 þ 4Hþ þ 4e�:

The light-driven oxidation of water takes place in the membrane-embedded

pigment–protein supercomplex Photosystem II (PS-II), at an active site (the

oxygen-evolving complex, or OEC) which contains an oxo-bridged tetra-

manganese–calcium cluster (Mn4CaO5) [2–7]. Dioxygen is a waste product and is

simply discarded by photosynthetic organisms. However, it is through this bio-

chemical process that the Earth’s atmosphere obtained its high oxygen content and

the ozone layer, while life exploited oxygen’s oxidizing power in the evolution of

respiration that can sustain more complex life forms. Protons are used for the

creation of a membrane gradient driving the chemiosmotic synthesis of ATP

(adenosine triphosphate), an energy carrier molecule in metabolic processes. The

electrons are transported along other components of the photosynthetic chain (see

Fig. 1) to be utilized eventually in the synthesis of NADPH (reduced nicotinamide

adenine dinucleotide phosphate). Through NADPH, a carrier of reducing equi-

valents, the electrons extracted from water are employed in the light-independent

carbon fixation reactions that reduce CO2 to carbohydrates:

CO2 þ 4Hþ þ 4e� ! CH2Oð Þ þ H2O:
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Among the distinctive features of biological oxygenic photosynthesis are the

highly efficient light conversion, utilization of the ultimately abundant “electron

source” on our planet (water), and a water oxidation catalyst composed of a readily

available first-row transition metal, manganese. Faced by the current and near-

future energy challenges of our civilization, and by the need to control the adverse

effects of fossil fuel use, it is precisely these features of biological photosynthesis

that we are trying today to reproduce in synthetic light-driven systems. The aim is to

split water on a large scale to produce molecular hydrogen or other reduced

compounds as energy carriers (solar fuels) [8–15]. Although the highly complicated

biological system cannot be viewed as a blueprint to be faithfully reproduced in

artificial systems, it remains a uniquely successful example of this type of chemistry –

and a unique source of chemical insight. Several aspects of natural photosynthesis

remain insufficiently understood despite decades of research, but many questions

have also been answered and many fundamental principles have been clarified.

Instead of attempting a broad and exhaustive overview of all facets of natural

photosynthesis, in this chapter we focus on the most relevant aspects of water

oxidation performed by PS-II and discuss the structural and functional principles

that have emerged from recent research on biological water splitting.

2 Photosystem II Structure and Function

2.1 Overall Structure and Electron Transfer

The refinement of the PS-II structure has been a laborious and lengthy undertaking

for X-ray crystallography. The first crystallographic model, at 3.8 Å resolution, was

obtained by Zouni and coworkers in 2001 [16] and it took 10 years of effort [17–21]

until a resolution of 1.9 Å was achieved [22]. Even more recently, a structure was

obtained at 1.95 Å resolution using X-ray free electron laser pulses instead of

Fig. 1 Components of the light-dependent reactions and electron transfer in oxygenic photosyn-

thesis. Blue arrows indicate the flow of electrons from H2O to NADPH. Q plastoquinone, Pc
plastocyanin, Fd ferredoxin, FNR ferredoxin-NADP+ reductase
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synchrotron radiation [23], potentially avoiding the effects of extensive radiation

damage which compromised earlier crystallographic models. PS-II has a dimeric

structure (Fig. 2). Each monomer consists of more than 20 proteins arranged in a

pseudo-dimeric fashion. A large number of cofactors are accommodated in the

protein, including chlorophylls, pheophytins, carotenes, plastoquinones, lipids,

bicarbonate, heme and non-heme iron centers, and an Mn4CaO5 complex at the

OEC active site.

The core of each PS-II monomer is formed by the two homologous proteins D1

and D2, which contain most of the cofactors involved in catalysis and electron

transfer (Fig. 2). Both proteins are highly conserved and very few variations exist

among photosynthetic organisms. This is particularly true for D1, which harbors the

oxygen-evolving manganese cofactor. Two proteins that contain several chloro-

phyll molecules, CP43 and CP47, surround the D1 and D2 proteins and are involved

in light harvesting and transfer of excitation energy to the charge-separation site

(P680), a set of four chlorophylls and two pheophytins located symmetrically

around an intersection of the D1 and D2 polypeptide chains. Several other proteins

surround the D1–D2 and CP43–CP47 pairs. These include “extrinsic” proteins on

the lumenal side of PS-II, i.e., the side facing the interior of the thylakoid. These

proteins may be necessary for catalytic function or they may bind only transiently to

stabilize specific states or facilitate large-scale transformations such as active site

reconstitution [24–26].

Photosystem II converts light energy into electrochemical potential which drives

the oxidation of water and the reduction of plastoquinone [1, 27] according to the

overall reaction

2H2Oþ 2Qþ 4Hþ
stroma ! O2 þ 2QH2 þ 4Hþ

lumen:

The dioxygen thus generated is released as a byproduct into the atmosphere,

whereas plastoquinol (QH2) diffuses into the membrane to cytochrome

b6f. Through the series of electron transport steps depicted in Fig. 1, the chain

terminates with the synthesis of NADPH, the biological equivalent of reduced

Fig. 2 Left: structure of the PS-II dimer. Right: pigments, other cofactors and important residues

involved in charge separation, electron transfer, and catalytic activity within a PS-II monomer
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hydrogen. It is conceptually convenient to view the function of PS-II as the sum of

four processes: (1) light harvesting and excitation energy transfer to the reaction

center, (2) electronic excitation of the reaction center and charge separation,

(3) transfer of the electron from the reaction center to plastoquinone, and (4) reduc-

tion of the reaction center by the Mn4CaO5 cluster, which in turn oxidizes water.

Following the absorption of visible light by chlorophyll molecules and their

subsequent excitation, the excitation energy is transferred to the reaction center, a

directed process facilitated by the spatial arrangement of the chromophores. The

reaction center consists of chlorophyll (Chl a) and pheophytin (Pheo a) molecules

bound to the D1 and D2 proteins (see Fig. 2). Excitation of the reaction center

results in charge separation within picoseconds, generating the radical cation, P680•+,

and a radical anion, PheoD1
•�. P680•+ has an estimated reduction potential of +1.2 V

(vs SHE), making it one of the most oxidizing species known in biology [28, 29].

Following the formation of the initial charge-separated state, the electron is trans-

ferred from PheoD1
•� to a tightly bound plastoquinone molecule (QA) and then

through a non-heme Fe(II) to the final acceptor QB. The rapid and efficient multi-

step electron transfer over this distance of more than 30 Å is critical for suppressing

charge recombination and results in the high quantum efficiency of biological water

splitting. After two reduction and protonation steps the formed plastoquinol QBH2

diffuses into the thylakoid membrane and is replaced by another plastoquinone.

On the opposite side of the enzyme, the electron hole at P680•+ is filled by an

electron donated by the redox-active Tyr161 residue (or YZ) of the D1 protein.

Oxidation of Tyr161 is coupled to its deprotonation; the nearby His190 is the

residue accommodating the proton on its imidazole ring upon formation of the

tyrosyl radical. The YZ
• subsequently oxidizes the manganese cluster of the OEC,

which can accumulate up to four oxidizing equivalents before it eventually claims

back these four electrons by oxidizing two water molecules, forming molecular

dioxygen.

2.2 Channel Architecture

In addition to satisfying the requirement of precise spatial organization of redox-

active components involved in excitation energy and electron transfer, the folding

and structural arrangement of the PS-II proteins must also serve the need for tight

control of accessibility and water delivery at the OEC, proton transfer, and product

release. Although precise understanding of this type of regulation is still missing,

analysis of crystallographic models [18, 20, 30–32], noble gas studies [33], pKa

calculations [34], and, most importantly, molecular dynamics studies that take into

account the dynamic nature of the channel architecture [35, 36] have already

identified possible channels within PS-II that may be involved in water or dioxygen

transport and proton transfer.
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In this respect, it is important to realize that water plays at least four distinct

roles: as the surrounding medium on each side of the thylakoid membrane, as

structural water, as ordered chains involved in proton transfer, and as the reactant

to be oxidized at the active site of the enzyme. Existing information indicates the

presence of five solvent-accessible channels originating at the OEC. It is not

currently possible to assign the role of each individual channel (water delivery,

proton transfer, or dioxygen release), but it appears likely that at least one of the

channels associated with a terminal Mn ion and one channel associated with the Ca2+

ion may serve as water delivery channels, another channel that involves calcium may

be a dioxygen release pathway [36], and two channels associated with a proximal

chloride ion may facilitate proton transfer away from the OEC [37].

2.3 Photoprotection and Repair

A critical aspect of natural photosynthesis and in particular PS-II is its efficient

protection and repair machinery, an aspect that may not lend itself easily to

biomimetic approaches in synthetic systems [38]. Being tasked with catalyzing

one of the most challenging reactions in biology using sunlight, PS-II has to achieve

tight control on how to regulate light absorption and how to use the absorbed energy

to drive the electron transport reactions. Excess light energy that cannot be put to

use would result in damage through unwanted side reactions and generation of

deleterious reactive oxygen species. PS-II has a series of photoprotective mecha-

nisms that serve to dissipate excess energy or quench photoexcited states under

such conditions. Without going into detail, these mechanisms may be distinguished

in those that involve recirculating electrons within the components of the reaction

center, redirecting the electrons to alternative acceptors, or disposing of the

absorbed light energy as heat by reconfiguration of the antenna system [39–42].

Nevertheless, photoinhibition cannot be entirely avoided. The D1 chain is the

part of PS-II most vulnerable to oxidative damage – of the electron transfer

components, amino acid residues, or the Mn cluster itself. There is still controversy

regarding how D1 exchange is triggered but it is known that the protein has to be

replaced approximately every half hour of operation. A process intimately related

to self-repair of PS-II is the assembly of the Mn4Ca cluster: remarkably, the

biosynthesis of the inorganic cluster does not rely on chaperones but is a light-

driven process which builds the oxo-bridged metal cluster in place by sequential

oxidations of Mn2+ ions by YZ
•.
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3 Oxygen Evolving Complex

3.1 Catalytic Cycle and Redox Leveling

As described above, the tetramanganese cluster of the OEC couples the

one-electron process of photoexcitation and charge separation at the reaction center

with the four-electron chemistry of water oxidation by storing oxidizing equi-

valents. At a phenomenological level, four photo-driven charge separation events

lead to successive removal of four electrons from the Mn ions of the OEC, via the

redox-active Tyr161 (YZ), at which point O2 is evolved and the OEC is reset to its

most reduced state. These observations [43] have been encoded in a model of the

catalytic cycle consisting of five intermediates (Fig. 3) [44], known as the Si states,

where the subscript indicates the number of stored oxidizing equivalents (i¼ 0–4).

The S0 is the most reduced state of the cluster, but S1 is the dark-stable resting state

[4]. The S4 is a transient and so far unobserved state that decays spontaneously to S0
by releasing O2.

As indicated in Fig. 3, the removal of electrons and protons follows a strictly

alternating pattern [45–48], with all transitions involving proton loss except

S1! S2 [2, 28, 49, 50]. Considerable information from electron paramagnetic

resonance (EPR) spectroscopy is available on many of the intermediate SiYZ
•

states, and evidence also exists regarding additional transient intermediates in the

S0! S1 and S2! S3 transitions [46, 51], and a deprotonated intermediate imme-

diately prior to the final electron transfer after formation of the S3YZ
• state [52–54].

The critical importance of the coupled removal of protons and electrons from the

OEC is that it avoids the build-up of excess charge which would quickly render the

Mn cluster impossible to oxidize by the YZ radical. This is known as a “redox-

leveling” effect and allows for four successive oxidations of the cluster to take place

within a narrow potential range. This becomes apparent in the reduction potentials

of the transitions, which are ca. 0.85, 1.10, 1.15, and 1.0 eV for states S0–S3 [4]. It

Fig. 3 Left: dioxygen evolved by PS-II with a series of flashes, demonstrating the four-flash

periodicity in the maximum yield. Right: the catalytic cycle of five Si states, including YZ radical

intermediates
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should be noted that although the electron and proton transfers are coupled, they are

not necessarily concerted. Obviously, the highly organized and intricately balanced

hydrogen bonding network around the OEC is of fundamental importance in

regulating the transfer of protons [55–58].

3.2 Structural Information

The Mn–Mn distances obtained from Extended X-ray Absorption Fine Structure

(EXAFS) spectroscopy represented the first insight into the geometry of the

Mn4CaO5 core of the OEC. The 1981 study by Klein and coworkers was also the

first direct observation of the Mn ions contained in chloroplasts [59]. Already at that

time, even before the number of Mn ions per active site was known, the authors

concluded that the Mn ions should be connected in a similar way to the

bis-μ-oxo-bridged model dimers they also investigated. EXAFS remains a powerful

tool and has provided metal–metal and metal–ligand distances for all stable cata-

lytic intermediates [60–63], but it is unlikely that it can decipher structurally

heterogeneous states of the OEC. The relative orientation of the metal–metal

vectors can in principle be revealed by the use of polarized EXAFS [64], but the

extraction of a unique three-dimensional structure remains challenging.

X-Ray diffraction studies of improving resolution have progressively refined our

view of the three-dimensional topology and connectivity of the OEC up to the point

where an atomic-resolution model (1.9 Å resolution) was reported in 2011

[22]. These studies are typically carried out on dark-adapted samples that have

accumulated in the S1 state. However, the employed X-ray doses resulted in

radiation damage in the form of partial reduction of the Mn ions [65–67], leading

to significant amounts of Mn(II), as opposed to Mn(III) and Mn(IV) which are

present in the S1 state. This also explains the significant differences in Mn–Mn

distances between the XRD models and those observed by EXAFS or predicted

computationally [61, 68, 69]. Most recently, by employing X-ray Free Electron

Laser (XFEL) pulses, the three-dimensional structure of the inorganic cluster in the

S1 state was obtained at 1.95 Å resolution with probably no radiation damage

[23]. Comparison of the XFEL Mn–Mn distances with those of the previous XRD

structure [22] confirms the consensus reached by most researchers in the field, that a

significant elongation of up to 0.20 Å for the Mn–Mn distances in the XRD

structure can result from radiation-induced reduction of Mn ions in the cluster.

Importantly, this XFEL structural model has now largely converged to EXAFS with

respect to Mn–Mn distances and is in agreement with detailed computational

models for the S1 state (see Table 1), although some inconsistencies remain with

respect to oxo-bridge positions [70, 71].

The inorganic core of the OEC has been described as taking the shape of a

“distorted chair” [22], with the base formed by a heterometallic Mn3CaO4 cuboidal

unit and the backrest by an Mn–O linkage connected to one of the Mn ions and one
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of the oxo bridges of the cubane (see Fig. 4). Four water molecules, or water-

derived ligands, are directly ligated to metal ions of the cluster, two at Mn4 and two

at Ca. This unit is embedded in the D1 protein and connected to the CP43 protein by

one direct ligand. Carboxylate residues bridge Mn1–Mn2 (Asp342), Mn2–Mn3

(CP43-Glu354), Mn3–Mn4 (Glu333), and Ca2+ with Mn2 (Ala344) and Mn4

(Asp170). Only one N-donor, His332, is coordinating the cluster, at Mn1, which

is also mono-coordinated by Glu189. Important residues in the second coordination

sphere include the Tyr161–His190 couple (electron transfer gate to the special

Table 1 Mn–Mn distances (in Å) in the S1 state of the OEC derived from experiment and from

selected computational models

Mn1–

Mn2

Mn2–

Mn3

Mn3–

Mn4

Mn1–

Mn3 Reference

S1

XRD 2.80 2.90 2.94 3.30 Umena et al. [22]

(average)

XFEL-XRD 2.68 2.70 2.87 3.20 Suga et al. [23] (average)

EXAFS 2.71 2.71 2.79 3.28 Gl€ockner et al. [62]

DFT 2.79 2.80 2.76 3.34 Krewald et al. [70]

DFT-QM/

MM

2.80 2.80 2.75 3.38 Luber et al. [68]

R-QM/MM 2.76 2.71 2.76 3.25 Luber et al. [68]

Fig. 4 A view of the OEC

with the Mn4CaO5 cluster

and its immediate

environment

(crystallographic

coordinates are taken from

Umena et al. [22]); a

common labeling scheme

for the inorganic core is

indicated in the inset
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pair), Asp61 (probably important for proton transfer), CP43-Arg357, and His337

(hydrogen bond to O3).

Remarkably, the precise nuclearity and bonding connectivity of the inorganic

cluster and its immediate ligand environment had already been predicted quite

accurately in computational studies by Siegbahn, based on energetic consider-

ations, before the advent of the first atomic-resolution XRD structure [72, 73]. It

should be noted that XRD as yet reports, ideally if not in practice, on the dark-

adapted S1 state only. The structural changes occurring as the catalytic cycle

progresses can be traced from EXAFS data as follows. In the S1 and S2 states,

there exist three short Mn–Mn distances of 2.7–2.8 Å and a longer Mn–Mn distance

of 3.28 Å [62]. The very small structural changes between these two states are

consistent with the fact that this transition represents only an oxidation event [45,

74, 75]. The S0 state appears to be characterized by an elongation of one of the short

Mn–Mn distances to 2.85Å, which may arise from the protonation of one of the oxo

bridges. The reduction by ca. 0.1Å between S0 and S1 is in line with observations of

geometrical changes in model systems upon oxo bridge protonation [76, 77]. Oxi-

dation of the S2 to the S3 state also leads to elongation of at least one Mn–Mn

distance by ca. 0.1Å. Before the unequivocal assignment of the Mn oxidation states

in the S3 state by coupled EPR and theoretical studies [78], this elongation upon

oxidation had given weight to arguments in favor of a ligand-centered rather than a

metal-centered oxidation in the S2! S3 transition.

Despite this valuable structural information, the three-dimensional topology and

the precise connectivity of the OEC cannot be directly deduced experimentally at

the atomic level in each S-state, and information on the protonation states of

bridging and terminal oxygen ligands is out of reach. However, all these aspects

and a detailed view of the orientation of Mn(III) Jahn–Teller axes in each state can

be obtained by experimentally constrained computational models, as described in

the following.

3.3 Mn Oxidation States and Detailed Structural Models

Although the relative oxidation levels of the OEC are defined by the Kok cycle

(Fig. 3), the absolute oxidation states of the Mn ions are not. Two schemes had

historically evolved, which accommodated several structural constraints and

spectroscopic observations [79–90]. Since the early 1980s it has been known that

the four Mn ions in oxidation states III and IV composing the active site gave rise to

an EPR signal with a spin ground state of SGS¼ 1/2 in the S2 state [79]. This finding

could be explained equally well with the oxidation state combinations Mn(III)3Mn

(IV) and Mn(III)Mn(IV)3, where in both cases one Mn(III) and one Mn

(IV) magnetically couple to Sdimer¼ 1/2 and the remaining two Mn(III) or two

Mn(IV) couple to yield Sdimer¼ 0, so that in both cases SGS¼ 1/2 can be obtained.

These two proposals are known as the “low oxidation state” and “high oxidation
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state” schemes, or equivalently, “low valent” (LV) and “high valent” (HV)

schemes, and they differ by two in the total number of electrons in all states.

Specifically, the LV scheme would correspond to Mn oxidation states of (II, III,

III, III) in S0 up to (III, III, IV, IV) in S3, whereas the HV scheme requires the S0
state to be (III, III, III, IV) instead. Answering this question is central to under-

standing the principles of biological water oxidation and places immediate restric-

tions on the mechanism of O–O bond formation, because, for example, in the

HV scheme either oxo-oxyl coupling or nucleophilic attack mechanisms can be

imagined, whereas in the LV scheme only the latter appears to be a chemically

reasonable option.

Attempts to “count” the number of redox equivalents needed to photoactivate

the OEC [91, 92] or to disassemble a specific S state [93], as well as experiments

that probe the super-reduced S states [94] are promising, as they both involve

measurable quantities of Mn(II). However, these experiments as well as H2
16O/

H2
18O substrate water exchange experiments [95–97] have been interpreted con-

troversially [7, 98–100]. EPR and electron nuclear double resonance (ENDOR)

studies have contributed a wealth of information on the water oxidizing cluster and

have also addressed the question of overall oxidation level. Most importantly, the

ground state spin multiplicities [101] of all stable intermediates have been

established: SGS¼ 1/2 for the S0 state [102–105], SGS¼ 0 for the S1 state [106,

107], SGS¼ 1/2 and �5/2 for the S2 state (g¼ 2 and g� 4.1 signals) [79, 108–110],

and SGS¼ 3 for the S3 state [78, 111, 112]. All of these are compatible with the two

oxidation state schemes introduced above. The same is true for the 55Mn hyperfine

coupling constants in the S2 state, which have been used both to support the low

valent scheme [81] and to rule it out [113, 114], particularly because ENDOR

studies of the S0 state were interpreted as indicating the absence of Mn(II) in that

state [114], which would exclude the LV scenario.

X-Ray absorption and emission spectroscopies [115, 116] have probed the

relative changes in Mn oxidation states, but the limits of interpretation in terms of

absolute oxidation states are still being debated. Although in principle the absolute

oxidation state of a metal can be extracted from the edge position, the situation for a

multinuclear complex in which only one out of four ions changes valence upon

oxidation of the cluster is more complicated: the shift of ca. 1 eV per oxidation

event for a mononuclear site is diminished to ca. 0.25 eV for a tetranuclear cluster.

Additionally, rearrangements of the coordination sphere, which are plausible upon

oxidation of a multinuclear system, are known to influence the edge position.

XANES data has been interpreted as consistent with both the HV [82–85, 117]

and the LV [118–120] schemes, the latter mostly based on comparison of experi-

mental with calculated spectra.

Computational studies have typically been carried out under the assumption of

either the LV [119–123] or the HV scheme [72, 124–140]. The first comparative

study of the two schemes was recently presented, including all stable intermediates

(S0–S3) and combining the widest possible collection of experimental information

as evaluation criteria, ranging from EPR properties and EXAFS or XFEL structural

information to Mn K pre-edge spectroscopy. After construction of computational

models valid for the S0–S3 states in either the LV or the HV schemes, i.e., ranging
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from Mn(II)Mn(III)3 to Mn(IV)4, and systematic variation of the overall proton-

ation level, protonation sites, orientation of Jahn–Teller axes for Mn(III) and other

such permutations, the relative energies, geometric characteristics, spin ground

states (see next section for details), 55Mn hyperfine coupling constants and Mn K

pre-edge signatures of the models were compared with experimental data. The

study relied in large part on a series of methods developed over the years for the

accurate calculation of magnetic and spectroscopic properties [130, 141–146].

Although agreement with isolated experimental observations could be reached for

some low-valent models, S0 and S1 models based on the LV scheme were found to

be incompatible with all experimental constraints. Therefore, this study established

beyond doubt that a consistent catalytic cycle is only possible with the high-valent

scheme, i.e., Mn(III)2(IV)2 in the S0 state to Mn(IV)4 in the S3 state. Simul-

taneously, the protonation state and pattern in each S-state were uniquely deter-

mined. Figure 5 summarizes the sequence of all stable S-state catalytic

intermediates resulting from this comprehensive study.

A somewhat different debate, independent of the overall oxidation level of the

cluster, concerned the correct interpretation of XANES data with respect to the

nature of the S2 to S3 transition [83, 147–149]. The two suggestions were (1) ligand-

centered oxidation, as implied by the absence of a K-edge shift in the S2 to S3
transition and (2) metal-centered oxidation with concomitant binding of a ligand to

a five-coordinate Mn(III) in S2 to a six-coordinate Mn(IV) in S3, such that the

change in coordination environment compensates for the K-edge shift produced by

metal center oxidation [83, 149]. A recent combined EPR/ENDOR and DFT study

of the S3 state conclusively supports the latter interpretation [78], showing that all

four Mn centers are present as octahedrally coordinated Mn(IV) ions before the

Fig. 5 Computationally determined and experimentally consistent models of the inorganic core of

the OEC for all S-state intermediates. The distribution of Mn oxidation states and the ground state

spin S are shown for each model. Coordinating amino acid ligands are not shown for clarity
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final oxidation event leading to spontaneous formation and release of dioxygen.

Proposed mechanisms for the O–O bond formation step are discussed in a later

section.

3.4 Spin States and Structural Flexibility

As noted above, EPR spectroscopy has been central in determining the spin states of

the OEC cluster in the S0–S3 states of the catalytic cycle, but also in probing the

local electronic properties of the Mn ions, especially through 55Mn-ENDOR [113,

114, 150–152]. In terms of spin states, the data suggest that the Mn cluster evolves

from low-spin states in the early stable intermediates (S0 and S1) to coexistence of

low-spin and higher-spin states in S2, progressing to a high-spin state in S3, in

preparation for the final O–O bond formation step (see Fig. 5).

The S2 state is the catalytic intermediate studied the most by EPR/ENDOR, not

only because of its easy accessibility through a single light flash from dark-adapted

samples, but also because of the intriguing phenomenology observed for this state.

It has also been the state targeted in pioneering studies aimed at providing theoreti-

cally supported topological interpretations of spin state data [153, 154] before the

availability of crystallographic information. The S2 state is associated with two

EPR signals that are quantitatively interconvertible, implying that the structural

changes must be small. The two signals correspond to spin ground states of SGS¼ 1/

2 at g¼ 2.0 (“multiline signal”) and SGS¼ 5/2 at g� 4.1 (“g4 signal”). Building on

the first atomic-resolution XRD structure, Pantazis et al. constructed two models in

the HV scheme that fully explained the phenomenology [137]. The structure giving

rise to the g4 signal can be viewed as an Mn(IV)3CaO4 cubane, to which the fourth

Mn is attached via a μ-oxo bridge providing a link to an Mn ion of the cubane (see

Figs. 5 and 6). This structure is termed the “closed cubane” form, similar to a

structure proposed by Barber and Murray [155]. It is known that Mn(IV)3Ca

cubanes are associated with spin ground states of SGS¼ 9/2 [156]; therefore, the

coupling of the trimeric Scubane¼ 9/2 unit with the outer Mn(III) with SMn(III)¼ 2

leads to the observed spin ground state of SGS¼ 5/2. The conversion into the almost

isoenergetic structure associated with the multiline signal is achieved through the

low-barrier translocation of a μ-oxo bridge of the cluster and a valence exchange so
that the Mn(III) in the closed cubane structure becomes Mn(IV) in the open cubane

structure (see Fig. 5). The open cubane form is similar to that put forward originally

by Siegbahn [72, 73]. The thus altered connectivity of the Mn ions in the core leads

to a magnetic coupling topology drastically different from that in the closed cubane

structure, ultimately rendering the SGS¼ 1/2 ground state. Two antiferromagnetic

coupling pathways (Mn1–Mn2 and Mn3–Mn4) and one ferromagnetic coupling

(Mn2–Mn3) dominate the magnetic interactions in the tetranuclear cluster. Impor-

tantly, the magnetic coupling topology places restrictions on the pattern of 55Mn

hyperfine coupling constants, which have been used as a powerful criterion to
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discriminate between different electronic configurations, structural possibilities,

and protonation states of terminal and bridging ligands [70, 134, 136].

These studies represent important showcases of how a consistent picture of

spectroscopic observations and structural information is yielded through the combi-

nation of experimental facts and a theoretical approach oriented towards prediction

of observable properties. Structural polymorphism had previously been invoked for

the S1 state by Kusunoki [128], motivated by the quest to rationalize the radiation-

damaged crystal structure using a superposition of structural forms, but it now

appears that no such drastic rearrangement is present in the S1 state. Several studies

suggest that heterogeneity of the geometric and electronic structures of the S2 state

[132, 137, 157] may be absent in the S3 state [70, 78, 124], but this point requires

further investigation. It is not clear whether structural flexibility in S2 serves a

fundamental mechanistic purpose, such as facilitating or controlling water binding

[132, 158]. Nevertheless, it suggests that the manganese cluster in PS-II is not

merely a small rigid piece of rock embedded in a polypeptide. This structural

flexibility, and the progression from low-spin to high-spin states along the catalytic

cycle, are two intriguing aspects of the OEC with potential mechanistic impli-

cations requiring further experimental and theoretical work to be understood fully.

3.5 The Role of Calcium

Calcium is an integral part of the water-splitting catalyst, demonstrated, for

instance, by the fact that the only ion that can replace it while maintaining the

water-splitting capability of the OEC is Sr2+, although the efficiency is diminished

[159–162]. As other metals of the same charge and similar ionic radii are easily

Fig. 6 Exchange coupling constants (in cm�1) for the two interconvertible structural models of

the S2 state shown in Fig. 5, along with a first-derivative EPR simulation of the two configurations,

the open cubane (S¼ 1/2) g¼ 2.0 multiline and the closed cubane (S¼ 5/2) g¼ 4.1 S2-state OEC

signals [137]
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available in nature, the role of Ca2+ must be more than purely structural [163]. In

line with the early, redox-equivalent accumulating S-states displaying structural

heterogeneity, which the later S-states do not, the role of Ca2+ has also been

suggested to change as the catalytic cycle progresses. Although Dy3+ and Cd2+

cause a loss of the O2-evolution capability of the cluster, the OEC substituted with

these cations can advance from S1 to S2, giving weight to a dominantly structural

role of Ca2+ in the early S states [164]. Ca2+ has also been suggested to bind

substrate water [3, 165] and to be involved in maintaining a hydrogen-bond network

for proton transfer [166]. The possible involvement of calcium in the delivery of

water to the Mn cluster has also been suggested on the basis of ab initio molecular

dynamics studies [132].

The similar Lewis acidity of Sr2+ and Ca2+ has been considered to be an

important factor for the fully functional substitution [159, 163, 164, 167]. Synthetic

studies on MMn3O4 and MMn3O2 model complexes that are structural subunits of

the OEC have established a linear correlation between the pKa of M(aquo)n+ ions of

redox-inactive metals as a measure of their Lewis acidity and their reduction

potentials [168]. Although the two series investigated differ in Mn oxidation states

and ancillary ligands, the slopes of the linear correlations are similar. Thus, more

negative reduction potentials are achieved by incorporation of redox-inactive

metals with high Lewis acidities and by incorporation of more oxo-bridges into

the metal-oxo core. The redox potentials of these models shifted distinctively

relative to the Ca2+-containing model for ions such as Zn2+, Y3+, Sc3+, and Mn3+,

but not for Sr2+, which is attributed to the similar Lewis acidities of Sr2+ and Ca2+

[168, 169]. Arguing by analogy, it might be expected that one reason for Nature’s
selectivity for Ca2+ would be the optimization of redox potential range for the

Mn4CaO5 cluster, an effect that was also implied by DFT calculations on an OEC

model [170].

Additionally, experimental evidence in the form of peptide carbonyl frequency

shifts upon Ca2+ substitution by other cations imply that hydrogen bonding inter-

actions are affected by this type of modification of the OEC cluster [171]. Moreover,

recent work on the higher states of the OEC suggests that Ca/Sr substitution

perturbs the distribution of the conformational microstates in the S3–S0 transition,

highlighting the role of calcium in structuring the environment of YZ in the S3 state

[54]. Given the proximity of Ca2+ to the redox-active tyrosine (Tyr161, YZ), and

because a sequence of balanced redox potentials is necessary for efficient energy

conversion, it is pertinent to ask how precisely Ca2+ influences the properties of YZ,

besides its effect on the Mn cluster itself. A recent computational study examined

the effect of Ca2+ on the acidity, arrangement, and ordering of the water molecules

between Ca2+ and YZ [140]. The two major factors are: (1) influence of Ca2+ on the

electronic structure and therefore the redox potential of YZ by the organization of

hydrogen bonds towards the tyrosine and (2) modulation of the communication

between YZ and the cluster through these water molecules. The absence or presence

of water molecules, or equivalently the “structured polarity” of the hydrogen-

bonding surrounding the phenolic oxygen, leads to significant changes in predicted

spectroscopic parameters (g tensor of the tyrosyl radical) and large shifts in the
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electron affinity of the residue of ca. 0.46/0.28 eV (vertical/adiabatic values). This

demonstrates that Ca2+ plays a combined structural and electronic role by control-

ling the hydration environment of YZ, orienting the tyrosine ring, ordering the

hydrogen-bonding network, and regulating the acidities of bound waters and the

redox potential of the YZ residue in both its reduced and oxidized forms

(Fig. 7) [140].

3.6 Role of Chloride

Two sites of Cl� ions in close proximity to the active site have been identified in

numerous crystal structures, again by substitution with the heavier and thus easier

to identify Br� and I� ions [21, 172]. The role of Cl� can be partially substituted by

other negatively charged ions such as Br�, NO3
�, and NO2

� at the cost of a lower

efficiency, but probably not with iodide [172]. The binding sites are ca. 6.55 Å and

7.45 Å from the closest Mn ion of the OEC. Most studies have focused on the closer

binding site, known as “binding site 1” (see Fig. 4). It is surrounded by Lys317,

Asn181, and the backbone N of Glu333. Two water molecules (PDB IDs 517 and

518 in 4UB8) fill the space between this binding site, Asp61 and the W2 ligand to

Mn4. A QM cluster study assigned the role of Cl� mainly to its charge, with the

effect that the last steps before product release are lowered in energy relative to

Cl�-containing models [173]. In molecular dynamics studies, structural flexibility

of the Cl� ion and the amino acid residues in its vicinity was observed, with a salt

bridge forming between Asp61 and Lys317 upon Cl� depletion [37]. Because

Asp61 is considered essential for proton removal from the catalytic site, chloride

would serve to stabilize this function and would therefore be essential for the

function of the proton relay network [174, 175]. Furthermore, a role of chloride

in fine tuning the pKa of Asp61 has been suggested [176].

Fig. 7 Depiction of the Ca2+ ion of the OEC and the water molecules involved in the interaction

of the ion with the redox-active tyrosine. The structure is taken from an optimized model of the

S2YZ
• state. The diagram shows the computed change in the electron affinity (squares: adiabatic;

circles: vertical) of the tyrosyl radical upon successive loss of interaction with each ordered water
molecule (adapted from Retegan et al. [140])
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The close connection to the Mn4 ligand W2 via one water molecule and the

position in the immediate vicinity of the Mn1–Mn4 bridging entity Glu332-His333

are reminiscent of the organizational role that Ca2+ plays. Glu333, the D1 residue

bridging Mn3 and Mn4, is suggested to interact with D2-Lys317 in the absence of

Cl�, so that Cl� depletion would lead to a distorted geometry and hence altered

magnetic interactions in the Mn4Ca cluster [176–178].

4 Biological Water Oxidation Mechanism

4.1 Substrate Identification

The origin of the substrates and the evolution of their protonation states in the

consecutive steps of the catalytic cycle determine the details of the water oxidation

mechanism at the atomic level. Because the substrate waters are present close to the

OEC and water molecules play structural roles or participate in proton channels,

it is impossible to identify the substrates directly from any source of structural

information.

As complex as the OEC is to study experimentally and computationally, one

immediate advantage over other bioinorganic catalysts is that the product it forms is

gaseous. By exposing the active site to isotopically labeled water (H2
18O) the

composition of the final O2 (16O16O, 16O18O, 18O18O) can be analyzed by mass

spectrometry. Invaluable advances have been achieved by membrane-inlet mass

spectrometry (MIMS) studies [2, 100], in which the exposure time of the protein

sample to the labeled water is varied, from which the exchange rates of the substrate

waters can be determined [95, 97]. Two substrate binding sites with different

exchange rates have thus been identified. Their exchangeability varies as the

catalytic cycle progresses: the slowly exchanging water, “Wslow”, exchanges fastest

in S0 and slowest in S1, and accelerates its exchange rate again as the cluster is

oxidized to the S2 state. Although no molecular model studies exist for direct

comparison of H2O/OH
�/O2� exchange rates to the natural system, it is unexpected

to observe an increase in exchange rate by several orders of magnitude upon metal

oxidation. The other water, “Wfast”, cannot be detected in S0 and S1 [179], either

because of kinetic limitations in the setup or because it is not yet bound to the

cluster. As shown in Table 2, Wfast has a slower exchange rate in the S3 state

although still exchanging much more rapidly than Wslow in S3. Combining the

MIMS experiment with Ca2+/Sr2+ exchange, it was found that Wslow is accelerated

by substitution of Ca2+ with Sr2+, whereas Wfast is unaffected [180]. It should be

noted that MIMS experiments are not sensitive to the precise location of the water

exchange sites and the protonation state of the exchanging O-entity. This requires

input from other experimental techniques and theoretical modeling.
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To observe changes that affect water molecules between S states, FTIR differ-

ence spectra in the frequency region of OH stretching vibrations are a valuable tool.

Weakly H-bonded OH groups are easier to detect than strongly H-bonded ones, as

the latter overlap with NH stretching vibrations [181]. By subtracting the spectra of

two S states, the protein background is removed, revealing those changes associated

with the S-state transition, e.g., the hydration of the OEC. The effect of dehydration

of OEC samples was found to be largest for the S2–S3 and S3–S0 transitions, which

was interpreted as caused by water binding to the active site during these transitions

[181, 182]. The difference in one vibrational mode seen in the S2–S1 difference

spectrum upon suspension of PS-II in an H2
18O buffer and the effect on the mode of

Ca/Sr substitution also suggested that a candidate for Wslow could be an Mn–O–Ca

bridge of the inorganic core [183, 184].

A unique contribution to the effort towards substrate identification at the atomic

level comes from EPR techniques. Specifically, high-field 17O-ELDOR-detected

NMR (EDNMR) and 17O-ENDOR has been used to probe exchangeable 17O

species [184, 185]. Three types of 17O nuclei were observed (μ-oxo bridge, terminal

Mn–OH or Mn–OH2, and Ca-bound or second-shell water). Experimentally, either

O4 or O5 could correspond to the exchangeable μ-oxo bridge, but DFT models

favored the assignments shown in Fig. 8, that is, with O5 as the exchangeable

bridge. Further studies relied on the use of ammonia, a substrate analogue that can

access the OEC and binds directly to the Mn4Ca cluster by ligand substitution.

Although the replacement of a μ-oxo bridge by a deprotonated form of ammonia is

still considered as a viable scenario [186], experimental and theoretical studies have

come to the conclusion that NH3 most likely binds to the cluster by displacing W1

[139, 187, 188], stabilized at this position by hydrogen bonding (Fig. 8). By

observing the response of the EDNMR signal of the exchangeable bridge to the

presence of both NH3 binding and Ca/Sr replacement, these studies strongly support

the assignment of O5 as the slowly exchanging water binding site.

An exchange rate similar to that of Wslow is still much faster than exchange rates

observed for μ-oxo bridges in high-valent Mn systems [185, 189]. This may be

because there exists so far no synthetic model that mimics all structural features of

the OEC and its environment. The structural flexibility observed in the S2 state,

enabled through the dynamic nature of the bonding between O5 and the terminal

Mn ions, may be relevant in this respect [137], and recent DFT simulations of water

exchange have produced computed barriers consistent with observed exchange

rates [190].

Table 2 Approximate exchange rates of substrate water molecules (s�1) from spinach thylakoid

membranes at 10 �C

S0 S1 S2 S3

Wfast – – 120 35

Wslow 14 0.02 2 2
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4.2 O–O Bond Formation

It would be impossible to review here all the different mechanistic proposals that

have appeared over the years and all the variants of strictly hypothetical or

computationally defined models for the critical steps in biological water oxidation.

We refer the interested reader to the numerous reviews dealing with parts of this

enormous subject, e.g., [3, 15, 99]. Here we focus exclusively on some of the

possibilities regarding the O–O bond formation step, as constrained by the infor-

mation presented in previous sections. The assignment of O5 as a substrate consider-

ably limits the number of models that can be imagined, as shown in Fig. 9. The four

Fig. 8 (a) S2-state
17O-ELDOR-detected NMR spectra (94 GHz) of the OEC exchanged in H2

17O

and color-coded assignments of exchangeable H2O/OH
� ligands (adapted with permission from

Cox et al. [5], copyright 2013 American Chemical Society); (b) DFT model for the binding of NH3

by W1 displacement in the S2 state (adapted from Lohmiller et al. [139])

Fig. 9 (a–d) Possible schemes for O–O bond formation in PS-II
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models depicted here do not exclude variations in the bonding topology for each

scheme, for example, in whether a terminal OH group is associated with Mn1 or

Mn4. However, mechanisms that can be excluded if the O5 bridge is a substrate are

those that would involve nucleophilic attack of a Ca-bound OH/H2O on a terminal

Mn4-oxo, and those that would involve direct coupling of terminal Mn4-oxo groups.

The models in Fig. 9a, b involve nucleophilic attack on O5. Nucleophilic attack

of a Ca-bound OH or H2O on a terminal high-valent oxo group, Mn(V)–O (oxo) or

Mn(IV)–O• (oxyl) [191] has been discussed extensively in the past [127, 165, 192,

193], but the assignment of O5 as a substrate is not consistent with this idea as it

requires this bridge and not a terminal oxo group to play the role of electrophile. A

variation of the O–O bond formation scenario depicted in Fig. 9a, b would involve

attack on O5 not by an Mn or Ca-bound OH/H2O ligand but by a second-sphere

water molecule positioned appropriately by hydrogen bonding interactions. We are

not aware of any theoretical studies that explicitly evaluate and compare all these

proposals in terms of their electronic, thermodynamic, and kinetic feasibility using

realistic OEC models. Of these possibilities, an Mn-bound attacking group (Fig. 9b)

would appear to be more consistent with the exchange kinetics described above.

The models in Fig. 9c, d involve radical mechanisms: in the first case the O–O

bond is formed between a terminal Mn4(IV)–O• radical and the O5 bridge that is

supposed to acquire radical character in the S4 state [194]. The last scheme (Fig. 9d)

corresponds to a model elaborated by Siegbahn in a long process of mechanistic

refinement aimed at yielding the lowest possible energy barriers. After examining

several possible models and O–O bond formation pathways, the most favorable

scenario was identified as a direct coupling of an Mn1(IV)–O• radical [195] with the

μ-oxo bridge (O5) bound to Mn4 (Fig. 9d) [72, 73, 196]. This structure is entirely

consistent with the S3 structure shown to be a best match with experimental

observations (see Fig. 5) by independent calculations of spectroscopic properties

[70, 78]. In this scenario, the oxyl radical on Mn1 originates from water that binds

as OH� upon formation of the S3 state. An important requirement for the O–O bond

formation to proceed with a low barrier is an alternate-spin alignment of the two

oxygen atoms and the two terminal Mn ions, as shown in Fig. 9d.

The above coupling model represents a convincing and self-consistent hypo-

thesis. However, several aspects of the mechanism of water oxidation at the later

stages of the catalytic cycle still require more extensive studies to be sufficiently

understood and, most important, to receive solid experimental support.

5 Summary

Water oxidation in biological photosynthesis relies on a complex arrangement of

specialized components and finely orchestrated processes. Photosystem II is the

“engine of life” that couples sunlight collection with charge separation and water

oxidation. The catalytic oxygen evolving complex is composed of four oxo-bridged

high-valent Mn ions. Although the cluster resembles a piece of Mn oxide “rock,” it
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features structural flexibility which might be important for mechanistic regulation

in the form of substrate inclusion or electronic control. The catalytic cluster self-

assembles from Mn(II) ions by a photo-driven process, and the PS-II enzyme itself

has a number of mechanisms both to avoid damage as long as possible and to repair

its sensitive components when damage does occur. The Mn ions have localized

unpaired electrons and local high-spin configurations in all catalytic states that have

been probed experimentally, and the magnetic coupling between the Mn ions leads

to a characteristic evolution of ground spin states from low-spin early in the cycle to

high-spin at the later stages. The protein matrix plays an important functional role

by optimizing accessibility of reactants and removal of products, but also by

maintaining an efficient proton-removal network crucial for achieving an almost

constant redox potential for four consecutive oxidations of the cluster. Integral

(calcium) and peripheral (chloride) cofactors optimize the electronic properties and

control the reactivity of the cluster. An all-Mn(IV) state is reached before the final

catalytic step, implying formation of an Mn(V) oxo or an Mn(IV) oxyl species in

the final step of the catalytic cycle leading to evolution of dioxygen. According to

quantum chemical calculations, O–O bond formation most likely proceeds by a

radical process. However, experimental proof of the final stages of biological water

oxidation is still hard to obtain. Structural aspects of the biological water oxidizing

complex, such as the cuboidal Mn3Ca motif, are already partly realized in hetero-

geneous Mn/Ca oxides which show water oxidizing behavior [197], but without

displaying catalytic performance comparable to that of the biological system. It

remains to be seen whether features of the natural catalyst such as the structural

flexibility, the switching from low-spin to activated high-spin states, and the

exquisite control of proton transfer can be, or indeed need to be, implemented in

synthetic manganese-based systems for efficient water oxidation.
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Biomimetic Water-Oxidation Catalysts:

Manganese Oxides

Philipp Kurz

Abstract The catalytic oxidation of water to molecular oxygen is a key process for

the production of solar fuels. Inspired by the biological manganese-based active site

for this reaction in the enzyme Photosystem II, researchers have made impressive

progress in the last decades regarding the development of synthetic manganese

catalysts for water oxidation. For this, it has been especially fruitful to explore the

many different types of known manganese oxides MnOx.

This chapter first offers an overview of the structural, thermodynamic, and

mechanistic aspects of water-oxidation catalysis by MnOx. The different test

systems used for catalytic studies are then presented together with general reactivity

trends. As a result, it has been possible to identify layered, mixed MnIII/IV-oxides as

an especially promising class of bio-inspired catalysts and an attempt is made to

give structure-based reasons for the good performances of these materials.

In the outlook, the challenges of catalyst screenings (and hence the identification

of a “best MnOx catalyst”) are discussed. There is a great variety of reaction

conditions which might be relevant for the application of manganese oxide catalysts

in technological solar fuel-producing devices, and thus catalyst improvements are

currently still addressing a very large parameter space. Nonetheless, detailed

knowledge about the biological catalyst and a solid experimental basis concerning

the syntheses and water-oxidation reactivities of MnOx materials have been

established in the last decade and thus this research field is well positioned to

make important contributions to solar fuel research in the future.
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1 Introduction

It is hardly necessary to mention that one of the challenges – if not the greatest

challenge – facing researchers in chemistry today is the development of the

compounds needed to make a large scale use of renewable energy by mankind

possible [1]. Within this research field, the problem of finding a suitable way to

store energy from abundant sources such as sunlight, wind or geothermal heat is

central. When activities in this area gained momentum globally around the year

2000, a number of research teams rediscovered the concept of “artificial photo-

synthesis” [2, 3]. It had already been suggested in the 1970s (and even earlier) that

the biological processes of photosynthesis provided a very good starting point for

the development of systems to store renewable energy, namely in the form of high-

energy chemical substances [4]. For oxygenic photosynthesis, the converted energy

form is sunlight (the most abundant source of renewable energy on Earth) and the

substances produced for energy storage are reduced forms of carbon [5]. Such

“C<+IV-compounds” make up the bulk of the enormous amounts of biomass found

on the surface of the Earth, e.g. as marine algae, forests or grasslands. To represent

this very complex and diverse process by a simple chemical equation, the reduction

of carbon dioxide to glucose is often given (1) [5], although, of course, the chemical

composition of entire organisms is much more complicated.

6CþIVO2 þ 12H2O
�II ! C6

0H12O6 þ 6O2
0 þ 6H2O ð1Þ

Energetically, reaction (1) is a significantly uphill process (ΔH ~+3 MJ ·mol�1)

and this energy is obtained by photosynthesizing organisms from sunlight via an

amazingly optimized sequence of light-harvesting reactions of photosynthetic dyes.

As also indicated in (1), the chemical reaction used in biology to store energy is a

multi-electron redox reaction where the two half-reactions are the reduction of

carbon dioxide and the oxidation of water. In consequence, efficient electron

transfer and redox catalysis are essential.

As simple as the overall reaction of (1) might look, it has been revealed by

decades of scientific work that an extremely complex enzymatic machinery is at

work in the cells to turn over the rather inert substrates CO2 and H2O [5]. Thus, it
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was already clear for the first scientists suggesting bio-inspired energy-conversion

systems that, in a device built up of synthetic compounds, it would only be possible

and realistic to mimic general features but never construct a “1:1 copy” of the

biological reaction sequence [2–4].

By now, there are a number of different proposed designs for artificial photo-

synthesis systems, but in general it seems to be agreed that a bio-inspired system for

solar energy conversion should be built up according to the following guidelines [2,

3, 6–8]:

• The aim is a device that uses the energy of sunlight for the synthesis of high-

energy compounds, so-called “solar fuels”

• The conversion of solar energy occurs via light-driven redox reactions

• Similar to biological photosystems, the energy of more than one visible-light

photon (two or three) per electron is used to drive charge separation and redox

catalysis

• As in biology, the processes of light absorption and the oxidation/reduction

catalyses are each carried out by different entities

Furthermore, to make the scale-up for global impact possible, many in the field

additionally agree that:

• Water should be the reaction medium of choice

• The use of non-abundant elements has to be avoided

• The devices should be operated at moderate temperatures

To visualize this concept, a much generalised depiction of the components,

reactions and electron flows of a bio-inspired artificial photosynthetic device is

shown in Fig. 1.

In the following sections, this chapter only deals with recent developments

concerning a single component of the scheme shown in Fig. 1, the water-oxidation

catalyst Catox. Additionally, this review is limited to a single class of compounds

used as Catox: manganese oxides. Even so, it is still only possible to offer a general

introduction to this field here. Nevertheless, several reasons make this topic espe-

cially interesting in the author’s opinion: (1) a manganese-oxido cluster has evolved

Fig. 1 Concept for an artificial photosynthesis system emphasising the importance of catalysts for

water oxidation (Catox) and substrate reduction (Catred). Depending on the design, charge sepa-

ration normally requires the energy of two or three absorbed visible-light photons per transferred

electron
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over billions of years of evolution as biology’s one and only catalyst for water

oxidation, (2) manganese is an abundant, non-toxic element and thus Mn-based

catalysts could indeed be suitable for technological use on a large scale and

(3) because of a number of recent research projects, the synthesis and understanding

of manganese oxide catalysts for water oxidation has seen very encouraging

progress in recent years.

2 Key Features of the Water-Oxidation Reaction (WOR)

The half-reaction of the water-oxidation reaction (WOR), the process taking place

on the left hand side of the scheme shown in Fig. 1, is given in (2):

2H2O
�II ! O2

0 þ 4Hþ þ 4e� ð2Þ

The standard redox potential at which the WOR can occur according to thermo-

dynamics is E0¼ +1.23 V (note: all redox potentials in this chapter are given vs the
normal hydrogen electrode, NHE) [9]. However, because of the complicated

mechanism of this four-electron redox process, water oxidation is not observed at

redox potentials close to E0 in the absence of catalysts and significant overpotentials

η of at least hundreds of millivolts are needed to achieve useful reaction rates, even

in the presence of good WOR catalysts. Furthermore, as the oxidation of water

yields protons as well as electrons (2), the thermodynamic potential of the WOR is

strongly pH-dependent (3):

E O2=H2Oð Þ ¼ þ1:23V� 59mVpH ð3Þ

Even without any further knowledge about the mechanistic details of the WOR,

some important consequences for the properties of a water-oxidation catalyst can be

drawn from (2) and (3):

• The transfer of four electrons has to be mastered by the catalyst to yield one O2

product molecule

• Despite the redox chemistry alone, the catalyst most likely also has to facilitate

the formation of the oxygen–oxygen bond

• Four protons are generated per turnover and have to be removed from the

catalytic site to prevent “product inhibition”

• The WOR takes place at potentials where most organic but also many

inorganic compounds are not stable (> +1 V for most pH values)

• The pH of the aqueous reaction system is a key parameter influencing the

thermodynamic requirements
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3 Biology’s Manganese-Based Catalyst for the WOR

As shown in Fig. 1, a number of possible reduction reactions yielding different solar

fuels are currently explored. On the other hand, the only realistic electron source for

these reduction processes appears to be the water-oxidation reaction (WOR).

Alternative reactions yielding reducing equivalents are either too energy intensive

(e.g. the oxidation of H2O to H2O2 or OH
•-radicals require potentials of +1.76 or

+2.85 V, respectively) [9] or require globally scarce substrates such as H2S or Cl�.
In consequence, photosynthesizing organisms also had to develop a

WOR-catalyst to succeed on a global scale and the result is the oxygen-evolving

complex (OEC) of the enzyme complex Photosystem II (PSII) [10]. The OEC is

able to catalyse reaction (2) at a rate of about 100 turnovers per second. It first loses

electrons to its primary oxidation agent, an oxidized side-chain of a tyrosine amino

acid that is part of PSII’s protein sequence and which has a redox potential of

just over +1 V. After fourfold oxidation, the OEC regains the four lost electrons

by oxidizing two water molecules at near-neutral pH [11]. Using (3), one can

calculate the overpotential of water oxidation for the enzymatic process to be

η ~ 150–200 mV.

An incredible amount of work and resources has been spent in the last 50 years to

elucidate how the OEC manages to achieve its outstanding catalytic rate and

efficiency in water-oxidation catalysis [10–12]. As a result, many details of the

OEC’s mode of action have been revealed and it is probably fair to say that no

catalyst for the WOR is currently as well understood as the OEC. Central aspects of

this knowledge are presented in a separate chapter of this issue by Dimitrios

Pantazis [13]. Nevertheless, I want to summarize some key points relevant for the

development of water-oxidation catalysts inspired by the OEC in the following list.

These elementary steps are also depicted in the simplified catalytic cycle for the

OEC shown in Fig. 3:

• The OEC contains four manganese ions and one calcium ion (Fig. 2) inter-

connected by bridging water-derived ligands (WDLs, i.e. H2O, OH
� and O2�).

• In addition to these μ-WDLs, the metal centres are almost exclusively coordi-

nated to terminal WDLs and carboxylate moieties of the protein chain. As a

result, all four manganese centres have “oxygen-only” coordination spheres with

five or six O� ligands ([MnO5/6]).

• The OEC can exist in five redox states (the so-called S-states S0 to S4), of which

four (S0–S3) have long enough lifetimes to allow spectroscopic investigation.

• The total oxidation state of the S-states differs by one electron from one state to

the next. In this way, four oxidation equivalents have to be extracted from the

most reduced S0 state to reach the most oxidized S4 state. These are the four

electron/hole pairs needed for one turnover of the WOR.
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• Even though some disagreement remains concerning oxidation state details,

most S-state transitions are best described as equivalent to single-electron

oxidations of the type MnIII!MnIV.

• In addition to being the redox active part of the OEC, manganese ions are also

the binding sites for water, the substrate molecules for the reaction. As a water

molecule coordinated to an MnIII- or MnIV-ion is much more acidic than a water

molecule in aqueous solution, the manganese centres also facilitate the impor-

tant reaction steps of proton removal.

• Many suggestions for the last, O–O bond-forming step of water-oxidation

catalysis by the OEC involve the reaction between one μ-WDL and at least

one partially oxidized O ligand in form of an oxido-radical (O•�, oxidation state
O�I, marked in red in Fig. 3).

In an attempt to visually summarize our current knowledge about the OEC,

Fig. 2 shows the structure of the CaMn4O5 cluster and its immediate environment as

found in a recent X-ray diffraction study [16]. Additionally, one of the currently

much discussed models for the OEC’s catalytic cycle from spectroscopic data and

theoretical calculations is presented in Fig. 3 [12, 15]. Readers wishing to learn

more about mechanistic aspects of water-oxidation catalysis by the OEC are

referred to some excellent recent overview articles [11, 12, 14, 15] and the chapter

by Dimitrios Pantazis of this issue [13].

Fig. 2 Architecture of the oxygen-evolving-complex (OEC) of Photosystem II, the active site of

the only enzyme catalysing the water-oxidation reaction. The structure from X-ray data most likely

represents the S0 state and was plotted using atom coordinates from Suga et al. [16] (PDB dataset

4UB8). Atom colour code: Mn: purple; Ca: green; O: red; C: grey and N: blue. As hydrogen atom
coordinates could not be directly detected, red spheres might indicate the O positions for O2�,
OH� or H2O
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4 Manganese Oxide Phases and Their Stabilities

in an Aqueous Environment

As described in the previous section, an advanced picture of nearly atomic resolu-

tion exists by now for the structure of the OEC and water-oxidation catalysis within

the PSII enzyme. In “classical” bioinorganic model chemistry, one would now

proceed with the synthesis of molecular coordination compounds of related struc-

tures and thus aim to develop a synthetic molecularMn-based catalyst for the WOR

[17, 18]. Indeed, this has been tried over many decades in a number of laboratories.

However, success along this route has been very limited as far as developing

manganese catalysts for a possible technological application are concerned.

Instead, slow to negligible catalytic rates and poor compound stabilities at water-

oxidation conditions have been the predominant observations for manganese, and

instead the “champions” of molecular water-oxidation catalysis today are com-

plexes of ruthenium and not of manganese [6, 19]. The central difference, in the

view of this author, between Ru and Mn is that none of the so far synthesized

polynuclear manganese coordination compounds is able to accumulate four oxi-

dation equivalents at the high redox potentials needed to drive the WOR [19].

Despite these hardly encouraging outcomes from manganese coordination

chemistry, the impressive performance of the OEC clearly demonstrates that fast

and energy-efficient water-oxidation catalysis by a catalyst containing manganese

as the only redox-active component is possible. Thus, research in the last 5 years or

so has picked up (and by now greatly improved) a completely different bio-inspired

approach to water-oxidation catalysis dating from the 1970s and 1980s: the use of

manganese oxide materials as heterogeneous catalysts for the WOR. To set the

stage for this compound class, some general remarks on manganese oxides seem

Fig. 3 Possible catalytic

cycle for water oxidation by

the OEC in accordance with

currently available

experimental and

theoretical data [11, 12,

14]. Assignments of the

individual Mn oxidation

states as well as details of

water binding, proton

removal and μ-O2� bridge

formation are shown as

described in Krewald

et al. [15], but these are

still topics of ongoing

research. The oxygen atom

marked in red for

S4 represents an oxyl

radical (O•�, oxidation
state O�I)
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appropriate (note: if meant in general, manganese oxides are simply abbreviated as

“MnOx” in the following).

Depending on the reaction partners and conditions, manganese shows one of the

largest variations of oxidation states of all elements. For example, six of the eight

possible oxidation states between Mn0 and MnVII are observed for the simple

reaction system comprising manganese and water, the reaction medium of impor-

tance in the context of water oxidation [9, 20]. For a rough orientation concerning

the dominant species of each element in an aqueous environment, Pourbaix dia-

grams show the most stable compounds as function of both pH and redox potential.

There is a certain degree of uncertainty concerning the data used to draw such

diagrams and it is especially difficult to determine redox potentials for solid oxides

and hydroxides. Thus, slightly differing versions of the Mn Pourbaix diagram exist

and Fig. 4 is an attempt to present a good consensus between the different available

datasets [21].

As clearly visible in Fig. 4, one species with a large stability range is the

hydrated Mn2+ ion, present in solution as the hexaaqua complex [Mn(OH2)6]
2+.

The protons of this complex are not very acidic, so a first deprotonation only occurs

above pH~10.5 to obtain the hydroxido complex [Mn(OH)(OH2)5]
+. When the

redox potential is increased (especially at neutral to basic pH), manganese oxida-

tion occurs at potentials below E¼ +1 V. For most pH values, the first oxidation

products of Mn2+ in water are insoluble manganese oxides or hydroxides of various,

sometimes also mixed oxidation states between MnII and MnIV. Taken together, the

MnOx solids represent a second large zone in the manganese Pourbaix diagram. As

any synthetic chemist who has tried to prepare manganese coordination compounds

knows, these MnOx are a thermodynamic “sink” for any manganese chemistry

taking place at moderately oxidizing potentials in the presence of water. Only at

high potentials, especially E> +1 V, are the highest accessible Mn oxidation states

MnVI and MnVII reached. As the corresponding Mn6+/7+ ions are very small, their

coordination number, even with small WDLs, decreases to four. Additionally, the

Fig. 4 Pourbaix diagram

for manganese with the

most important Mn species

for different values of pH

and oxidation potential

E. The grey dashed line
indicates the

thermodynamic potential

necessary for water

oxidation. The diagram was

drawn using data from

Takeno [21] for a total Mn

concentration of

[Mn]tot ~ 10
�10 M
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coordinated water is so acidic that only the fully deprotonated forms with

O2� ligands are found in the forms of the manganate and permanganate anions

MnO4
2�/�.

In a simplified Pourbaix diagram similar to that shown here, the solids of the

“oxide zone” are typically indicated as phase pure materials with stoichiometries

Mn3O4, Mn2O3 or MnO2. These phases indeed exist as stable, crystalline materials

[9, 20], but in reality the chemistry of manganese oxides and hydroxides of

oxidation states + II, +III and + IV is much more diverse. Up to 30 different forms

of MnOx solids might be formed depending on subtle differences in oxidation

potential, redox agent, pH, and also the concentration of manganese and other

cations present in the reaction system [22, 23].

Fortunately, decades of research, especially by geochemists and mineralogists,

have established solid foundations of MnOx chemistry. It has been found that the

dominant building unit of most MnII/III/IV-oxides is the MnO6-octahedron, but that

many variations exist for how these MnO6-units might be arranged and inter-

connected in the solid compounds. To simplify, the wealth of solid state structures

is commonly grouped into three classes: network, tunnelled and layered structures

[23]. Examples from each family are shown in Fig. 5 and are briefly described in the

following section.

In network structures, dense packings of Mnn+ cations and O2� anions character-

ize the solid state arrangement, resulting in, for example, structures with corner-

sharing (MnO, NaCl type) or edge-sharing (Mn3O4, spinel type) arrangements of

the MnO6-octahedra. Mixed oxides of the network type are also found: as an

Fig. 5 Examples of structural motifs found in typical manganese oxides of network, tunnelled and

layered structures. In each case, the common [MnO6]-building blocks are given in grey
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example, the structure of the calcium manganese oxide marokite (CaMn2O4) is

built up of MnIIIO6-octahedra linked by eight-coordinate Ca2+-ions. Important

characteristics of synthetic oxides from this “network family” are rigid, dense,

well-ordered structures. The synthetic routes leading to these oxides usually require

solid state reactions at high temperatures (>500 �C) and typically yield non-porous
materials of low surface areas (few m2 · g�1). Network oxides have well-defined Mn

oxidation states which sometimes contain a significant contribution of Mn2+

(e.g. hausmannite: MnIIMnIII2O4).

This is different for the manganese oxides containing tunnels in their structures.

Such tunnels are formed by arranging chains of edge-sharing MnO6 units at near

perpendicular angles towards each other. Depending on the width of the chains,

very narrow tunnels such as the 1� 1-motif found in pyrolusite (the most stable

form of MnO2) might be formed. As another extreme, the chains linked in the

structure of todorokite each consist of three edge-sharing MnO6-octahedra and in

consequence the channels of its 3� 3-tunnel structure are about 10 Å wide.

These cavities are normally not empty, but contain – depending on the origin of

the tunnel oxide – cations of other metals and water. As a result, typical elemental

compositions of todorokites are given as (Ca, Na, K)0.3–0.5[MnIII/IV,

Mg]6O12 · (3–4.5 H2O). A similar diversity of compositions is also found for

hollandite ((Ba, Na, K)0.8–1.5[MnIII/IV, Mg]8O16), the oxide of intermediate tunnel

diameter formed by a 2� 2 arrangement of MnO6-chains. As a general summary,

manganese oxides of tunnelled structures differ significantly from their network

cousins: the structures contain large cavities, are much less ordered, and their

external and internal surface areas are often higher (>25 m2 · g�1). The average

Mn oxidation states of tunnelled oxides vary depending on their compositions (see

formulae above), but are usually well above +3.0, so that Mn2+ cations are at best

minor components. Synthetically, such oxides are mostly obtained by precipitation

reactions from aqueous solutions at temperatures above 50 �C, sometimes also

using hydrothermal conditions.

Finally, layered oxides contain sheets of edge-sharingMnO6-octahedra separated

by 7- to 10-Å interlayer spaces. Similar to the oxides with wide tunnels, this inter-

layer space is usually filled with varying amounts of additional cations and water.

Because of manganese vacancies in the sheets and differences in sheet stacking or

sheet-to-sheet distances, the layered oxides are the least well-defined MnOx group

and rarely form well-ordered ion arrangements as drawn on the bottom right of

Fig. 5. Even the names used for the layered oxides are often confusing.

The most common group of layered oxides are mainly referred to as “birnessite

type”, an oxide class characterized by interlayer distances of about 7 Å, an average
Mn oxidation state of 3.5–4.0, and a fairly large content of intercalated alkali or

alkaline earth cations and water. A typical birnessite composition might be

written as (Na, K, Ca)0.2–0.7MnO2 · (1.0–2.0 H2O). Variations of the birnessite theme

exist where the interlayer space is wider (~10Å, so-called buserites) or where Mn2+ is

one of the main intercalated cation species (vernadite or “δ-MnO2”).

In general, layered MnOx display many of the properties mentioned before for

tunnelled oxides, as they are also porous materials of low order, characterised by a
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varying, MnIV-rich oxidation state and high surface areas (commonly

>100 m2 · g�1). Synthetically, the preparation of these oxides is least demanding,

because birnessite-type materials are often the dominant product when manganese

(hydr)oxides are formed in precipitation reactions from water. In general, moder-

ately oxidizing conditions, manganese ions in aqueous solution and a significant

concentration of alkaline (earth) cations result in birnessite formation and the dried

materials retain their layered structures unless heated to more than 400 �C.
The previous paragraphs might indicate that, even though a great structural

variety exists, an individual manganese oxide sample can be easily assigned to a

certain family or phase. For the well-ordered, crystalline network oxides this is

indeed mainly correct and an identification of the MnOx phase by, for example,

standard X-ray powder diffraction experiments (XRD) is often possible. However,

for the tunnelled or layered oxides, XRD or even X-ray absorption spectroscopy

(XAS) at best allows for an identification of the oxide family (e.g. hollandite or

birnessite) and further analytical tools have to be used to characterize the sample.

In addition or in combination with XRD and XAS, X-ray photoelectron spectro-

scopy (XPS) or redox titrations have been successfully used to determine Mn redox

states. IR spectroscopy also proved useful to detect water as part of the oxide

structure, and ion-chromatography or energy dispersive X-ray spectroscopy (EDX)

have enabled scientists to measure metal ion contents of different MnOx samples.

Additional analyses with electron microscopy or sorption methods are essential to

identify morphological aspects of the oxide particles.

Fortunately, a number of examples of the state-of-the-art of MnOx character-

isation can be found in the recent literature [24–30], but a closer study of these

publications reveals that a thorough characterization of a given manganese oxide

sample is a rather tedious affair. This is further complicated by the fact that the

water molecules and the secondary cations of tunnelled or layered oxides are

exchangeable once the material is exposed to an aqueous solution, resulting in a

very dynamic situation. As a result, the MnOx samples used for water-oxidation

catalysis (described in the next sections) and especially their fate during the

catalytic reactions are so far mainly rather ill-defined. However, as manganese

oxides currently gain large attention in the context of the WOR, the author is very

confident that this situation is about to improve greatly in the coming years.

5 Early Examples of MnOx Catalysts for Water Oxidation:

Reports from the 1980s

From a look at the manganese Pourbaix diagram of Fig. 4, one can see that the

manganese oxidation state closest to the line indicating the pH-dependent water-

oxidation potential is MnIV. This area is marked in Fig. 4 simply as “MnO2”, but –
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as described in the previous section – this could stand for various MnIV-containing

oxides depending on the actual reaction conditions. This correlation between Mn

oxidation states and the thermodynamic potential for the WOR has at least two

important consequences:

1. The Mn Pourbaix diagram offers a very simplistic explanation for why the

MnIII!MnIV oxidation steps observed for the S-state transitions of the OEC

are a good choice to build up oxidation equivalents for water oxidation at neutral

pH: for MnO6-units, this is apparently the least energy intensive way to generate

holes that are oxidizing enough to drive water oxidation

2. The “MnIII/IV-oxide zone” in the Pourbaix diagram is quite large so that these

materials might be used at a variety of pH/E-combinations without entering

areas of corrosion where the oxides dissolve into soluble forms ([MnII(H2O)6]
2+

or MnVI/VIIO4
2�/�)

Pioneering and largely forgotten work where Mn oxides were successfully used

as bio-inspired catalysts was published in the former USSR. As early as 1968,

Glikman and Shchegoleva from Kiev reported on oxygen evolution from aqueous

suspensions of MnO2 in the presence of the strong oxidation agent Ce4+ [31].

In 1981, the group of Alexander Shilov from Chernogolovka continued work on

this system and realized its model character for water oxidation in biological

photosynthesis [32]. Long before details of the WOR catalysed by PSII were

known, Shilov et al. in their publication already rightly assumed that manganese-

centred redox chemistry in a MnIV-rich environment might be a very suitable

process for a water-oxidation catalyst mimicking PSII’s mode of action. Having

failed to observe significant amounts of O2-formation for WOR catalysis by MnIV-

complexes, they followed Glikman and Shchegoleva and turned to manganese

(IV) oxides as potential catalysts. Indeed, catalytic water oxidation could be

observed for a wide pH range (2< pH< 8) when MnOx were exposed to [Ru

(bipy)3]
3+ acting as chemical oxidation agent. In their report, the scientists con-

cluded that “the results for [. . .] Ru(bpy)3+ and MnO2 permit consideration of this
system as a functional model of PSII in plant photosynthesis” [32].

However, the materials used as catalysts in both studies were not characterized

in any detail and just mentioned as “MnO2” without further specifications.

The MnOx for the 1981 study were prepared as suspensions or colloids by the

reduction of MnO4
� by Mn2+ or H2O2 in aqueous buffer solutions. Their real

composition is unknown, but from the general trends described in the previous

section, it seems unlikely that phase-pure MnO2, as assumed by Shilov et al., might

have been formed under such conditions. Nevertheless, this work is a remarkable

paper, drawing many correct conclusions concerning the catalysis of the WOR by

manganese oxides well ahead of later work. Unfortunately, biomimetic water-

oxidation chemistry was mainly concerned with manganese coordination com-

pounds at that time and therefore Shilov’s “PSII model” was little cited in the

1980s and soon forgotten.

More influential but far away from any link to enzymatic water-oxidation

chemistry were the studies by electrochemists also carried out around 1980 in
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Osaka, Japan and Milan, Italy [33, 34]. In both laboratories, it was demonstrated

that manganese oxides acted as electrocatalysts for the WOR either in the form of

massive MnOx discs/rods or as coatings on conductive surfaces. These electrolysis

reactions using MnOx as anode materials were carried out at the extreme pH

conditions of acidic or alkaline electrolysers (pH ~0 or ~14, respectively), but

even here manganese oxides proved to be relatively stable. By using MnOx as the

anode material, it was possible to reach water-oxidation current densities compa-

rable to those observed for the other “hot candidates” amongst MOx-materials for

the catalysis of the WOR, the oxides of Ru, Ir, Co and Ni. The Japanese team at this

time went furthest concerning both synthetic variations and characterizations of the

oxide materials and found that best catalytic results for MnOx anodes could be

obtained if a mixture of MnO2 and Mn2O3 (as detected by XRD and chemical

analysis) was employed [34]. The authors recorded large currents when the freshly

prepared Mn(III,IV) oxide mixture was exposed to potentials of ~ +1.5 V in acidic

solution and concluded that this oxidation somehow represents a transformation of

the original material (at least at the electrode surface) to a more MnIV-rich form.

This material is then catalytically active for the WOR and current densities of

i ~ 1 mA · cm�2 at overpotentials of η ~ 400–500 mV for both pH ~0 and ~14 were

reported. However, in all cases these early electrocatalytic studies did not investi-

gate for how long such current densities can be maintained and what kind of

transformations occur in the MnOx materials during extended electrolyses.

As a third set of influential work, the studies by Okuno (Sapporo, Japan, 1983)

[35] and especially Harriman (London, UK, 1988) [36] should be mentioned, as

they established that water-oxidation catalysis by MnOx could (1) also be driven by

visible light using [Ru(bipy)3]
2+ as photosensitizer and appropriate electron accep-

tors, and (2) was indeed very much dependent on the phase of the manganese oxide

used. Phase-pure, crystalline MnO2 generally performed much worse than Mn2O3

or especially “mixed MnOx oxides” of unknown detailed composition and structure.

In the Harriman study on an oxide series of 15 different metals, Mn2O3 again

ranked among the best catalysts. Additionally, Harriman et al. also determined

catalyst surface areas and found that, as expected for heterogeneous catalysis, these

were important factors and the possibility of enhancing catalysis by preparing small

oxide particles was already indicated [36].

As these reports show, WOR catalysis by manganese oxides has been known for

quite a long time. Interestingly, the early studies also provide first examples of

the three commonly used reaction systems to determine catalytic WOR activities

still used today. These are: (1) Ce, the use of Ce4+-solutions as chemical oxidation

agent at pH~ 1–3 with an oxidation potential of about +1.6 V; (2) Ru, a

system where the MnOx catalyst reacts with the strongly oxidizing complex

[RuIII(bipy)3]
3+(E ~+1.3 V) at pH ~4–7; and (3) ecat, electrochemical set-ups, in

which manganese oxides act as electrocatalysts at the anode surfaces. Cartoons

representing the flow of electrons in these systems are shown in Fig. 6. For Ce and

Ru, one usually measures the amount of O2 product formed over time to compare

catalytic rates. For ecat, the current detected for a certain externally applied

potential normalized to the geometric area of the anode (current density, i) is
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most often taken as an indication for the rate at which electrochemical water

oxidation occurs. Even as the catalytic reaction is the same, Fig. 6 illustrates how

diverse these catalyst test systems are and I return to this topic at the end of the next

section.

Because of very limited analytical data, the authors of the publications from the

1970s/1980s had to remain rather vague on possible reasons for the good perfor-

mance of certain manganese oxides. The fact that the materials contain the same

metal as the active site of PSII was mentioned of course [32], but that really did not

explain too much. Binding energies for metal-oxido bonds were analysed (they

should be neither too weak nor too strong) [33], but the accuracy of those values at

the time was low. The best rationale from the last century thus seems to be based on

the aforementioned very suitable position of the redox potential for the reaction

MnIII!MnIV in some Mn oxide materials. In his review of the topic from 1984,

Tseung from London, UK even went as far as to write that the value of the potential

for the transition going from lower! higher oxidation state in an oxide was the
key parameter to explain the differences in electrocatalytic efficiencies [37]. How-

ever, convincing experimental proof for these claims hardly existed at that time.

Thus, by about 1985, water-oxidation catalysis by manganese oxides was a firmly

established but not well understood phenomenon.

MnOx

2 H2O

4 H+

Ce 4+

Ru

Ru+

Ce
Ce3 +

Ru MnOx

Ru*

light

A

A-

ecat

+ O2

2 H2O

4 H+ + O2

2 H2O

4 H+ + O2

e-

Fig. 6 The three most commonly used systems to determine rates for the WOR catalysed by

manganese oxides. Top: chemical oxidation by Ce4+. Middle: chemical oxidation by

[RuIII(bipy)3]
3+, which has either been prepared before or is generated in situ by photochemical

reaction of [RuII(bipy)3]
3+ (Ru) with an appropriate electron acceptor A. Bottom: electrochemical

water oxidation using MnOx particles as electrocatalyst on the anodic side of an electrolyser
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6 On the Way to “Solar Fuels”: Optimization of MnOx-

Materials for Water-Splitting Devices Since the Year

2005

The promising first results on MnOx-based water oxidation described in the previ-

ous section were not followed any further from 1985 onwards, probably because the

two oil crises of the 1970s had passed and the first burst of activity (and funding) in

the field was over. Some projects, for example the Swedish Consortium for Artifi-

cial Photosynthesis founded in 1993, kept the research field of bio-inspired WOR

catalysis alive, but it was not until about 2005 that intensive research in this area

really picked up again, most likely as a consequence of the greater urge to develop

renewable energy systems to avoid further global warming. A very influential

review paper from 2006 [38] and the first international conferences with extensive

program sections on artificial photosynthesis such as IPS-16 in Uppsala, Sweden in

2006 or the first Gordon Conference on Renewable Energy: Solar Fuels in Ventura,

USA in 2007 marked the start of a new phase of research activities.

Immediately, the need for efficient and affordable water-oxidation catalysts

became a central problem and, again, molecular approaches for homogeneous

WOR catalysis dominated many discussions. The very influential (re)discovery of

cobalt oxides for anodic water oxidation by the group of Daniel Nocera from

Cambridge, USA changed this in 2008 [39] and, since then, research in the use of

heterogeneous metal-oxide catalysts for the WOR has developed into a very large

research field within just over 5 years.

As part of these activities, a number of groups also revitalized the bio-inspired

approach of using manganese oxides. The 2010 publications by the group of Heinz

Frei from Berkeley, USA [40] and this author’s team from (then) Kiel, Germany

[41] might be seen as starting points for these new research activities. The group in

the USA showed that MnOx nanoparticles prepared on the surfaces of a porous

silica support acted as fast WOR catalysts [40]. Materials that had been calcined at

different temperatures were used and it was found that the catalysts heated to 600–

700 �C performed best. An XAS analysis was carried out to determine the Mn

oxidation state for these nanoparticles and Frei et al. concluded that the fastest

catalysts were characterized by a mixed MnIII/IV-state rich in MnIV.

In our own work, we tried to be “even more biomimetic” and synthesized mixed

calcium-manganese(III) oxides in order imitate both the Mn oxidation state and the

presence of Ca2+. By that time Ca2+ was firmly known to be part of the structure of

the biological catalyst (the first crystal structures of PSII had been published in

2004 [10]). We chose marokite (CaMn2O4) as the target oxide phase for our study

and prepared this compound using a comproportionation reaction between Mn2+

and MnO4
� in water and in the presence of Ca2+, followed by heating of the

precipitate to 1,000 �C. Such a synthesis indeed yields phase-pure marokite

(as detected by XRD), but this oxide showed little catalytic activity for the

WOR [41]. However, the initially formed precipitates, used either simply as

dried powders or preferentially after heating to 400 �C, proved to be remarkably
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good catalysts for water oxidation. Both the “600 �C nanoparticles” of Frei et al. and

our “marokite precursors” outperformed crystalline oxides such as Mn2O3 or MnO2

in WOR catalysis by a wide margin [40, 41].

A common problem for both catalysts was the difficulty, as described in Sect. 4,

in finding out what kind of MnOx was really acting as catalyst. In the 2010

publication, we described the X-ray amorphous “marokite precursors” as “hydrated

CaMn2O4” for lack of much analytical data (no information could be obtained from

XRD, but the FTIR-spectra showed pronounced water-related bands). We only

learned more about the interesting new catalysts after teaming up with the group of

Holger Dau in Berlin, Germany. At Berlin’s BESSY synchrotron, XAS measure-

ments at the K-edges of both Mn and Ca were carried out and an elaborate analysis,

especially of the EXAFS spectra, left little doubt that the most active materials were

calcium-containing layered oxides from the birnessite family (Fig. 5) [42]. Their

average Mn-oxidation state was ~ +3.7 and thus much higher than the MnIII-state

expected for marokite. Additionally, vacancies in the MnO6-layers and a low

degree of stacking order characterized the synthetic oxides. All these features of

MnOx precipitated in such synthesis conditions were known to mineralogists long

before (see Sect. 4 above), but we (and others) first had to “rediscover” this

chemistry in the context of heterogeneous water-oxidation catalysis by MnOx.

In the last few years, it has been striking how dominant the “birnessite theme”

has become for WOR catalysis by Mn-compounds [25, 43–45]. It has been shown

that the MnOx materials obtained (1) from molecular Mn2- or Mn4-precursors in

membranes or adsorbed on clays [46, 47], (2) from the comproportionation reaction

of Mn2+ and MnO4
� [48], (3) from electrochemical deposition starting from Mn2+

[28, 49], (4) from MnIIO operated as WOR catalyst [24], (5) from the hydrothermal

reaction of KMnO4 with water [27] or even (6) from the calcium-manganese oxides

covering the cell walls of certain photosynthesizing algae [50] all belong to the

birnessite family of layered MnOx and all show catalytic activity for the WOR

(Fig. 7).

Thus, birnessites seem to possess important properties for efficient water-oxidation

catalysis. Additionally, in water this oxide type apparently represents some

kind of local energy minimum for systems comprising Mn/water/alkali(ne earth)

metal at the oxidation potentials relevant for water oxidation over the entire

pH-range. As a result, layered oxide structures are formed from very different

precursors at “WOR conditions”. What are these important oxide properties and

how can the synthesis of birnessite-type oxides be improved to render even better

catalyst materials? The following list is an attempt to represent an overview of

currently discussed points based on the by now quite extensive experimental data in

this field:

• Birnessites represent the “right Mn oxidation state”: it has been mentioned

above that both the Mn Pourbaix diagram and the Mn oxidation states found

for the OEC indicate that an MnIV-rich mixed MnIII/MnIV oxidation state might

be ideal for Mn-based WOR catalysis. It has been confirmed especially through
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XAS of catalytically active birnessites that these are “Mn+3.5–3.9-oxides” and

thus fit this requirement perfectly [28, 42, 47].

• Studies of the bulk oxidation state changes observed for birnessites indicate that

the crucial redox transition (MnIII!MnIV) occurs within some hundred milli-

volts above the thermodynamic E(O2/H2O) [28, 49, 51] and is thus very well-

suited for the WOR according to the theory of Tseung (see above) [37].

• Synthetic birnessites show a low degree of structural order [26, 48]: as a result,
the environment of individual manganese ions is rather flexible and thus allows

for the structural rearrangements known to be necessary for WOR catalysis from

the S-state transitions of PSII (Fig. 3) [43, 48].

• Birnessites contain the “right ions”: from studies of the OEC, it is known that

Mn3+/Mn4+ ions linked by OH�/O2� ligands form a catalytic site for a fast

WOR. Additionally, the presence of the alkaline earth metal ions Ca2+ or Sr2+ as

part of the OEC’s structure is essential for catalytic activity. The exact role of

these ions in the process has not been elucidated with certainty, but it is very

likely that they are involved in the activation of the water substrate (in the form

of some water-derived ligand coordinated to the M2+ ion; see Fig. 3). Addition-

ally, the presence of the M2+ ions might tune the MnIII/MnIV redox potential in a

beneficial way [52]. Birnessites are amongst the few MnOx where these large,

catalytically important cations can be incorporated to carry out both potential

functions and this might therefore be a crucial advantage [43, 48].

• Birnessites are porous materials with high outer and internal surface areas:
because WOR catalysis by oxides is a heterogeneous process, a large contact

area between catalyst and solution is a general advantage. Furthermore, the ~7 Å
wide interlayer space already contains mobile, exchangeable H2Omolecules, the

Fig. 7 Overview of the large variety of recently reported reaction conditions resulting in the

formation of birnessite type oxide materials, all of which are catalytically active for the WOR
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substrate of the reaction. In combination, the porosity and layered architecture

seem to result in a material which can be described as a “catalytic sponge”,

where MnIII!MnIV oxidations, water binding (and deprotonation), and O2

formation apparently occur in a large fraction of the volume of the particles

and not just on the outer surfaces [26, 28].

• Birnessites show significant electric conductivity: during the catalytic process,

electrons or holes have to be able to migrate through the material from the point

of hole injection to the actual active sites for the WOR. For electrocatalysis,

charge carriers also have to be able to traverse the material to reach the back

contact in an electrochemical cell. From measurements on solid MnOx samples

[25] and through their use as battery materials, it is known that layered manga-

nese oxides show reasonable (but definitely not excellent) electric conducti-

vities, an important property for their application in water-oxidation catalysis.

The list above is most probably incomplete and certainly, to some degree,

speculative because the experimental evidence on mechanistic details concerning

WOR catalysis by birnessites is so far very limited. Nevertheless, there have been

recent successes to improve the catalytic performance of birnessites for the WOR

with the points listed above in mind – and this indicates that they are probably not

entirely unimportant:

• Different catalyst screenings of MnOx resulted in the identification of layered

Mn oxides as “best” MnOx materials (however, see text below concerning

general problems of such rankings) [25, 26, 53].

• Synthetic routes to preparing birnessites of especially low order were developed

and indeed resulted in an increase of catalytic rates [26, 49].

• The type and concentration of alkaline earth metal ions in synthetic birnessites

was varied and a clear optimum was found for Ca2+ with a Ca:Mn ratio of ~0.2:1

(both remarkably similar to PSII) [48].

• Attempts to improve catalytic rates through the preparation of nanoparticles

were generally successful [54–56], but did not result in a steep performance

increase. This seems to indicate that the model of the “catalytic sponge” is

probably quite appropriate for WOR catalysis by birnessites.

As convincing as the “birnessite story” presented so far might look, it is still far

from proven that layered Mn(III,IV) oxides are truly the generally best type of

MnOx for WOR catalysis. A number of people (including this author) are of the

opinion that birnessites are indeed the most promising Mn-based materials for

water oxidation known today. However, it should be mentioned that others have

observed different trends in reactivity and have thus focused on other types of

MnOx catalysts, namely from the family of crystalline network oxides [27, 30,

57]. The most important reason for this disagreement is the fact that the methodo-

logy for the determination of catalytic rates is very diverse. Also, the “target zone”

for technological applications is still quite ill-defined.

It has already been mentioned above that established test systems for WOR

catalysis exist which are either purely chemical, photochemical or electrochemical
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in nature (Fig. 6). In consequence, the factors influencing reaction rates differ very

much for each case. For example, the concentration and diffusion rate of Ce4+ are

important for the Ce-system, whereas the efficiency of the photochemical gener-

ation of [Ru(bipy)3]
3+ largely influences rates in Ru and the quality of the

electric contact between the MnOx particles and the anode material is a key issue

in electrocatalysis (ecat).

Additionally, it is important to note that the three systems probe WOR catalysis

at very different areas of the E/pH parameter space. To illustrate this, Fig. 8 again

shows the Pourbaix diagram already introduced in Sect. 4, but this time with an

emphasis on the typical conditions for the test systems Ce, Ru and ecat in relation

to E(O2/H2O) and the different MnOx phases. As can be seen, the chemical systems

Ce and Ru are limited to a rather small area in such a plot because of their fixed

redox potentials and pH-limitations (precipitation of cerium hydroxides and side

reactions of the RuIII-complex, respectively). In contrast, electrochemical studies

can in theory address the entire E/pH-space above the line marking the thermo-

dynamic water-oxidation potential. In the practice of ecat-set-ups, it has been found

that an overpotential of at least η¼ 300 mV is required to detect significant current

densities (i ~ 100 μA · cm�2) and so E has usually been set significantly above the

thermodynamic E(O2/H2O) in electrocatalytic studies. Furthermore, experiments

on the electrocatalytic WOR have so far mainly concentrated on three pH-ranges:

strongly acidic (pH ~ 0–3) [58] and strongly basic conditions (pH ~ 10–13) [28, 59,

60] with the aim to profit from the high conductivities of such electrolytes, and

near-neutral pH [49, 53, 57, 60], where less corrosion problems during longer

operation times and better model character of the observed processes in relation

to PSII are expected.

Interestingly, the “overpotential” for the three common experimental conditions

Ce, Ru and ecat are at least similar and always in the range 300–500 mV (though

Fig. 8 Illustration of the

typical E/pH domains

where catalytic WOR

studies using the test

systems Ce, Ru or ecat

introduced in Fig. 6 are

typically carried out. The

thermodynamic potential

for water oxidation (dashed
line) and the Mn Pourbaix

diagram (grey) are also
shown
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even higher values are sometimes used in electrocatalysis to reach current densities

well above 1 mA · cm�2).

However, despite this similar thermodynamic driving force, Fig. 8 illustrates

quite well why a comparison of catalytic results – and thus an identification of the

“best” MnOx catalyst – is hardly possible: the test conditions are far apart in the

E/pH-space. Additionally, experimental protocols differ. For example, results for

Ce- or Ru-experiments have been reported for different concentrations of the

oxidation agents and different electron acceptors have been used in photochemical

versions of set-up Ru. More general, reaction rates have variably been normalized

per MnOx catalyst mass, per mole Mn, or per surface area. Likewise, electrolysis

experiments have been carried out using a wide variety of electrolytes, anode

geometries, electrochemical measurement protocols, etc. To summarize, a lot of

catalytic data on widely varying catalytic systems exists today, but comparisons of

different datasets is largely impossible – a situation which has to be improved in the

coming years to make concerted, target-oriented improvements of MnOx catalysts

possible.

However, such a “standardisation” is easier said than done because it is far from

clear today how commercial devices for solar fuels production are to be constructed

in detail. As a consequence, the reaction conditions for these devices are unclear.

The general layout shown at the start (Fig. 1) allows many technological

implementations. Among them, the following two each seem to be favoured by a

large number of research groups:

• “Photovoltaic (PV) cell + electrolyser”: in such a set-up, the light-driven charge

separator at the centre of Fig. 1 would be constructed by operating two or three

photovoltaic units in series to generate an electrolysis voltage of about 2 V. This

is then coupled to a “classical” electrolysis cell, for example alkaline or PEM

electrolysers [61]. To minimize energy losses caused by cell resistivity, the

electrolyser is most probably run at extreme pH values as in the commercial

electrolysers available today. As a result, a MnOx electrocatalyst used in such

devices has to be optimized at the conditions shown in Fig. 8 as the two ecat

areas are at very low or very high pH values.

• “Artificial leaf”: a very influential device design for solar fuel production of the

last years has been “artificial leaves” [62, 63]. In this, the catalysts Catox and

Catred are directly attached to the surfaces of a two- to three-junction photo-

voltaic device to allow “wireless” electron transfer from the PV-unit to the

catalysts through a thin interface between catalyst and semiconductor. This

could make such leaves more compact and thus cheaper to produce than the

PV-electrolyser design. Concerning the operating conditions, it could very well

be advantageous to immerse artificial leaves into a neutral electrolyte to avoid an

exposure of the PV/catalyst interfaces to the very corroding conditions of

standard electrolyser media. Thus, a catalyst for artificial leaves most likely

has to show especially good performances at near-neutral pH, the central ecat

area in Fig. 8.

Both lines of argument have been followed and manganese oxides have been

operated in electrocatalytic set-ups in acidic, neutral and alkaline electrolytes.

Sometimes comparative studies were carried out where identical anodes were
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investigated at different pH values [51, 53, 59, 60]. From the results, it has been

encouraging to see that MnOx electrocatalysts can be used successfully over the

entire pH range and thus show potential for many different cell set-ups. On the other

hand, our knowledge concerning the importance of issues such as MnOx type,

electrolyte composition or pH, oxide conductivity, O2 bubble formation, etc. for

electrocatalytic water oxidation by manganese oxides is currently still very limited

and many interesting results await us here in the future.

7 Conclusions and Outlook

The presented overview has hopefully been able to show that the field of manganese

oxide catalysts for the WOR has developed rapidly in the last 5 years. Starting from

the few examples of MnOx catalysts known from the last century, impressive

synthetic activity in this field has resulted in the discovery and improvement of

many catalytically active MnOx materials. Additionally, the effort put into

analysing interesting oxides, also under “operating conditions”, has increased

tremendously.

On the basis of what we know today, it seems probable that the manganese-based

material of choice for WOR catalysis is a mixed MnIII/IV-oxide of low crystallinity

and high surface area. Additionally, it might be beneficial to incorporate secondary

metal ions into the structure to activate the water substrate, tune MnIII/IV-redox

potentials and/or increase oxide conductivities. Manganese oxides of layered archi-

tectures are currently often the “winners” of catalyst screenings, but more system-

atic work is needed to arrive at convincing structure-activity relationships for the

many types of possible MnOx materials. The extremely detailed knowledge about

the OEC, biology’s catalyst for water oxidation, puts researchers in this field in a

very good position to arrive finally at a high level of mechanistic understanding

regarding how the WOR might occur on the surface of an MnOx particle.

Catalytic test reactions, especially using the three chemical and electrochemical

systems Ce, Ru and ecat, have shown that manganese oxides are able to catalyse

water oxidation with significant reaction rates at overpotentials of ~400 mV over

the entire pH range. This is unusual as most other metal oxides suffer from

corrosion problems, especially under acidic conditions.

In the rather short time since their “rediscovery” as WOR catalyst materials,

manganese oxides have emerged as very promising materials to be used in devices

for the production of solar fuels. A number of “recipes” for the synthesis of well-

performing MnOx catalyst materials exist. The next steps in this research should

now be to use these compounds in prototypes of solar-fuel-producing devices and

test their efficiencies, stabilities and modes of action under conditions relevant for a

possible technological application. Only if they also prove to be usable in such

“real world” set-ups, one can rightly conclude in some years from now that it was a

good idea to look at biology as inspiration for water-oxidation catalysts.
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Solar Water Splitting Using Semiconductor

Photocatalyst Powders

Kazuhiro Takanabe

Abstract Solar energy conversion is essential to address the gap between energy

production and increasing demand. Large scale energy generation from solar

energy can only be achieved through equally large scale collection of the solar

spectrum. Overall water splitting using heterogeneous photocatalysts with a single

semiconductor enables the direct generation of H2 from photoreactors and is one of

the most economical technologies for large-scale production of solar fuels. Efficient

photocatalyst materials are essential to make this process feasible for future tech-

nologies. To achieve efficient photocatalysis for overall water splitting, all of the

parameters involved at different time scales should be improved because the overall

efficiency is obtained by the multiplication of all these fundamental efficiencies.

Accumulation of knowledge ranging from solid-state physics to electrochemistry

and a multidisciplinary approach to conduct various measurements are inevitable to

be able to understand photocatalysis fully and to improve its efficiency.

Keywords Electrocatalysis � Hydrogen � Overall water splitting � Photocatalysis �
Semiconductor
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1 Introduction

Solar energy is by far the most abundant renewable energy resource [1]. The total

solar energy absorbed by the Earth is 3.85� 1024 J year�1, which is ~104 greater

than the world energy consumption [2]. To compensate for increasing energy

demand, solar energy conversion has to be at least partially implemented. To

achieve extensive solar energy conversion, the large-scale collection of solar flux

is essential. A simple calculation using the air-mass 1.5 global (AM 1.5G)

(~1 kW m�2) solar spectrum reported by the National Renewable Energy Labora-

tory (NREL) predicts that a collection area of ~750,000 km2 is required to meet

global energy demands [3]. Therefore, solar energy conversion technologies must

have tremendous scalability, irrespective of the conversion method used. For easy

storage and transport, producing chemicals and fuels in which the energy is in the

form of chemical bonds is preferred. This technology requires water as the sole

reactant and directly forms chemical energy (H2) in a single reactor. The reactor

contains water and photocatalysts as powders. It does not require any complicated

parabolic mirrors or electronic devices. Overall, the simplicity of this type of solar

hydrogen production plant makes the system economically advantageous [4].

The photocatalytic system for overall water splitting produces a mixture of H2

and O2 followed by the separation of these products [5]. It is critical to develop

highly efficient photocatalysts made from abundant elements using a mass-

production process. The overall water splitting reaction is

H2O ! H2 þ 1

2
O2 ΔG ¼ 237 kJ mol�1: ð1Þ

The above reaction (two-electron reaction in this stoichiometry) has a Gibbs free

energy of 237 kJ mol�1. The photon energy, E, is expressed by

E ¼ hv ¼ hc

λ
; ð2Þ

where h is Planck’s constant, v is the frequency of the photon, c is the speed of light,
and λ is the wavelength of the photon. Thus, a photon energy of 1.23 eV is

thermodynamically required to drive overall water splitting, which is equivalent

to a wavelength of ~1,000 nm. A photocatalyst for water splitting thus requires a

bandgap greater than 1.23 eV. It is also essential to consider the overpotential, i.e.,
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the excess potential beyond the thermodynamic potential required to overcome the

activation energy.

As far as solar energy conversion is concerned, analysis of the solar spectrum is

essential to determine the important requirements for photocatalyst materials for

overall water splitting. Figure 1 shows the solar to hydrogen (STH) energy and the

number of photons as a function of wavelength according to the data from the

standard AM 1.5G spectrum [3]. The STH efficiency can be calculated using the

Gibbs free energy of reaction (1):

STH ¼ Output energy

Energy of incidence solar light
¼ rH2

� ΔG
PSun � AGeometric

; ð3Þ

where rH2
is the hydrogen production rate, PSun is the energy flux of sunlight, and

AGeometric is the area of the reactor. The solar energy spectrum (PSun¼ 1,003Wm�2)

has ~93 W m�2 in the ultraviolet (UV) region (λ� 400 nm; 9.3%), ~543 W m�2 in

the visible region (400 nm< λ� 800 nm; 54.1%), and 367 W m�2 in the infrared

(IR) region (λ> 800 nm; 36.6%). For overall water splitting, hydrogen is the sole

product corresponding to an energy of 1.23 eV (or 237 kJ mol�1) equivalent. The

theoretically attainable STH efficiency and hydrogen production rate can thus be

calculated from the number of photons in the spectrum from shortest wavelength to

the respective wavelength at different quantum efficiencies (QE), e.g., 30%, 60%,

or 100%:

Fig. 1 Photon number of

AM 1.5G as a function of

wavelength and theoretical

for solar-to-hydrogen

efficiency integrated from a

low wavelength to the

respective wavelength at

QEs of 30%, 60%, and

100%
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QE hvð Þ ¼ 2� rH2

I0 hvð Þ : ð4Þ

By analyzing the solar irradiance, the theoretical maximum STH efficiency can

be calculated to be ~48% (at 100% QE), which is integrated from the UV to a

wavelength of ~1,000 nm (1.23 eV). Based on the definition of STH efficiency, the

excess energy from photons greater than 1.23 eV has to be dissipated (mainly as

heat). The energy loss becomes more apparent as the wavelength decreases. For UV

photons, over half the energy is dissipated (only 1.23 eV can be utilized to generate

H2) and consequently the theoretical maximum STH efficiency using only UV light

(λ� 400 nm) is only 3.3% (for a QE of 100% at each wavelength). In contrast, the

target of STH efficiency is generally set to 10% to become competitive within the

hydrogen market. Although the technology is simple, the low STH efficiency

requires a large area for the solar reactor. This fact clearly shows why the devel-

opment of a visible-light-responsive photocatalyst is essential for a high STH

process.

As mentioned previously, the benchmark for the STH efficiency is set to 10%.

This efficiency corresponds to a hydrogen production rate of ~154 μmolH2 cm
�2 h�1

and a photoelectrochemical current of ~8.3 mA cm�2, i.e., a consumption rate of

~260 photons nm�2 s�1 on a flat surface. These values are practically useful for

experiments in a laboratory scale. To achieve this efficiency, the development of

materials that absorb wavelengths of light up to 600–700 nm (~1.8–2.0 eV) is

essential. The challenge is that these materials have to have suitable band positions

for water splitting, as discussed below.

The photocatalytic reactions involve various photophysical and electrocatalytic

processes on different time scales. Figure 2 shows a general scheme for the photon-

induced reaction process for overall water splitting using a solid photocatalyst.

Photon absorption initiates non-equilibrium photophysical and photochemical pro-

cesses. These processes begin with the generation of an exciton, i.e., excitation of

an electron in the valence band (VB) or the highest occupied molecular orbital

(HOMO) to the conduction band (CB) or the lowest unoccupied molecular orbital

(LUMO) [6]. This femtosecond process is followed by relaxation of the electron

and the hole to the bottom of the CB and to the top of the VB, respectively, on a

similar time scale [6]. Next, the exciton (electron–hole pair) needs to be separated

depending on the nature of the semiconductor. The electronic structure should

guide the excited electron and hole (polaron) to move independently, fully utilizing

the junctions at the semiconductor–catalyst and semiconductor–solution interfaces.
Successful charge transfer to the surface and to the cocatalyst is followed by

electrocatalytic redox reactions on a time scale longer than microseconds

[6]. Because each photon in visible light possesses limited overpotential for water
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splitting, the presence of such electrocatalysts on the surface of semiconductor is

essential.

The primary aim of this review is to focus on discussion of the fundamental

parameters involved in photocatalytic overall water splitting. The processes

involved in photocatalytic reactions, especially water splitting with powder

photocatalysts suspended in the liquid phase, are of interest. The steps involved

in the photocatalysis for water splitting are divided into the following six processes

and the relevant parameters are described:

1. Photon absorption

2. Exciton separation

3. Carrier diffusion

4. Carrier transport

5. Catalytic efficiency

6. Mass transfer of reactants

Figure 3 summarizes the parameters that are highlighted according to the six

processes. This review gives a broad and rather conceptual description only, rather

than detailed discussion on the specific materials, which can be found in different

reviews [7–26]. The author trusts that the understanding of these physicochemical

properties leads to “photocatalyst materials by design” where the electronic struc-

ture of the semiconductor, interface development, and electrocatalytic properties

are fully connected to achieve the complex sequential processes to achieve finally

overall water splitting.

Fig. 2 Scheme of photon-induced reaction process for overall water splitting by solid

photocatalyst
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2 Photocatalytic Processes

2.1 Photon Absorption and Exciton Generation

Photon absorption by semiconductors generally occurs via the excitation of elec-

trons in the valence band into the conduction band, generating excitons (excited

electron and hole pairs). At the macroscopic level, photon absorption by powder

suspension systems includes intrinsic and extrinsic absorptions in addition to

scattering, reflection, and transmission. A schematic image of the light absorption

process by a semiconductor powder is shown in Fig. 4.

A spherical particle with a diameter of 100 nm is irradiated by nearly 107

photons (considering wavelengths <600 nm in the AM 1.5G spectrum) every

second [27]. Among those photons, some of them experience scattering by the

powder [28]. Scattering can be categorized into Rayleigh and Mie scattering,

depending on the size of the particle. The size of a scattering particle is defined

by the ratio of its characteristic dimension to the wavelength of the scattered light:

x ¼ 2πr

λ
: ð5Þ

Scatter diameters much smaller than the wavelength result in Rayleigh scattering,

whereas larger diameters result in Mie scattering. Based on the sizes of the

photocatalyst particles (a few nanometers to 10 μm), the photons in the UV–vis

Fig. 3 Parameters requiring attention for efficient overall water splitting. Overall water splitting is

only successful for high efficiencies at all six gears depicted in the scheme. Different time scales of

the reactions are also displayed
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range with wavelengths of 300–800 nm should be appropriately taken into consid-

eration. The scattering coefficient for Rayleigh scattering varies for small particles

inversely with the fourth power of the wavelength (~λ�4), giving higher scattering

for shorter wavelengths (i.e., UV>VIS>NIR).

Similarly, some of the photons undergo reflection and transmission through

media with distinct refractive indices [29]. The description of light propagation in

a complex photocatalyst system may be treated using the Fresnel equations. The

reflection of light retains either the geometry or the energy of the incident light.

Diffuse reflection can also occur, especially on a rough surface, which retains the

energy and is indeed utilized to elucidate the absorption characteristics of the

powder semiconductor.

In a photoreactor consisting of a semiconductor powder in suspension configu-

ration, the scattered and reflected light can be further absorbed by other semicon-

ductor particles. This is indeed beneficial for suspension systems compared with

film configurations. It is very difficult to measure quantitatively the extent of the

scattering and reflection in experiments, so the photocatalytic efficiency is gener-

ally associated with the incident photons (which can be separately measured) to the

reactor or measured actinometrically [30].

The quantitative measurements of the absorption efficiencies of the

photocatalytic powders provide useful information for the development of efficient

photocatalyst materials and systems. The absorption spectra indicate the conse-

quences of bandgap excitation, d-d transitions, phonon absorptions, and excitations

associated with defect states [31]. The absorption coefficient, α (wavelength depen-

dent), is an important parameter of semiconductors that provides their intrinsic

characteristics. Ideally, absorption measurements using photon flux of incident

Fig. 4 Scheme of photon absorption process using semiconductor powder. See main text for

explanation of the notations
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light, Φ0, in transmission and reflectance mode (using an integrating sphere)

commonly lead to the following relationships with absorptance (A%), and light

that is transmitted (T ), specularly reflected (Rs), forward-scattered (S), and back-

scattered (Rd) [31]:

Φ0 ¼ A% þ T þ RS þ Sþ Rd: ð6Þ

The efficiency of the photon absorption process occurring within a sample is thus

given by the absorptance A%, which is the fraction of photons absorbed out of all of

the photons impinging on the sample. Using the resulting value for absorptance, the

absorbance, A, can be calculated using the following relationship:

A% ¼ 1� 10�A: ð7Þ

Furthermore, the absorbance can be normalized by the thickness to obtain the

absorption coefficient, α, as

α cm�1
� � ¼ ln 10ð Þ � A

l cmð Þ ; ð8Þ

where l is the path length of the light through the sample. The light intensity, I, in
the unit of power, as a function of distance, d, is given by

I dð Þ ¼
Xhv

Φ0 hvð Þe�αd: ð9Þ

The absorption coefficient, α, is preferably determined using absorptance, A%,

which gives absorbance, A, though the contribution of scattering is excluded

whenever possible. For a practical absorptance measurement, the thin film config-

uration of semiconductors provides a more precise description, compared to powder

configurations, once the film thickness is more rigorously defined [32]. Different

semiconductor synthesis techniques for different configurations are reviewed else-

where [22]. For accurate measurement of the absorption coefficient, the absorption

coefficient is linked with the measured transmittance (T ) and reflectance (R) [32]:

T ¼ 1� R0ð Þ2e�αd

1� R
02
e�2αd

; ð10Þ

R ¼ R0 1þ 1� R0ð Þ2e�2αd

1� R
02
e�2αd

 !
; ð11Þ

where R0 is the single surface reflectance of the material. These equations lead to

determination of the absorption coefficient as a function of measured T and R as

follows [33]:
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α ¼ 1

d
ln

1� Rð Þ2
2T

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� Rð Þ4
4T2

þ R2

 !vuut
0
@

1
A; ð12Þ

and, when R is negligible and/or the following inequality is satisfied [34],

Re�αd � 1; ð13Þ

then (12) is simplified to

T ¼ 1� Rð Þ2e�αd; ð14Þ

and, thus,

α ¼ �1

d
ln

T

1� Rð Þ2: ð15Þ

From the same spectra, analyzing interference fringes in a weaker absorption

range would provide useful information. If the thickness d is uniform, the interfer-

ence fringes can be used to obtain the position of the interference maxima λ [35]:

2nd ¼ mλ; ð16Þ

where n is the refractive index and m is the order of the interference. When m is not

known, the adjacent maxima can be used to eliminate m:

2ndð Þ�1 ¼ λ�1
mþ1 � λ�1

m : ð17Þ

A complex refractive index nc is described as

nc ¼ nþ iκ; ð18Þ

where κ is the extinction coefficient. Once α(λ) is known, κ(λ) can be calculated

from the equation

κ λð Þ ¼ αðλÞ
4π

: ð19Þ

Then the dielectric constant, a measure of the charge retention capacity of a

medium, can be obtained. The complex dielectric constant, εr, is described as [36]

εr ¼ ε1 þ iε2; ð20Þ

where ε1 is the real part of the dielectric constant associated with dispersion:
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ε1 ¼ n2 � κ2; ð21Þ

and ε2 is dielectric loss, i.e., the imaginary part associated with the dissipative rate

of the wave:

ε2 ¼ 2nκ: ð22Þ

These values lead to the dielectric loss tangent, tan δ¼ ε2/ε1, defined by the angle
between the capacitor’s impedance vector and the negative reactive axis, providing

an important parameter to quantify the inherent dissipation of electromagnetic

energy into heat. The dielectric constant, εr, can be divided into the contributions

from the electronic density, ε1 and from the motion of ions constituting the

material, εvib [37]:

εr ¼ ε1 þ εvib ¼ ε1 þ 4π

V

X
p

Z2
p

v2p
; ð23Þ

where vp is the phonon frequency of mode p, V is the unit cell volume, and Zp is the
mass-weighted mode effective born vector, which is proportional to IR absorbance,

Ip.
Once the absorption coefficient is obtained, the absorption depth, which

describes how far light can penetrate into a material before being absorbed, can

be determined by simply taking the inverse of the absorption coefficient α (on a

natural logarithm scale). These penetration depths are generally defined as the

depths where the light intensity decreases by factors of 1/e (~36%) of the incident

intensity. The absorption coefficient and the absorption depth vary with the incident

light wavelength: typical density of states of the semiconductor suggests that

shorter wavelength light is absorbed closer to the photocatalyst surface than longer

wavelength light. Thus, before being absorbed, visible light travels further in a

photocatalyst than UV light. Even if a long-wavelength photon is absorbed, it

penetrates deep into the bulk of the photocatalyst, so the generated excitons have

a long distance to travel to the surface (Fig. 4). Thus, there is a greater probability of

excited electrons and holes recombining before they can participate in surface

redox reactions. The absorption depth (together with scattering and reflection)

also accounts for how many semiconductor particulates are required to absorb

effectively the incident light in the photoreactor (the depth of the photoreactor).

The electronic structure of the semiconductor determines various critical char-

acteristics relevant to photocatalysis. Regarding the absorption properties, the

electronic structure of the semiconductor not only decides the bandgap and band

positions but also the absorption coefficient and direct/indirect nature of the light

absorption. The absorption parameters of a given semiconductor primarily depend

on its crystal structure, which in turn determines its electronic structure. Essentially,

direct bandgaps lead to high absorption coefficients, whereas indirect bandgaps

give low absorption coefficients. The symmetry of the crystal structure gives
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allowed and forbidden energies. Indirect transitions involve both a photon and a

phonon because the band edges of the conduction and valence bands are widely

separated in k space, as described in Fig. 5. A typical indirect bandgap semicon-

ductor, Si, possesses a typically low absorption coefficient of 1� 103 to

1� 105 cm�1, giving absorption depths of up to a few micrometers for visible

light (400–800 nm) [38]. Therefore, if Si nanoparticles (less than a micron in

diameter) are synthesized for photocatalysis, there is a significant chance that a

single photocatalyst particle may not absorb many photons per unit time. Typical

absorption coefficients of direct bandgap semiconductors typically fall into the

range of 1� 104 to 1� 106 cm�1, equivalent to absorption depths of 1,000–

10 nm. This range of absorption depths becomes comparable to the typical particle

size of the photocatalysts. Therefore, it is important to consider the absorption

coefficient to determine the efficiency of the photocatalytic materials and

photocatalyst design.

For powder semiconductors it is often difficult to address the true absorption

coefficient. Alternatively, the measurement of diffuse reflectance is a powerful tool

to acquire information about light absorption [29]. Because of the anisotropic

nature of the powder system, the Kubelka–Munk function f(R) is frequently used

to describe absorption/reflectance:

f Rð Þ ¼ 1� Rð Þ2
2R

¼ α

s
; ð24Þ

where s is the scattering coefficient. The Kubelka–Munk model is based on the

following assumptions [39]:

Fig. 5 Electronic structures for (left) direct and (right) indirect bandgap semiconductors and their

excitations
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• The sample is modeled as a plane layer of finite thickness but with infinite sheet

approximation, so there are no boundary effects

• A perfectly diffuse and homogenous illumination is incident on the surface

• The only interactions of light with the medium are scattering and absorption;

polarization and spontaneous emission (fluorescence) are ignored

• The sample is considered isotropic and homogeneous and contains optical

heterogeneities

• No external or internal surface reflections occur

• The scattering coefficient, s, is constant for any layer thickness

Because of the lack of an s value, it is difficult to pin down the absolute value of
α. Assuming that the scattering coefficient is independent of wavelength, f(R) is
then proportional to α. The Kubelka–Munk function is, therefore, effective for

addressing the bandgap measurement.

The absorption coefficients measured in thin films, or through the Kubelka–

Munk function for powdered samples, can be used to obtain the bandgap, Eg, of the

semiconductor. When α> 104 cm�1, it often obeys the following relationship

presented by Tauc and supported by Davis and Mott [40, 41]:

αhv / hv� Eg

� �1
n; ð25Þ

where n can take values of 3, 2, 3/2, or 1/2, corresponding to indirect (forbidden),

indirect (allowed), direct (forbidden), and direct (allowed) transitions, respectively

[31]. Tauc plots, i.e., αhvð Þ1n as a function of hv (n is the same as above), give Eg

from the intersection of a tangent to the slope in the linear region of the absorption

onset with the baseline. A more detailed description of how to utilize accurately the

information of Tauc plots can be found in [31].

The generation rate, G, per photocatalyst particle is the number of electron–hole

pairs generated per photon striking the particle with the depth, x. The assumption

that each photon directly causes generation of an electron–hole pair can be first

described using the Beer–Lambert law approximation [42]:

G ¼ αΦ0, pe
�αx; ð26Þ

where Φ0,p is the photon flux at the particle surface (photons (particle geometric

area)�1 s�1). The photon flux density may be directly obtained from the irradiance

measurements. As previously mentioned in (9), the light intensity, I, decays as it
passes through the semiconductor materials because of light absorption and creates

the generation of electron–hole pairs according to [43]

dI xð Þ
dx

¼ �αI xð Þ ¼ �
Xhv

G hvð Þ: ð27Þ

Recent advances in density functional theory (DFT) calculations give quite

accurate and reliable estimates for the electronic structures of semiconductors
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from a given crystal structure, resulting in accurate descriptions of the densities of

states (DOS). Essentially, the accurate DOS provides information about the

bandgap energy, the band positions (vs vacuum), the connectivity of both the CB

and VB within the crystal structure, and the absorption coefficient as a function of

wavelength. As discussed later, DFT calculations are now able to describe funda-

mental parameters for semiconductors with high accuracy, such as the effective

mass, exciton binding energy, and dielectric constant, etc. The effective depth

(thickness) of the powder suspension can be theoretically estimated from the

absorption depth, which is significant information because the concentration

(amount) of the photocatalysts per given area and volume can be determined for

a given semiconductor.

2.2 Exciton Separation

Upon absorption of light, excitons (electron–hole pairs) are generated [44]. For

photocatalytic processes, the subsequent step includes exciton separation to gener-

ate excited electrons and holes (free carriers). When the dielectric screening

potential and the exciton radius are large, the excitons are Mott–Wannier type,

which are typical for bulk semiconductors. If the exciton radius is small, the exciton

is Frenkel type, typical for the dielectric characteristics of molecules and organic

polymers. Characteristics of these two types of exciton generation are summarized

in Fig. 6.

The practical measurement of exciton binding energy involves photoemission

spectroscopy, optical absorption spectroscopy, photoconductivity screening poten-

tial, spectroscopy, and magneto-optical spectroscopy [45]. Using a single dielectric

constant εr and Bohr’s quantum theory, the energy En of the exciton series for the

Mott–Wannier type can be derived from [46]

Fig. 6 Frenkel and Mott–Wannier exciton models and their characteristics
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En ¼ E1 � Rex

n2
; ð28Þ

where E1 is the series limit (a constant) and n is a quantum number n¼ 1, 2, . . ..
Thus, Rex is the exciton binding energy, which represents the energy required to

ionize an exciton in its lowest energy state, i.e., the energy separation between the

lowest bound state (n¼ 1) and the series limit, and is much smaller than that for a

hydrogen atom [47]. The 1 s state of the exciton is the exciton binding energy, Rex,

and can be described as

Rex ¼ m∗e4

2h2ε2r
¼ E1

m∗

ε2r
; ð29Þ

where m* is the reduced effective mass of the electron–hole system ( 1m* ¼ 1
m*

n
þ 1

m*
p
),

e is the elemental charge, and h is Planck’s constant. From the equation, it is

observed that the binding energy becomes small if the dielectric constant of the

semiconductor is high. For Mott–Wannier excitons, the typical binding energy is

less than 10 meV and the radius is ~10 nm. For Frenkel excitons, these values can

be as high as 1 eV and ~1 nm. The energy should be compared with the thermal

energy (25 meV at room temperature) [37], and efficient separation of excitons

requires the binding energy to be lower than this value. For the high binding

energies in Frenkel-type excitons, heterojunctions at the molecular levels are

essential to separate charges and are prevalent in organic polymer photovoltaic

cells. A high delocalization of the charge carriers occurs because of the low

effective masses and large collision times associated with defects.

The anisotropic nature of exciton binding energy is also critical. The crystal and

electronic structures determine the anisotropic nature in the different crystal orien-

tations. These differences are currently possible to predict using DFT calculations,

and it is therefore an effective method for this investigation because of its high

accuracy. Inoue also discussed the correlation between distorted metal-oxygen

crystal structures and photocatalytic activity; high distortion creates an anisotropic

electronic field upon exciton generation which assists in separation [17].

2.3 Carrier Diffusion and Recombination

Once the exciton is separated, free charge carriers have to transfer to the surfaces

for successful photocatalysis [48]. For the electrons and holes, the ability to move

around in a material and transport charge is called mobility (electron mobility and

hole mobility, respectively). The diffusion coefficient, D, and the mobility of the

charge carrier, μ, are connected through the Einstein relations [37]:
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D ¼ kBT

e
μ; ð30Þ

where kB is the Boltzmann constant and e is the elemental charge. Thus, the

mobility (in a specific direction) can be obtained as

μ ¼ e
τc
m*

; ð31Þ

where τc is the collision time of the charge carrier andm* is the effective mass. Now

the flow of electrons and holes are considered current in a given direction, e.g., the

x-direction. There are two driving forces for the carrier movement: the concentra-

tion gradient of the carriers (change in concentration) and external electric fields

[44]. When a concentration gradient of the carriers is present, they distribute by

themselves from regions of high concentration to regions of low concentration only

through thermal motion. The movement of charge results in a so-called diffusion

current. In a gradient of electrons or holes,
d px
dx and dnx

dx are non-zero, generating

diffusion currents described with diffusion coefficients, Dp and Dn, and charges, +q
and �q, according to Fick’s law ( p for holes, n for electrons, respectively). When

an electric field is present, the potential gradient also causes a drift current. The drift

and diffusion currents make up the total current in a semiconductor. The total

current density (for one vector) is driven by the carrier gradients and the potential

gradients:

J
!

total ¼ J
!

p,diffusion þ J
!
n,diffusion þ J

!
p,drift þ J

!
n,drift

¼ �qD p

d px
dx

þ qDn

dnx
dx

þ pqμ pE
!

x þ nqμnE
!
x:

ð32Þ

Under equilibrium conditions, the total current density should be zero. In powder

semiconductor systems there are no external electric fields by choice. Hence the

carrier mobility of the photocatalyst must be high because it strongly relies on the

diffusion process of the excited carriers. However, if the doping or electronic

structure is not uniform in terms of potential, there is a concentration gradient

which can create an electric field within the semiconductor and result in non-zero

current densities, which may cause electrons and holes to transfer. The anisotropic

nature of the electronic structure within a semiconductor is also of great impor-

tance. The anisotropy guides electrons and holes to move to different crystal

orientations, which allows them to avoid recombination. The gradient is even

facilitated by junctions intentionally added between the metal, semiconductor,

and electrolyte. This result is discussed in the following section.

Carrier mobility is one of the most important parameters that determines overall

photocatalytic efficiency. The mobility is affected by temperature, doping concen-

tration, and the magnitude of the applied field. It also depends on the effective

masses of the electrons and holes, which are determined primarily by the electronic

structure of the semiconductor. The carriers with small effective masses have large

mobilities. As a result, the holes are significantly less mobile than the electrons. The
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doping concentration also has a significant influence on the mobility. When the

doping concentration is low, the mobility can be considered independent of the

doping concentration. When the concentration of dopants becomes high, the mobil-

ity of the carriers decreases monotonically. These factors are closely associated

with the recombination process. Practically, the resistivity, charge carrier concen-

tration, and resultant mobility of the semiconductors can be measured by the van

der Pauw technique with the Hall measurement [49, 50], although this method

requires a high quality semiconductor slab.

The minority carrier lifetime, a consequence of the charge carrier concentra-
tions and charge mobilities, is the intrinsic indicator of whether a semiconductor

material is an effective photocatalyst. The minority carrier lifetime is the average

time a typical minority carrier exists before recombination. In other words, the

lifetime from indirect transitions is inversely proportional to the trap density. It is

denoted τn for electrons in a p-type material and τp for holes in an n-type material.

The minority carrier lifetime is measured optically or electronically using spectro-

scopic techniques [51]. One of the methods is using the simultaneous measurement

of the light-induced photoconductance of the sample and the corresponding light

intensity. The transient mode using a short light pulse used to be the common

method, but the recent alternative method allows for measurement under quasi-

steady state or quasi-transient illumination. For quasi-steady-state and quasi-

transient carrier lifetime measurements, effective carrier lifetimes τeff can be

given in the following generalized form [51]:

τeff ¼ Δn tð Þ
G tð Þ � dΔn tð Þ

dt

; ð33Þ

where G is the generation rate and Δn is the time-dependent values of the excess

carrier density.

Once the carrier lifetime is measured, the minority carrier diffusion length,

denoted Lp for holes in an n-type material and Ln for electrons in a p-type material,

represents the average distance the excess minority carrier travels from where it was

generated to where it is annihilated:

Ln�
ffiffiffiffiffiffiffiffiffiffi
Dnτn

p
, L p�

ffiffiffiffiffiffiffiffiffiffiffi
D pτ p

p
: ð34Þ

Examples of the lifetime as a function of carrier concentrations for Si (indirect

bandgap) are shown in Fig. 7. Law et al. show that the minority carrier lifetime can

be fitted numerically with the following equation [52]:

τ ¼ τo
1þ ND=Nre f þ τoCAN

2
D

: ð35Þ

The parameters used in the fit for n-type and p-type Si are (τo¼ 10 μs,
Nref¼ 1� 1017 cm�2, and CA¼ 1.8� 10�31 cm6 s�1) and (τo¼ 30 μs,
Nref¼ 1� 1017 cm�2, and CA¼ 8.3� 10�32 cm6 s�1), respectively. If the
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photocatalysis depends on the diffusion of excited carriers, the carrier lifetime and

relevant diffusion length must be long for successful photocatalysis. This consid-

eration is often associated with the semiconductor designed with “high crystallin-

ity” and least defects [22].

The photocatalytic efficiency is decreased when the excitons or free carriers

recombine: free carriers are no longer able to move because they are participating in

covalent bonds in the crystal. The electron in the conduction band recombines by

returning to the valence band whereas a hole in the valence band recombines when

an electron annihilates it by falling from the conduction band. An electron can also

be captured by a trap or recombination center. Recombination can be categorized

into the following three types, as shown in Fig. 8:

Fig. 7 Hole (left) and electron (right) lifetimes in heavily doped n-type and p-type silicon,

respectively. Copyright 1991, IEEE. Reprinted, with permission, from [52]

Fig. 8 Types of recombination processes
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• Band-to-band recombination

• Shockley-Read-Hall recombination (defects) [53, 54]

• Auger recombination [55]

The types of recombination strongly depends on the electronic structure of the

semiconductor. For direct bandgap semiconductors, band-to-band recombination is

dominant, generating radiative processes such as luminescence. This recombination

depends proportionally on the density of available electrons and holes. For indirect

bandgap semiconductors, the band-to-band recombination is negligibly low, but

recombination through defect levels, so-called Shockley–Read–Hall recombina-

tion, is dominant because the recombination is facilitated by the exchange of

thermal energy with a phonon. Surface recombination occurs in a very similar

manner. The surfaces and interfaces often act as trap sites because they contain

impurities and abrupt terminations (the presence of dangling bonds which are

electronically active). Auger recombination is a process in which an electron and

a hole recombine in a band-to-band transition, but with the resulting energy

transferred to another electron or hole. The involvement of a third particle affects

the recombination rate so the Auger recombination has to be treated differently

from band-to-band recombination.

2.4 Carrier Transport

For efficient photocatalysis, the free carriers should transfer to active sites

according to the type of semiconductor. For intact semiconductors, the carriers

have to transfer via diffusion. Thus, the efficiency is associated with the carrier

lifetime. For improved charge separation, the interface (surface modification) is

essential to creating new effective electronic structures [48]. The space charge

region formed at the interface describes this unique charge distribution according

to the junction created [56]. The key parameter to determine the space charge layer

is the carrier density. For extensive charge separation, one of the driving forces of

charge transfer is creating and utilizing band bending, which is strongly driven by

the newly-created electronic structure at the interface. The interfaces involve

metal–semiconductor, semiconductor–semiconductor, and semiconductor–electro-

lyte pairs [57]. The electronic structure should have a slope or bending for the free

carriers to be transferred.

Where band bending is achieved, the potential description relative to the refer-

ence level is drawn in three-dimensional space. Figure 9 depicts the band bending

that occurs when an n-type semiconductor is in contact with a solution [58]. In this

case, the majority charges (electrons) near the interface of the semiconductor

transfer into the solution until the potentials are equilibrated, i.e., the Fermi level

of the semiconductor (EF,s) equals the redox potential (E0) in the solution while

preserving the band edge positions (pinning). This transfer of the majority carrier

creates a depletion layer. Band bending can be described by the Poisson equation as

follows [44]:
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d2Ψ xð Þ
dx2

¼ � eND

ε0εr
0 � x � Wð Þ; ð36Þ

where ND is the majority carrier density, W is the depletion layer width, ε0 is the
static permittivity in vacuum, and εr is the static dielectric constants of the semi-

conductor. Solving this for Ψ gives [44]

Ψ xð Þ ¼ � eND

ε0εr
Wx� 1

2
x2

� �
� VB: ð37Þ

When x¼W,

W ¼ 2ε0εrVB

eND

� �1=2

; ð38Þ

where e is the elementary charge and VB is the potential drop in the space-charge

layer or the band bending that originates from the potential barrier height for the

majority carriers to pass over on transferring from the semiconductor to the

solution.

The flat-band potential, EFB, is the potential where band bending diminishes and

the band becomes flat. The potential, EFB, is used to estimate the intrinsic band edge

of the majority carriers, assuming that the surface states do not affect the surface

potential. The absolute position of the majority band edge of the semiconductor can

be estimated by determining the majority carrier concentration fromMott–Schottky

measurements [58]. This potential is expressed as the flatband potential, EFB, where

the band bending becomes zero. The space-charge capacity of the semiconductor,

C, is given by the Mott–Schottky equation as follows [59]:

Fig. 9 Scheme of semiconductor–electrolyte junction and influence of particle size on depletion

layer
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1

C2
¼ 2

eε0εrA
2ND

Eapp � EFB � kT

e

� �
; ð39Þ

where A is the surface area and Eapp is the applied potential. The capacity of the

electrode with a target semiconductor is measured as a function of the applied

potential. The Mott–Schottky plot, 1
C2 vs the applied potential, can be extrapolated to

1
C2 ¼ 0 to derive the flat-band potential EFB. The slope not only gives n-type or

p-type information, but also an estimate of the majority carrier concentrations, ND,

from knowing εr and A. Fabrication of high-quality electrodes using powder semi-

conductors is critical because the Mott–Schottky relation is only applicable to

“ideal” semiconductors, where the bulk and surface are uniform with preferably

known surface areas. The surface states also significantly affect the results of the

plot because the pH effects follow the Nernstian relationship of �59 mV pH�1 for

many semiconductors [60].

When metallic particles are deposited on the semiconductor surfaces, there is a

new electronic structure at the metal–semiconductor interface [61]. The theory of

metal–semiconductor interfaces has also been developed; the details of this theory

can be also found in the work of Tung [62]. Simplified schematics for metal–

semiconductor interfaces are shown in Fig. 10. The initial local electronic structure

at the interface is strongly influenced by the relative positions between the work

function of the metal and the Fermi level of the semiconductor. In short, there is the

formation of a barrier, a so-called Schottky barrier, or of an energetically-smooth

interface, a so-called Ohmic contact. The generalized criteria to generate such

Ohmic contacts are ϕSC,n-type>ϕm and ϕm>ϕSC,p-type, and the opposite is

Fig. 10 Schematic images showing different metal–semiconductor interfaces
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applicable to Schottky junctions. Additionally, a high concentration of dopants may

lead to Ohmic contact because of tunneling effects. The Schottky barrier height is a

complex problem because it depends on the atomic structure of the metal–semi-

conductor interface. The reduction of the metal and its hydride formation also

causes a change, namely a reduction in the barrier height [62]. For interface driven

potentials, the difference between the work function, ϕm, and the flatband potential

of the semiconductor, ϕSC, gives the diffusion voltage, VD:

eVD ¼ ϕm � ϕSCj j: ð40Þ

The maximum Schottky barrier height is described as the potential difference

between the work function and the electron affinity of the semiconductor, χSC:

ϕB ¼ ϕm � χSCj j Schottky limitð Þ ð41Þ

Each surface atom has a dangling bond, forming new surface state. When such

surface states or interface states pin the Fermi level of the system, independent of

the work function of the metal, the barrier height becomes smaller than the Schottky

limit (another limit, called the Bardeen limit) [63]. In reality, the barrier comes

between the Schottky and Bardeen limits. Using empirical equations, the barrier

can be described as

ϕB ¼ S ϕm � χSCj j þ AEg ð42Þ

where S varies between 0 and 1, A is a constant, and Eg is the bandgap of the

semiconductor. The previously discussed Schottky barrier model only describes

semiconductor–metallic ideal contacts. The classic model fails to describe realistic

porous ion-permeable electrocatalysts (i.e., oxyhydroxide cocatalysts for water

oxidation). Recently, a model was proposed to describe so-called adaptive junctions

and non-permeable metallic junctions (e.g., Ni(OH)2/NiOOH vs IrOx) where the

potential drop develops only on the semiconductor for the former case whereas the

potential drop occurs both in the electrolyte and in the semiconductor for the latter

case [64]. The ion-permeable adaptive junction has the main benefit of redox-active

species that charge-up, creating adaptive barriers and increasing the apparent

photovoltage generated at the interface. In contrast, an impermeable metallic buried

junction creates a constant barrier–height interface [65, 66].

Figure 11 summarizes the transient potential shift caused by a single electron

injected into a hemispherical or cubic metal particle. It assumes a constant capac-

itance of 20 μF cm�2 for metals, although the capacitance actually varies slightly

with the potential and the facet [27]. As the particle becomes larger, a single

electron generates a smaller potential shift. This small potential suggests that

multiple electrons have to reach the particle within a reasonable time scale to

cause a significant negative shift of the potential. The smaller particles require

fewer electrons to shift the potential, but the contact area with the semiconductor

also decreases, suggesting that there is an optimum metal particle size for the
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charge-up effect derived from excited electrons. This charge-up occurs up to the

chemical potential of the electrons injected from the semiconductor (conduction

band), and it is equilibrated at the catalyst on the surface.

There are a few examples of direct measurements of the potential shifts on metal

particles driven by light absorption by semiconductor particles [67–71]. The semi-

conductors exhibit shifts in the Fermi level under irradiation, which provides the

driving force for redox reactions. The equilibrated potential of the metal particles

under irradiation was more negative than the H2 evolution potential at a given pH,

which is consistent with the steady-state H2 evolution observed. This shift depends

on the light intensity, and this charge-up phenomenon plays an essential role in the

photocatalysis. It is also possible to measure the potential of semiconductors under

various conditions (electrolyte, solution) and applied potentials with and without

irradiation when a semiconductor photocatalyst is employed as an electrode

[72]. The rest potential measurement of a semiconductor should provide a good

estimate of the potentials at equilibrium under dark conditions and steady-state light

illumination. A lack of equilibration is often observed between the metal/semicon-

ductor and the redox potential in the solution; this can be attributed to corrosion of

the semiconductor, formation of a surface film (e.g., an oxide), or the inherently

slow electron transfer across the interface [73], making the situation more complex.

It is thus preferable to measure the potentials directly during the photocatalytic

process.

The size of the photocatalyst affects a number of parameters. The smaller

particles lead to a high specific surface area, a shorter travel distance for the charge

carriers to the surface, a lower degree of band bending, and possibly a wider

Fig. 11 The transient

potential shift caused by a

single electron injected into

a hemispherical or cubic

metal particle assuming a

constant capacitance of

20 μF cm�2
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bandgap by quantum size effects [57]. Although the travel distances of the gener-

ated electrons and the holes to the surfaces are minimized by decreasing the size of

the particles [16], a high surface area does not directly increase, and often even

decreases, the photocatalytic activity [74]. The surface is a “defect” possessing

dangling bonds and potential determining ions, which have different potential states

and may serve as recombination sites for the excited carriers [57]. If the particle

radius is smaller than the width of the space charge layer, the degree of depletion

does not penetrate into the bulk, as shown in Fig. 9. Because of the small volumes of

the particles, the number of carriers in one particle is very limited, leading to limited

influence by the semiconductor–electrolyte interface [22]. Under such conditions,

the barrier height ΔV at a distance l from the center of the spherical particles is

given by the following equation [75]:

ΔV ¼ 1=6 l=L p

� �2
; ð43Þ

where Lp is the Debye length of the semiconductor. The lower degree of band

bending leads to a higher probability that the photogenerated charge carriers

transfer simply via diffusion.

The electrolyte is strongly influenced by the surface state and potential-

determining ions on the surface [76]. In water, the isoelectric point of the semicon-

ductor provides a useful indication of whether the surface is negatively or positively

charged [77]. Therefore, it is an interesting approach to isolate the bare surface from

the water electrolyte by using some oxide (e.g., SiO2, Al2O3, or TiO2) [78–80]. The

oxide protective layer isolates the semiconductor surface from the electrolyte, thus

avoiding the photocorrosion prevalent for some semiconductor compounds

[78]. Knowing the majority carrier density and the size of the cocatalysts, their

location (separation distance) needs to be selected appropriately.

2.5 Catalytic Efficiency

On the semiconductor surface, the photogenerated charge carriers need to be

successfully consumed by an effective electrocatalytic process. To achieve efficient

water splitting under visible light irradiation where there is no significant

overpotential for electrocatalysis, the electrocatalysts need to transfer the received

electrons and holes to the relevant reactants in the water splitting redox reactions.

The efficiencies of these electrocatalytic processes can be measured separately. The

water splitting reactions can be described by the following two half reactions:
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2Hþ þ 2e� ! H2 acidð Þ or 2H2Oþ 2e� ! H2 þ 2OH� baseð Þ
E ¼ 0 V vs: RHE

ð44Þ

2H2O ! O2 þ 4Hþ þ 4e� acidð Þ or 4OH� ! O2 þ 2H2Oþ 4e� baseð Þ
E ¼ 1:23 V vs: RHE

ð45Þ

In general, hydronium ions (protons) are more easily reduced than water molecules

[81], and hydroxyl ions are more easily oxidized than water molecules [82]. There-

fore, extreme pH conditions are generally chosen for water electrolysis. The pH

effects are further discussed in the following section. An alkaline electrolyzer is a

commercialized technology for water splitting. Alkaline electrolytes seem to be

chosen because many materials (e.g., nickel- or iron-based) are stable during

electrolysis, maintaining the high activity of the hydroxyl ions as the reactants.

Typical conditions can be found in the literature: cathode NiZn, anode Pt/IrO2, at

1.55 V, 2.5 kA m�2, 80�C [82].

Electrochemical reactions occur at the steady-state potential of the

electrocatalysts on the surface of photocatalysts. The potential is determined as a

consequence of all the photophysical and photochemical events discussed up to

now. If there is a way to shift the potentials of the electrocatalysts immobilized on

the surface of semiconductor photocatalysts, as discussed previously, then it is

possible to obtain the rates from electrocatalytic knowledge, which can be mea-

sured separately. Electrocatalytic activity can be described in the form of the Tafel

equation by neglecting the reverse reaction. The reaction rate for the photoelec-

trochemical half reaction, r (mol s�1), can be described by [73]

r ¼ i0
nF

exp
αnF ED � E0

� �
RT

; ð46Þ

where i0 is the exchange current of the given metal (A), α is the transfer coefficient,

n is the number of electrons involved in the reaction, F is the Faraday constant, ED

and E0 are the Fermi level of the metal and the redox potential in solution,

respectively, R is the universal gas constant, and T is the absolute temperature.

The main problem to be solved is to determine precisely the potential applied to the

photocatalyst and cocatalyst. Photoexcited electrons and holes are generally known

to undergo relaxation immediately after excitation to the levels at the edges of the

CB and VB, respectively. The reduction in the bandgap implies a reduction in the

driving force for the reaction, which is associated with the potential difference

between the semiconductor band edges and the redox potential in the solution

(ED�E0). Therefore, it is more difficult to achieve photocatalysis at high rates

with smaller bandgap materials. Photocatalysts would simply provide an external

bias (i.e., apply a potential) to metals when under photoexcitation.

Identifying the electrocatalytic activity indicators is very important. For hydro-

gen evolution, the conventional volcano plot reported by Trasatti [83] or more

recently by Nørskov and co-workers [84] for H2 production in acid solution with

different metals shows that there is an optimal value for the free energy of hydrogen
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adsorption on metals. Similarly, for the oxygen evolution reaction, the volcano

trend for metal oxides as a function of several thermodynamic descriptors has been

claimed by several authors [85–87]. Markovic and coworkers reported that islands

of nickel or cobalt species on noble metal surfaces (such as Pt) further enhance the

water redox reactions for both hydrogen and oxygen evolution [88]. Mixed

oxyhydroxides, such as iron-nickel, and perovskites have also been reported as

low overpotential electrocatalysts that do not use noble metals [89–92]. The metal

particle sizes alone significantly affect the overall efficiency of both the electro-

chemical and photocatalytic reactions [69, 93]. Therefore, the metal particle size

should also be rigorously accounted for, but this type of data analysis provides good

hints for forming strategies to develop highly efficient photoabsorbers using effi-

cient cocatalysts.

Dark reactions involving the back reaction (H2 and O2 going to H2O), a typical

problem for cogeneration of H2 and O2 from overall water splitting, must be

prevented. Noble metals typically cause the back reaction either catalytically or

electrochemically (oxygen reduction reaction). Successful suppression of the oxy-

gen reduction reaction without affecting the hydrogen evolution activity has been

achieved using chromium and other materials [94, 95]. For Cr, the experiments

suggest that the Cr layer works as a selective membrane for H2 but is not permeable

for O2, as depicted in Fig. 12 [94]. Metallic nickel does not seem to cause oxygen

reduction even under the conditions of hydrogen evolution, and nickel (hydr)oxide

works for oxygen evolution and is distributed on the semiconductor surfaces [95].

It is obvious that when either reduction (H2 formation) or oxidation (O2 forma-

tion) is accelerated, the potential shifts in the direction reflecting the remaining

electrons or holes. Enhancement of the rate of reduction or oxidation improves the

overall efficiency of water splitting based on this charge-up theory, which is

determined by the photon flux and the electron efficiency from the photocatalyst

to the metal particles because the accelerated electron or hole process affects the

potential, which in turn perturbs the rates of the counter-side process. In this sense,

there is no rate-determining step in overall water splitting, where the reactions

occur in parallel for reduction (electron path) and oxidation (hole path). In other

words, each component in the respective steps during photocatalysis should be

Fig. 12 Metal-Cr core-

shell nano-structure for

selective hydrogen

evolution that does not

cause back reaction from H2

and O2 to H2O [94]
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improved to achieve overall water splitting. To demonstrate this concept,

co-loading of H2 and O2 evolution cocatalysts was found to be effective to some

extent [96]. Integrated studies are essential to establish highly efficient

photocatalysts for overall water splitting.

2.6 Mass Transfer

In the study of photocatalysis, the main research focus has been developing efficient

materials, including cocatalysts. The mass transfer of the reactants has often been

overlooked during the photocatalytic efficiency determination. Photocatalytic water

splitting is nothing but electrocatalysis, which is driven by the photocatalyst-

assisted excited carriers. Therefore, rigorous and quantitative arguments from

electrocatalysis regarding the thermodynamic and kinetic information should be

appropriately put into practice. For example, a two-compartment photoelectro-

chemical cell is able to separate the oxidation and reduction products (e.g., O2

and H2). However, the H2 evolution reaction causes an increase in pH (according to

the reaction at (44)), and the O2 evolution reaction causes a decreases in the pH

(according to the reaction at (45)). The complete isolation of ions leads to a high

concentration overpotential (shifting the thermodynamic potential of 59 mV pH�1),

which stops the reaction and determines the overall efficiency. Therefore, the use of

an ion-exchangeable membrane is mandatory [97]. Nafion or an alkaline membrane

typically works in extreme pH media. When acidic conditions are chosen, the

development of a non-noble metal electrodes with acid tolerance is required. The

recent development of metal phosphide materials is of significant interest because

they contain only abundant transition metals, such as Ni, Fe, and Co [98–100]. One

of the most significant benefits of co-producing an H2/O2 mixture is avoiding this

pH gradient, which minimizes the concentration overpotential. The coproduction of

H2/O2 also avoids the use of (potentially expensive) membranes in the photoreactor

and makes it possible to operate at neutral pH, which is otherwise impossible even

for highly buffered solutions [97].

An interesting consideration regarding the activity of the reactants is the use of

water vapor as a reactant (water liquid vs water vapor). Using vapor phase water has

advantages such as the easily controlled supply and simple reactor designs, e.g., a

fixed bed, for powder systems [101]. However, it encounters considerable difficul-

ties because of the additional adsorption term for water vapor, which may strongly

decrease the overall efficiency. In contrast, liquid phase water or associated ions

(H+ or OH�) as reactants can achieve high activities (close to unity for water, or

increasing or decreasing pH).

One of the benefits and simultaneously demerits of overall water splitting is the

cogeneration of H2 and O2, which allows for the direct use of pure water or

eventually seawater because there is no significant concentration (activity) loss in

the reactor [97]. The H2-O2 coproduction system allows for nanometer separation

of the reduction and oxidation sites, thus minimizing the concentration gradient of

the ions. The study of water electrolysis under neutral pH is therefore very
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important. In water at pH 0 or 14, one H+ or OH� ion is present among 55 H2O

molecules. Kinetically speaking, the reactions with hydronium ions (protons) or

hydroxyl ions are more facile than those with water molecules for reduction and

oxidation, respectively [82]. In neutral conditions, buffering actions are effective

based on the reactant switching over varying pH. For electrochemical measure-

ments, the supporting electrolyte is an essential component to avoid solution

resistance (iR drop). To date, it seems that there is a lack of information in the

literature regarding the supporting electrolyte effects in overall water splitting. The

effects of the supporting electrolyte (identity and concentrations) have to be

rigorously and quantitatively taken into account because they may cause reactant

switching and additional adsorption onto active sites, which may enhance or

decrease the overall catalytic efficiency.

2.7 Other Considerations and Standardization
of Measurements of Photocatalysis

There cannot be a sole kinetically relevant step in photocatalysis, as discussed

previously. The concept of the rate-determining step is only applicable for a series

of sequential reaction steps. In photocatalysis, there are always parallel pathways

for efficiency loss (either the forward direction for photocatalysis or recombina-

tion). Thus, the total efficiency relies on the first-order rate constants of all pro-

cesses associated with the lifetime (reciprocal of the sum of the first order:

τ ¼ 1Xi
ki

). For better visualization of the photocatalytic efficiencies of the

involved processes, multiplication of the efficiencies for the designated processes

wherever isolated should be used. After all, the photocatalytic activity for solar

energy conversion can be compared based only on the effects of the absorbed

(or incident) photons, i.e., quantum yield or quantum efficiency, at a specified

wavelength and its integration through varied wavelengths. (The use of terminol-

ogy such as quantum yield and quantum efficiency in photocatalysis can cause

some confusion because they are different in homogeneous and heterogeneous

catalysis [30]. In addition, the solar cell or the photoelectrochemical community

use quantum efficiency.) It is important to note that the quantum efficiency is not a

function that is proportional to the surface area or the mass of the photocatalyst. The

photocatalytic activities consider the fate of photons whether reacted or

recombined. Therefore, the rates per surface area or per mass of catalyst cannot

be used as indicators to compare the intrinsic photocatalytic activities of the

materials unless those parameters are of particular interest for comparison [102].

It is important to compare the results obtained using lasers and conventional

lamps (including solar radiation and lights with band pass filters) when discussing

the behavior of photocatalyst powders because the photon flux (the number of

photons per unit area) drastically affects the nature of the chemical process. The

photocatalytic process induced by laser radiation readily causes multielectron
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reactions. It is important to consider carefully the light intensity whenever

discussing the photocatalytic activity. It is even recommended to report the photon

distribution for all of the illumination used as a function of wavelength.

Many studies use dye degradation to compare the (visible light) photocatalytic

activity of different materials. Using photon-responsive dyes as a substrate for a

photocatalytic test has long been known to bring ambiguity to the activity results

[103–105]. More importantly, promoting this test as a measure of photocatalyst

activity must be avoided because there is a tremendous contribution from the

dye-sensitized pathway; the excited dye is used in photocatalysis rather than

bandgap excitation of the semiconductor [104]. Furthermore, the International

Organization for Standardization (ISO) has developed standardized experimental

procedures for these tests, which should be followed rigorously [105].

3 Concluding Remarks

Efficient overall water splitting to date is limited to the UV range of light where

high STH is not expected according to the solar irradiance [106, 107]. It is essential

to develop visible-light-responsive photocatalyst materials. Although cocatalyst

design has enabled water splitting using visible light [108, 109], the efficiency

has to be greatly improved. This review focuses on the fundamental parameters

involved in the photocatalytic processes for overall water splitting. As demon-

strated in this chapter, photocatalytic water splitting is a complex process involving

photon absorption, exciton separation, carrier diffusion, carrier transport, catalytic

efficiency, and mass transfer of the reactants. Isolation of such parameters and their

quantitative measurements and descriptions are becoming more and more impor-

tant for developing novel materials.

Powder semiconductors have tremendous potential for solar fuel generation,

partly because of their synthesis scalability. They can also be synthesized by wet

chemistry [22], which allows chemists to contribute greatly to the field of solar

energy conversion. It is, however, noted that the quality of the semiconductor

powders needs to be very high, preferably at the level used in solar cells. Based

on the above discussion, the four most critical key parameters on which to focus

research investigations to improve photocatalytic performance are:

1. Electronic structure: determining most of the semiconductor properties that are

strongly supported by advanced DFT calculations

2. Charge carrier concentrations: correlating with carrier lifetime and mobility

3. Electrocatalysts: enabling the redox reactions at low overpotentials

4. Interface: minimizing electronic barriers and protecting unstable components

Integrating the knowledge gained from studying these parameters can enable the

concept of “photocatalysts by design,” which can lead to improvements in

photocatalytic efficiency to allow us to meet our energy demands through solar

H2 production.
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Nanoscale Effects in Water Splitting

Photocatalysis

Frank E. Osterloh

Abstract From a conceptual standpoint, the water photoelectrolysis reaction is the

simplest way to convert solar energy into fuel. It is widely believed that nanostruc-

tured photocatalysts can improve the efficiency of the process and lower the costs.

Indeed, nanostructured light absorbers have several advantages over traditional

materials. This includes shorter charge transport pathways and larger redox active

surface areas. It is also possible to adjust the energetics of small particles via

the quantum size effect or with adsorbed ions. At the same time, nanostructured

absorbers have significant disadvantages over conventional ones. The larger surface

area promotes defect recombination and reduces the photovoltage that can be drawn

from the absorber. The smaller size of the particles also makes electron–hole

separation more difficult to achieve. This chapter discusses these issues using

selected examples from the literature and from the laboratory of the author.

Keywords Fermi Level • Junction • Metal Oxide • Recombination •

Surface Photovoltage
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1 Photoelectrochemical Water Splitting as a Pathway

to Sustainable Energy

The goal of keeping global temperature increases below 2�C compared to

pre-industrial times requires the rapid deployment of carbon free energy technology

that can compete with the price of fossil fuels. The solar energy received on the

Earth’s surface meets current and future human energy demand [1, 2]. Solar energy

can be converted into electricity with up to 46% efficiency using the photovoltaic

cells that are available today [3]. However, electricity is difficult to store and

distribute over long distances. These problems can be avoided by converting the

photochemical energy directly into fuel. The simplest scheme employs the

photoelectrolysis reaction shown in (1) to produce hydrogen from water:

H2O ! ½ O2 gð Þ þ H2 gð Þ ; ΔG ¼ þ237 kJ=mol : ð1Þ

Hydrogen from this reaction could become the central energy carrier of a hydrogen-

based economy [2]. Alternatively, it could be used as an electron source for the

exothermic formation of conventional fuels using atmospheric CO2 as a carbon

feedstock. The technology for creating hydrogen by oxidation of water (solar water

splitting) already exists in the form of multi-junction photovoltaic systems coupled

to water electrolyzers. These can achieve over 18% energy efficiency [4] but they

are so expensive that nobody uses them – especially not anyone living on less than

$10 a day, i.e., the majority of people in the world [5, 6]. Photovoltaics based on

lead iodide perovskite might be a promising alternative [7] if problems with photo-

and thermal stability, scaling, and lead toxicity can be resolved [8]. Potential cost

savings are also possible with photoelectrochemical cells (PEC) that combine

photovoltaic and electrolytic functions in one unit (Fig. 1) [9]. PECs can reach

efficiencies of up to 12.4% [10], about half of the theoretical efficiency limit for

these devices (24.4% for a tandem [11, 12] and 30% for a multijunction device [4]).

However, issues with stability continue to plague these devices [13, 14].

Of all known solar hydrogen technologies, solar water electrolysis with

suspended photocatalysts (PCs) has the greatest potential to induce a revolution

in fuel production on this planet. Photocatalysts generate hydrogen and oxygen

upon exposure of a particle-water mixture to sunlight (Fig. 2a) [15–24]. Because of

the total integration of components for light absorption, charge separation, and
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water electrolysis, PCs are nearly one order of magnitude cheaper than photoelectro-

chemical cells at equal efficiency [25, 26]. At 10% energy efficiency, PCs could

deliver hydrogen at a cost of $1.63 per kg, and outcompete oil as an energy carrier.

Photocatalysts operate as either type 1 (Schottky) or type 2 (tandem) devices

(Fig. 1) [9, 27–31]. In type 1 PCs, light absorption and charge separation occur at a

single absorber particle connected to one or several co-catalysts to complete the

circuit for water electrolysis. The ideal limiting Solar-to-Hydrogen (STH) effi-

ciency of this Schottky-type configuration is η¼ 14.4%, based on a light absorber

with a 2.0 eV band gap and conversion losses of ELoss¼ 0.8 eV per electron [11,

12]. Actual type 1 photocatalysts such as NiO-modified La:KTaO3 [32] and Cr/Rh-

Fig. 1 Energetics of (a) type 1 (single absorber) and (b) type 2 (dual absorber, tandem) suspended

photocatalysts for water photoelectrolysis. For photochemical water splitting, the quasi Fermi

levels EFn and EFh of the illuminated catalysts need to be above and below the water redox

potentials. Band bending φ, maximum possible energy output (q�VOC), and electrochemical

overpotentials for anodic ηA and cathodic ηC processes are also shown

Fig. 2 Photoelectrochemical diode after Duonghong et al. Reproduced with permission from

[42]. Copyright 1981, American Chemical Society
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modified GaN:ZnO (QE¼ 2.5%, pure water, visible light) [33–35] achieve less

than 0.1% STH because of low sunlight absorption (EG of La:KTaO3 is 3.6 eV) and

recombination losses at the surfaces of the particles. A number of other catalysts,

including In1�xNixTaO4 (x¼ 0–0.2) [36, 37], CoO [38], and Cu2O [39], have also

been reported. However, their performance has not yet been reproduced in the

literature and remains in question [40, 41].

The type 2 photocatalyst is based on the tandem (or Z-scheme) concept shown in

Fig. 1b. Here, two (or more) separate light absorbers are connected in series.

Because the device voltage is divided into several contributions, semiconductors

with smaller band gaps can be used which absorb a much greater fraction of the

solar flux [43]. The ideal limiting STH efficiency of a dual absorber configuration is

24.4% (for a combination of absorbers with band gaps of 2.25 and 1.77 eV). This is

nearly twice that of the Schottky junction catalysts [11, 12]. However, because of

the greater complexity (two absorbers instead of one), functional tandem PCs have

only been known for about 15 years [16]. Of these, the combination of Rh:SrTiO3

and BiVO4connected with a Fe
3+/2+ redox shuttle, gives the highest STH efficiency

(0.1%) [44].

Currently, there are three main strategies to develop more efficient, more stable,

and less expensive PCs. One is to encapsulate traditional absorber materials from

photovoltaics (e.g., IV, III/V, II–VI semiconductors) with protecting layers to

inhibit photocorrosion. This strategy is has recently been applied to silicon,

GaAs, and GaP photoanodes [45], and to cuprous oxide photocathodes [46], with

reasonable success. Another approach involves the development of new metal

oxide materials that combine suitable properties (visible band gap, high carrier

mobilities, long carrier lifetimes) with greater chemical stability for photoelectro-

chemical water splitting. Such materials can be made by directed synthesis, some-

times guided by theory [47], or they can be made by combinatorial approaches, as

described by Bruce Parkinson [48–50], Eric McFarland [51], and Nathan Lewis

[52]. The third strategy is to exploit scaling laws and specific effects at the

nanoscale [53–56] to overcome the limiting problems of metal oxide absorbers,

such as their short electron-hole lifetimes and low mobility. This nanostructuring

strategy has gained significant interest in the last 20 years [57–67] and is the focus

of this chapter.

2 Brief History of Nanoscale Water Splitting

Photocatalysis

The photosynthetic systems of bacteria are the earliest examples of nanostructured

solar energy conversion devices; they date back to the beginning of life on this

planet [68]. In contrast, artificial nanostructures for solar energy to fuel conversion

have emerged only in the last three decades. The first experimental work dates back

to 1968, when Boddy established photoelectrochemical water oxidation with an
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illuminated TiO2 electrode [69], and Freund and Gomez reported similar reactions

on ZnO, TiO2, and WO3 [70]. However, the potential of the reaction for artificial

photosynthesis was only recognized broadly with Fujishima and Honda’s report in
Nature [71, 72]. The idea to carry out this process with ‘miniaturized photoelec-

trochemical cells’ suspended in water gained traction after Arthur Nozik formulated

the concept of ‘photochemical diodes’ [29]. This was quickly followed by exper-

imental demonstrations of photocatalytic effects in suspended semiconductor par-

ticles by Bard [43], and on ‘colloidal microelectrodes’ by Henglein [54, 73]. In

1979, Michael Grätzel reported photocatalytic water oxidation by a suspended

RuO2 nanoparticle in the presence of a [Ru(bipy)3]
2+ complex for visible light

absorption and methyl viologen (MV2+) as sacrificial electron acceptor [74]. An

improved system consisted of a TiO2 colloidal light absorber and Pt and RuO2

co-catalysts for water reduction and oxidation, respectively (Fig. 2) [42]. Even

though water splitting was not achieved in this system (O2 evolution was later

attributed to air contamination) [28, 75], the structure exemplifies the design

principles of a ‘photochemical diode’ [76]. Contemporary research on nanoscale

water splitting catalysts is motivated by the prospect of extracting charge carriers

more efficiently and thereby overcoming the limitations of metal oxide absorbers

(short carrier lifetimes and low mobility). The underlying concepts are the topics

for the next sections.

3 Size Dependency of Free Energy Creation

in Photocatalysts

The effects of nanostructuring the light absorber on free energy conversion can be

illustrated well with an equivalent circuit diagram for a photovoltaic cell. In the

diagram in Fig. 3, the light-absorbing component corresponds to a photon-driven

current source, and the rectifying (charge separating) component is shown as a

diode connected in parallel to it. In addition, there are parallel and serial resistances,

RSH and RS. The former is associated with the non-selective charge transfer which

leads to leakage or shunting, whereas the latter is produced by the transport of

charge carriers from the absorber interior to the interface. For a photovoltaic cell,

the load is an electrical device, and for a fuel-producing photocatalyst the load is

water electrolysis [77].

In the circuit, ISH, RS, and RSH are dependent upon the physical size of the

junction. For two otherwise identical junctions, the one with twice the surface area

of the other is expected to have half the shunt resistance and double the leakage

current ISH because it has twice the junction area across which current can leak. It

also has half the series resistance RS because it has twice the cross-sectional area

through which current can flow. For a nanostructured photocatalyst, the decrease in

RSH corresponds to the leakage currents Jet and JT in Fig. 12. If the leakage current
exceeds the generation current IL, water electrolysis comes to a stop. On the other
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hand, the decrease of RS caused by the reduction in electron-hole transport resis-

tances improves the photocurrent. Finally, as the semiconductor particles approach

the nanoscale, reduced space charge layer effectiveness diminishes the rectifying

properties. This corresponds to reduction of RSH.

4 Light Absorption

The ability of a material to absorb light is determined by the Lambert–Beer law and

the wavelength-dependent absorption coefficient α. The light penetration depth α�1

refers to the distance after which the light intensity is reduced to 1/e of the incident
illumination. For example, for Fe2O3, α�1¼ 118 nm at λ¼ 550 nm [7]; for CdTe,

α�1¼ 106 nm (550 nm) [78]; and for Si, α�1¼ 680 nm (510 nm). To ensure >90%

absorption of the incident light, the film thickness d must be>2.3 times the value of

α�1 (Fig. 4). The dimensions of nanostructured photocatalysts are usually smaller

than α�1, so each nanoparticle only absorbs a small fraction of the incident light.

However, complete light absorption by the suspension can be achieved by adjusting

the particle concentration and optical pathlength of the reaction container. Nano-

structured surfaces also reduce the reflection losses and increase the light scattering.

A solid film with one nanostructured surface (Fig. 4b) increases the horizontal light

distribution. A particle suspension (Fig. 4c) increases the light distribution in three

dimensions. This occurs by refraction at the surfaces of the particles and by Mie

scattering. As a result, the light in a suspension impinges on the particles from all

directions. This has an important consequence on the ability of the particles to

generate a photovoltage at the solid–liquid interface and to generate the necessary

thermodynamic driving force for water electrolysis. According to the Shockley

diode equation (2) [77], the open circuit voltage VOC of a solar cell is a logarithmic

function of the absorbed flux jphot and of the reverse saturation current j0 of the

diode:

Fig. 3 Equivalent circuit

diagram for a photovoltaic

cell. RSH: shunt resistance,

RS: serial resistance, ISH:
leakage current, IL:
generation current
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VOC ¼ kT

e
ln

jphot
j0

þ 1

� �
: ð2Þ

By increasing the junction area A of the absorber (Fig. 4), the absorbed flux jphot,
defined as the photon rate per unit area of the junction, decreases proportionally and

the photovoltage drops. For example, if jphot>>> j0, the photovoltage decreases by
0.059 V for every decadic decrease of jphot (i.e., decadic increase of junction area).

This has been experimentally observed for silicon microwire arrays [79]. Equation

(2) also impacts the construction of photocatalysts. It emphasizes the need to

minimize the solid–liquid junction area through inert coatings or by replacing the

solid–liquid junction with localized solid-solid junctions on the surface of the light

absorber.

5 Majority and Minority Carrier Transport

Photoexcitation produces charge carriers with finite mobility and lifetime,

depending on the material, the carrier type, and the light intensity. To drive water

redox reactions, these carriers need to reach the material’s interfaces at the elec-

trolyte and at the co-catalysts. In the absence of an external field, charge carriers

move by diffusion. Their range is defined by the mean free diffusion length L which

depends on the carrier diffusion constant D, the carrier lifetime τ, and a dimen-

sionality factor (q¼ 2, 4, or 6 for one-, two-, or three-dimensional diffusion):

Fig. 4 Light distribution (a) in flat films, (b) in rough films, and (c) in particle suspensions. A:
surface area; d: film or particle thickness; α�1: optical penetration depth. Short arrows show

scattered or reflected light
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L2 ¼ qDτ ð3Þ

For intrinsic semiconductors, usually Le> Lh because of the larger diffusion con-

stant D of electrons compared to holes. For example, Si has De¼ 49 cm2 s�1 and

Dh¼ 13 cm2 s�1 (calculated from mobilities, μe¼ 1,900 cm2 V�1 s�1, and

μh¼ 500 cm2 V�1 s�1 at 298 K using the Einstein–Smoluchowski relation) [80]

assuming τe¼ τh¼ 10�6 s, Le¼ 98 μm, and Lh¼ 51 μm for one-dimensional dif-

fusion (q¼ 2). Upon doping, the concentration of the majority carriers increases,

and with it their τ and L values. On the other hand, the lifetime and diffusion length

of the minority carriers decrease. For optimum collection of both carrier types at the

interface, the semiconductor film thickness d has to be in the same range as Le and
Lh (Fig. 5). This can be achieved by increasing the surface roughness of the film, as

shown in Fig. 5b. Such a surface nanostructuring approach is particularly useful for

first-row transition metal oxides (Fe2O3), which suffer from low hole mobility and

short hole lifetimes [81, 82]. Ideal electron-hole collection is possible with

suspended nanoparticles if their particle size d< Le,Lh.
The impact of the absorber size on charge collection has been experimentally

verified with nanoparticles and bulk particles of KCa2Nb3O10 [83, 84]. Chemical

exfoliation of this layered Dion–Jacobson phase affords 1–2 nm thick sheet-like

tetrabutylammonium stabilized HCa2Nb3O10 nanoparticles, whereas sonication

leads to 227� 202-nm particles referred to as ‘bulk’ (Fig. 6). Both types of particles
photocatalyze hydrogen evolution from aqueous methanol under UV light illumi-

nation, but hydrogen evolution rates for the nanosheets are consistently higher than

those for the bulk particles, even in the presence of co-catalysts. Rates can be fitted

to the kinetic model as in Fig. 6c and as expressed in (4):

ER ¼ 1

RG � RL
R � RS

R

þ r

J�CT
þ r

JþCT
þ dOX

JOX
þ dRED

JRED
þ 1

ROX

þ 1

RRED

� ��1

: ð4Þ

Fig. 5 Charge collection (a) in flat films, (b) in nanostructured films, and (c) in particle suspen-

sions. d: film or particle thickness; Le: electron diffusion length; Lh: hole diffusion length
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The model calculates the electronic rate of the catalysts as a sum of the inverse

rates of charge generation RG, charge and mass transport JCT, chemical conversion

JOX/RED, and charge recombination RR. This one-dimensional continuity analysis

[66, 85–88] is equivalent to Kirchhoff’s law, according to which the total resistance
of a series of resistors equals the sum of the individual resistances. The analysis

shows that the activity of the photocatalysts is limited by the slowest kinetics in the

series. Under the experimental conditions (sacrificial donor), these are the rates of

charge transport to the water–catalyst interface and of proton reduction. Mass

transport in the solution phase does not play a significant role, and neither does

surface recombination.

The effect of nanoscaling on the ability to extract short-lived minority carriers is

also evident in colloidal Fe2O3 dispersions, which catalyze the oxygen evolution

reaction with aqueous 0.1 M AgNO3 as the sacrificial electron acceptor [89]. Even

though the performance of the system is limited by silver deposition on the Fe2O3

nanocrystals (Fig. 7), a correlation between O2 production rates and particle size is

seen. This can be attributed to improved hole extraction in the smaller nanocrystals

[89]. In principle, by reducing the nanocrystal size further, and by increasing the

thermodynamic driving force for charge extraction, most metal oxide materials can

be turned into photocatalysts. The photocatalytic properties of 2 nm IrO2

nanocrystals illustrate this principle. Because IrO2 is metallic [90], the lifetime of

the photogenerated holes is on the picosecond time scale. Nevertheless, visible and

UV-light induced photocatalytic oxygen evolution from IrO2 sols can be observed

Fig. 6 (a) Electron micrographs of bulk and nanoscale niobate particles. (b) H2 evolution rates of

bare and co-catalyst modified particles. (c) Model to relate the electronic rate of the catalyst

(mol s�1 cm�3) to the rates for light-induced electron-hole generation (RG), electron-hole recom-

bination in the lattice (RR
L) and on the surface (RR

S), rates for charge and mass transfer to the

catalyst-water interface (JCT, JMT), and to the rates for the redox reactions with the substrates

(RRED, ROX). Reproduced with permission from [84]. Copyright 2012, American Chemical

Society
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in the presence of silver nitrate or sodium persulfate sacrificial electron acceptors

[91]. However, the quantum efficiency for the process is too low (0.19% at 530 nm)

to be useful for solar energy to fuel conversion. This principle also explains

photocatalysis with Plasmonic gold nanoparticles.

6 Quantum Size Confinement

The observation of quantum size effects in thin films and quantum dots (QDs) dates

back to the work by Dingle [53] and Louis Brus [56]. Quantum size effects not only

depend on the material and crystal size, but also the nanocrystal shape [92]. The

expanded band gap shifts the conduction and valence band edges to more reducing

and more oxidizing potentials, respectively. From Marcus–Gerischer theory it is

expected that this increase in thermodynamic driving force raises the rates of

interfacial charge transfer and water electrolysis [88, 93, 94]. Increases in solid-

solid electron transfer were experimentally confirmed for CdQ(Q¼S, Se)-TiO2

composites [95, 96], and quantitatively described with Marcus theory [97]. In

2013, the author’s group established a similar rate dependence for proton reduction

with CdSe quantum dots (Fig. 8) [98, 99]. For the study, monodisperse CdSe QDs

with diameter 1.8–6.0 nm were synthesized in the presence of 2-mercaptoethanol as

a ligand [100], followed by size-selective precipitation with 2-propanol. As can be

seen from Fig. 8a, the hydrogen evolution rates from the CdSe QD suspensions in

Na2SO3 solution show a logarithmic dependence on the crystal diameter.

A logarithmic plot of the rates against the driving force of the reaction is also linear

(Fig. 8b). The quasi Fermi energies EFn were obtained from either the photocurrent

onset in photoelectrochemical measurements or extrapolated from the electrochemi-

cal reduction peak of the QDs. The trend is expected for free energy-controlled

interfacial charge transfer, as described by the Butler–Volmer equation [101]. As

Fig. 7 (a) Silver nanoparticles formed on nano-Fe2O3 after irradiation in aqueous AgNO3. (b)

Correlation between Fe2O3 particle size and O2 evolution rate. Reproduced with permission from

[89]. Copyright 2011, Royal Society of Chemistry
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shown in Fig. 8c, there are two half reactions at the QD interface, the oxidation of

sulfite and the reduction of protons. The driving forceΔGox for the oxidation reaction

is given by the difference between EF,h and E [SO4
2�/SO3

2�] and the driving force for
the reduction ΔGred by the difference between EF,n and E[H+/H2]. Compared to

ΔGred, ΔGox for sulfite oxidation is large and relatively constant across the series of

QDs. Thus, the proton reduction kinetics are the rate-limiting factor for the

photocatalytic hydrogen evolution over CdSe QDs. Overall, these findings establish

a quantitative experimental basis for quantum-confinement-controlled proton reduc-

tion with semiconductor nanocrystals.

In metal oxides, quantum confinement effects usually require crystal sizes below

2 nm. That is because electron-hole pairs are less delocalized, and, correspondingly,

their Bohr exciton radius is small [82]. Such conditions are fulfilled for 0.71 nm

thick WO3 nanosheets obtained by exfoliation of the layered compound Bi2W2O9

(Fig. 9) [102]. Diffuse reflectance optical spectra reveal an absorption edge of

430 nm, consistent with a band gap of 2.88 eV, compared to 2.68 eV for bulk

Fig. 8 (a) H2 evolution rates vs QD size. Rates are normalized with regard to catalyst amount and

absorbed photons. Inset: Schematic diagram of hydrogen evolution from CdSe QDs in the

presence of sodium sulfite. (b) Weighted least square linear fit (dashed line) of experimental H2

rates vs Fermi energies from electrochemistry. The lowest point is excluded from the fit because

the rate is close to experimental error (�10�3) of the H2 rate measurement. (c) Reaction energy

profile for CdSe QD redox system. The kinetic activation energy ΔGa for proton reduction is

controlled by the Gibbs free energy changeΔGred of the reaction, as given by the quasi-Fermi level

of electrons under illumination EF,n and the Nernst potential E [H+/H2]. Reproduced with permis-

sion from [99]. Copyright 2013, American Chemical Society
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WO3. Under visible light illumination, the photocatalytic O2 evolution from such

nanosheets is lower than the bulk because of reduced light absorption. However,

the quantum efficiency for oxygen evolution at 375 nm (1.55%) exceeds that of the

bulk (1.43%). This is because of the greater free energy stored in the nanosheets.

7 Multiple Exciton Generation

The altered electronic structure of strongly size-confined nanocrystals gives rise to

multiple exciton generation (MEG), i.e., the formation of several (n) electron hole/

pairs after absorption of one photon with an energy n times that of the particle’s
band gap (Fig. 10). The MEG effect has been made responsible for the abnormally

high efficiency of PbSe-sensitized TiO2 photoelectrochemical cells [103] and PbSe

photovoltaic cells [104].

The MEG effect has not yet been demonstrated for water splitting

photocatalysts. The problem is that, for MEG, the band gap of the absorber needs

to be an integer fraction of the exciting light. For the upper range of solar photons

with 3.0 eV, this would correspond to EG¼ 1.50 or less. Such a low band gap is not

sufficient for water electrolysis, considering additional voltage losses from charge

transfer and recombination. However, the MEG effect could potentially work for

tandem or multi-junction photocatalysts, which utilize several small band gap

absorbers in series.

Fig. 9 (a) TEM image of nano-WO3. (b) Optical absorption of nano-WO3 and bulk particles. (c)

O2 evolution from aqueous 0.0083 mM AgNO3 with 50 mg WO3 and under >400 nm light from

300 W Xe lamp (315 mW cm�2). Reproduced with permission from [102]. Copyright 2012,

American Chemical Society
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8 Ion Effects

Because the dimensions of nanomaterials are only a fraction of the space charge

layer thickness in solid materials, screening effects from electrolytes and specifi-

cally adsorbed ions are dominant. For pure water, the most important ions are

hydroxide and hydronium ions, and their effect on metal oxides, including TiO2

[106] and Fe2O3 [107, 108] gives rise to the well-known 59 mV pH�1 variation of

the flatband potential with the solution pH [109]. In surface water, phosphate,

silicate, and fluoride ions are often strongly adsorbing [110], which determines

the redox stability of many minerals [109]. In contrast, the flatband potentials of

II/VI, III/V, and group IV semiconductors are more susceptible to adsorption of soft

ligands, including sulfur [111], HS� [112, 113], HTe� [114, 115], and Cl�

[116]. These often bind to specific crystal surfaces [114, 115] and control the

open circuit voltage of photoelectrochemical cells [116, 117] and the water redox

rate of suspended photocatalysts.

The effect of specifically adsorbed ions follows directly from the definition of

the Fermi energy of the electrons EF in a particle, which is equal to the chemical

potential μ minus the electrical potential ϕ of the material (F: Faraday

constant) [118].

EF ¼ μ� ϕF: ð5Þ

Adsorbed ions can modify either μ or ϕ, or both. In the literature, proton adsorption
is usually considered as an effect on the chemical potential μ. This leads to the

known Nernstian dependence of the semiconductor flatband potential on solution

Fig. 10 Enhanced

photovoltaic efficiency in

QD solar cells by impact

ionization (inverse Auger

effect). This is promoted in

QDs because of the lower

rates of carrier relaxation.

Reproduced with

permission from

[105]. Copyright 2002,

Elsevier Science Ltd
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pH [106, 107, 109]. Equation (5) works because redox reactions with protons are

fast, allowing the protons to be in electrochemical equilibrium with the electrons in

the particle. For ions such as Al3+ (�1.66 V vs NHE) and Mg2+ (�2.37 V vs NHE)

[119], whose negative reduction potentials preclude reduction in water, an electro-

static approach is more suitable (Fig. 11). Here it can be assumed that ion adsorp-

tion to the surface A generates the charge density σ¼ q/A, which modifies the

surface potential ϕ0. Neglecting space charge layer effects, the potential ϕ felt

inside the particle is the same as ϕ0, causing EF to change according to (5). The

relation between the surface charge density σ and the surface potential ϕ0 is given

by the Grahame equation (for definition of symbols see Fig. 11 caption) [120, 121]:

ϕ0 ¼
2RT

zF
sin h�1 σffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8RTεε0c0
p
 !

: ð6Þ

In it, z and c0 describe the charge and molar concentration of the counterions in

solution, which surround the particle. Specifically, adsorbed cations produce a

positive surface potential, shifting the energy bands down to more oxidizing

potentials, and anions move the band edges to more reducing potentials. This shifts

the Fermi energy in (5) and with it the driving force for photochemical charge

transfer. In general, the variation of the electron transfer rate constant with EF can

be understood using free energy relationships [122], including Butler–Volmer [99,

101] and Marcus theory [94].

These theoretical predictions were recently verified for M-modified

KCa2Nb3O10 nanosheets (M¼H+, K+, Sr2+) [123]. Hydrogen evolution rates from

the illuminated nanosheets are plotted in Fig. 11b against the thermodynamic

Fig. 11 (a) Effect of specifically adsorbed ions on the energetics of a sheet-like nanocrystal. (b)

Calculated rate of hydrogen evolution vsΔG for electron transfer with illuminated cation modified

KCa2Nb3O10 nanosheets [123]. Constants: Faraday constant F¼ 96,485 C mol�1, ideal gas

constant R¼ 8.314 J mol�1 K�1, T¼ 298 K, free energy parameters A¼ 0.0127, α¼ 0.441, and

β¼ 633 J mol�1. Additional symbols in (6): relative permittivity ε and dielectric constant ε0.
Reproduced from [123] with permission from The Royal Society of Chemistry
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driving force for proton reduction F(EFn�E0), obtained from photoelectro-

chemistry. The data can be fitted with the linear free energy relationship (LFER)

[122] shown in the figure (constants in caption). The numerical values of α and β do
not have physical significance, because the fitted rate R (μmol h�1) does not convey

any information about the value of the rate constant for the process, which depends

on the electro-active area of the nanoparticles, the absorbed photons flux, space

charge layer effects, and other unknown parameters [30, 124–128].The model

provides a physical explanation for the observed correlation between nanosheet

energetics and hydrogen evolution rates, and it confirms the dependence of

photocatalytic activity on the presence of specifically adsorbed ions.

9 Interfacial Charge Transfer

The larger specific surface area of nanomaterials promotes charge transfer across

the material interfaces (solid–solid and solid–liquid), allowing water redox reac-

tions to occur at lower current densities and, correspondingly, lower overpotentials.

This is a direct consequence of the Butler–Volmer equation which relates the

current density to the overpotential [101]. This boost is particularly important for

the slow, multi-step water oxidation reaction [129, 130], which normally requires

highly active and often expensive co-catalysts based on Ir, Rh, or Pt [131]. It is one

of the reasons why nanostructured electrocatalysts are so effective [132, 133]. The

problem for photocatalysts is that the increase in junction area also increases the

rate for reverse charge transfer, as shown by JT and Jet in Fig. 12. These currents

oppose the electron drift away from the surface (thick arrow) and reduce the

rectifying character of the junction. The effect on the open circuit voltage of the

junction is described with the Shockley diode equation ( 2). Every decadic increase

of the reverse saturation current J0 can be expected to decrease the open circuit

voltage by 59 mV. The only way to overcome this fundamental limitation is by

making the junction area smaller, as discussed above under Sect. 4.

10 Electron–Hole Recombination

Electron–hole recombination is the major loss mechanism in excitonic solar cells

and in photocatalysts [135]. Photogenerated charge carriers recombine through

radiative and nonradiative processes in the bulk phase of the semiconductor, in

the depletion region, and at surface defects (Fig. 12) [134, 136–138]. These pro-

cesses diminish the steady state concentrations of usable charge carriers, their

charge transfer rates (thick black arrows in Fig. 12), and the driving force for

water electrolysis. Furthermore, the larger specific surface area of the particles

promotes non-radiative and interfacial recombination rates. The effect of these

parameters on photocatalytic activity and electron-hole lifetime are commonly
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acknowledged in the literature [89, 139–143], but quantitative studies on this topic

are rare [65, 79, 144–148].

We recently employed graphitic carbon nitride g-C3N4 to observe the effect of

structure defects on the ability of the material to reduce protons photocatalytically

and to generate a photovoltage [149]. Specifically, we observe an inverse relation

between the photocatalytic hydrogen production rate from aqueous methanol and

the calcination temperature (Fig. 13). Higher temperatures also decrease the

photoluminescence (PL) of the material and the photovoltage. Based on the PL

and surface photovoltage (SPV) data, there are two types of defects present near the

conduction and valence band edges of the material. These defects promote

electron–hole recombination and reduce the ability of the material to generate a

photovoltage.

The reduction of surface defects must be a major goal for the future if nano-

structured photocatalysts are to be used for unbiased solar water splitting [150]. The

literature suggests that performance enhancements can be achieved with chemical

treatments. For example, reaction of silicon with HF can suppress surface recom-

bination and improve the performance of photovoltaic devices [138]. For Fe2O3

photoanodes it has been shown that application of Al2O3 [151] or SnO2 [152]

overlayers also improves the performance. For BiVO4 photoanodes, both applica-

tion of an SnO2 underlayer [153], and incorporation of W dopants boost the

electrical power output, which is attributed to reduction of surface recombination

Fig. 12 Recombination pathways for photoexcited carriers in a semiconductor PEC [9, 134]. The

arrows signify bulk recombination (Jbr), depletion-region recombination (Jdr), and surface recom-

bination (Jss). Additional loss mechanisms caused by undesired charge transfer are also shown.

Electron tunneling through and over the barrier produces the current densities (Jt) and (Jet).
Electron collection by the back contact and hole collection by the redox couple (e.g., oxidation

of water to O2) are desired processes shown by thick black arrows. Reproduced with permission

from [134]. Copyright 2005, American Chemical Society
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[154]. Further work is needed to determine the general merit of these and related

surface passivation approaches for suspended photocatalysts.

11 Excited State Entropy

Theoretically, the degree of quantum confinement of a light absorber determines

the excited state entropy and its free energy [155]. According to (7) [156], the free

energy of a semiconductor absorber μe,h is determined by the band gap EG, the

temperature, the electron and hole concentrations ne and nh, and the effective

density of states NCB/VB near the band edges. The greater the NCB/VB, the more

diluted the charge carriers and the higher their entropy loss. In quantum dots, a

reduction of NCB/VB can readily be achieved through quantum size effects (Fig. 14).

Here, for NCB¼ 18, 12, 6, and n¼ 6 electrons, the number of microstates

Fig. 13 Properties of g-C3N4 prepared at 520, 550, 600, and 640�C. (a) H2 evolution from

platinated samples (30 mg) in methanol (20 vol.%) aqueous solution at pH 4.5 under visible

light (>400 nm). (b) PL spectra at 350 nm excitation. (c) SPV spectra of g-C3N4 films on ITO

substrate with UV–vis spectrum (dark yellow line) of D52. (d) Energy diagram of g-C3N4 with

defect levels at +0.97 V and �0.38 V. Reproduced from [149] with permission from The Royal

Society of Chemistry
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WTot¼ 18!/[(18�6)!6!], 12!/[(12�6)!6!], 6!/[(6�6)!6!], and the entropy per elec-

tron σ¼ 1.5� 10�23, 1.1� 10�23, 0.0 J/K. Thus, the free energy increases with

quantum confinement because of the reduction of the effective density of states near

the band edges. Physically, this represents a concentration of charge carriers near

the band edges. This is in addition to the increase of the potential energy of the

charge carriers which results from the widening of the band gap.

μe,h ¼ EG � kTln
NCBNVB

nenh
: ð7Þ

The entropy effect is difficult to observe in actual photocatalysts because of the

presence of other loss mechanisms (e.g., non-radiative recombination). Further-

more, the energetics of nanoscale systems is very sensitive to variations in size,

shape, and molecular environment. The corresponding increase in the ground state

entropy of polydisperse and randomly packed quantum dots can reverse the entropy

reduction of the individual subsystems. Additional entropy losses in particulate

absorbers can occur as a result of the redistribution of light. Potentially, these losses

can decrease the photovoltage by as much as 315 mV [157].

12 Electron–Hole Separation

In nanomaterials, carrier separation (arrows in Fig. 12) is more difficult to achieve

than in the bulk because at average doping concentrations (n0¼ 1017 cm�3) space

charge layers are not effective on the nanoscale [30, 59, 158, 159]. Also, for

Fig. 14 Effect of quantum sizing on NCV/VB and entropy for three systems of six electron-hole

pairs. Reproduced from [155] with permission from The American Chemical Society
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spherical nanoparticles, the space charge layer thickness dsc cannot exceed the

radius d/2 of the particle (Fig. 15), which restrains the possible barrier height at

the interface. For example, for 16-nm TiO2 nanocrystals (ε¼ 160) with a charge

carrier concentration of n0¼ 1017 cm�3, O’Regan calculated a barrier height of

0.3 meV under maximum depletion [160]. This means that, in the absence of a

strong applied bias, the bands in a nanoparticle are essentially flat, as shown in

Fig. 15.

In the absence of an interior electrical field, the relative rates of electron-hole

injection into the electrolyte are governed by the kinetics of interfacial charge

transfer alone [158]. This leads to an increase of undesirable processes (current

densities (Jt) and (Jet) in Fig. 12) which short-circuit the device. The absence of an

internal mechanism for charge separation also increases electron-hole recombi-

nation, as discussed above. This is the reason why efficient collection of majority

carriers in dye-sensitized cells with nanocrystalline TiO2 substrates depends on the

presence of iodide as an easily oxidizable electron donor [160, 161]. Without

iodide, only 4% of electrons can be harvested at the back contact because of

recombination with holes on the Ru dye (this corresponds to Jet and Jt in Fig. 12).

Furthermore, in nanostructures with quantum size effects (e.g., in many metal

chalcogenides), the electron-hole pairs are confined to a space smaller than the

Bohr exciton radius. This means that additional energy is necessary to separate the

charges. This is analogous to organic photovoltaic cells, where a higher exciton

binding energy results from the lower dielectric constant of organic polymers [162].

Photochemical labeling can provide information about charge separation in

suspended light absorbers [32, 163, 164]. Typically, a photocatalyst is irradiated

in the presence of metal salt that forms insoluble deposits (e.g., Pt, Au, MnOx, IrOx)

after accepting photogenerated electrons or holes. This helps to pinpoint the

locations of the photocharges on the absorber surface. For nanosheets derived

Fig. 15 Space charge

layers in large and small

particles. Reproduced with

permission from

[30]. Copyright 1994,

Springer Berlin/Heidelberg

Nanoscale Effects in Water Splitting Photocatalysis 123



from the layered perovskite KCa2Nb3O10, non-selective labeling results support the

lack of intra-sheet charge separation (Fig. 16) [165]. Better charge separation is

generally found in microscale particles, especially those where facets with different

surface potentials are present. This is shown for BiVO4 microcrystals in Fig. 16e, f.

The selective deposition of Pt and MnOx suggests that charge carriers accumulate

at (010) and (111) facets of the crystal [166].

In ferroelectric materials, local dipoles (Fig. 17) can aid photochemical charge

separation [167, 168]. Materials such as BaTiO3 support a spontaneous electrical

polarization that stems from the displacement of mobile cations in the unit cell.

Photochemical labeling experiments confirm that these dipoles can guide the

accumulation of photochemical charge carriers [169]. The ferroelectric polarization

appears to promote photocatalytic reactions [169], but its use for photocatalytic

water splitting has not been tested.

Gradient doping provides an alternative way to generate a potential energy

gradient inside of small crystals. This approach was recently demonstrated by van

de Krol’s group for tungsten-doped BiVO4 films. [170] A tungsten concentration

gradient inside the films moves photoelectrons towards the electrode and holes

towards the solid–liquid interface. This is an elegant way to control charge sepa-

ration, but it is probably only usable in defect-tolerant semiconductors, such as

BiVO4.

For the majority of other metal oxide particles, the use of electron or hole

selective acceptors may be a more suitable approach to promote charge separation.

Many transparent n- or p-type metal oxides are known to accept electrons or holes

Fig. 16 HCa2Nb3O10 nanosheets after labeling with (a) Ag, (b) Pt, (c) IrOx, and (d) MnOx

[165]. (e) BiVO4 microcrystals after labeling with Pt and MnOx (f) [166]. Reproduced from [166]

with permission from The Royal Society of Chemistry
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selectively [171]. For example, n-SnO2 underlayers on BiVO4 photoanodes have

been found to boost the photocurrent by 300% [153] and p-type NiO layers on

Fe2O3 improved the photovoltage by nearly 0.4 V [172]. Many of these metal

oxides can be deposited from solution and could potentially be applied to

photocatalysts [173].

13 Interparticle Charge Transport

In nanocrystalline films, charge carriers move by diffusion instead of drift [59, 174–

176]. As a result, charge transport is much slower than it is in the bulk phase,

increasing the chances for recombination and back reactions [177]. If the

nanoparticles are not fused together, additional barriers arise from interparticle

charge transport, which occurs by thermally activated hopping and by electron

tunneling (Fig. 18). Charge transport depends on the interparticle distance and the

electrostatic charging energy of the donor acceptor nanocrystal couple [178, 179].

The problem of charge transport over macroscopic distance is less important

with suspended catalysts. However, it does play a role for charge transport in

photocatalyst films, as used for photoelectrochemical measurements, or with

immobilized photocatalysts.

Fig. 17 Cubic unit cell of BaTiO3 above (a) and below (b, c) the Curie temperature. Note

displacement of the central Ti(IV) ion and corresponding dipoles. (d) Crystal with domains of

constant polarization in the arrow direction. Reproduced from [169]
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14 Examples of Nanoscale Photocatalysts for Overall

Water Splitting

Because of the problems above, the number of known nanoscale photocatalysts for

overall water splitting is limited [57–66]. Only five nanoscale photocatalysts have

been reported in the literature. Four of them are Schottky type devices and require

ultraviolet light for operation. The most active catalyst was reported by Kondo’s
group in 2011. It consists of aggregates of NiOx-loaded NaTaO3 nanocrystals

(Fig. 19) [180]. The catalytic rate of this system was very high (2.0 mmol h�1 of

H2 with stoichiometric O2) but required photons with >4.0 eV because of the band

gap of bulk NaTaO3 [32]. The activity of the 20 nm nanoparticles was three times

higher than that of the 50, 100, and 200 nm particles tested for comparison. This

was attributed to the higher surface area of the smallest absorber size and higher

crystallinity.

Another system was developed by Akihiko Kudo’s group and consists of

LiNbO3 nanowires (70 nm� 10 μm) with a band gap of 4.0 eV (Fig. 20)

[142]. After modification with 1 mass % RuO2 co-catalyst, the nanocomposite

can split water with 0.7% quantum efficiency at 254 nm (O2 was evolved in slight

excess). The lower activity of the bulk compared to the nanowires was attributed to

surface defects resulting from ball-milling.

Fig. 18 Electron hopping

in nanostructured films.

Reproduced from [178] by

permission of the publisher

(Taylor & Francis Ltd.,

http://www.tandf.co.uk/

journals)
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In a third example (Fig. 21), Yan et al. reported overall water splitting with

3 mass % RuO2-modified Zn2GeO4 nanorods (100� 150 nm) under UV light from

a 400 W Hg UV lamp to excite the large band gap (>4.5 eV) of the material. Here,

the H2 evolution rate was 17.4 μmol h�1 (stoichiometric O2) with 100 mg of the

catalyst [143]. The lower activity of the bulk material is attributed to surface defects

and lower surface area.

The last example consists of 6–30 nm SrTiO3 nanocrystals with a 3.3 eV indirect

band gap (Fig. 22) [181]. After modification with an NiOx co-catalyst, this system

produces 19.4 μmol H2 g
�1 h�1 (with stoichiometric O2) from pure water under

>3.2 eV illumination (26.3 mW cm�2). The activity of the 30 nm particles was

three times higher than the 6 nm particles, probably as a result of surface defects in

the latter. These defects are visible as the tail in the absorption spectrum. They

resulted from the lower preparation temperature of the 6 nm particles. The 30 nm

particles gave 35% lower rates for H2/O2 evolution than the bulk particles (synthe-

sized by solid state reaction). This is attributed to a quantum confinement effect,

Fig. 19 NiO-NaTaO3 nanoscale photo catalyst. (a) SEM of NaTaO3, (b, c) H2/O2 evolution from

water with 20 nm and 50 nm particles, respectively, under UV irradiation (λ> 200 nm) from a

450-W high-pressure mercury lamp (UM-452, Ushio) using 0.3 g of catalyst. Reproduced from

[180] with permission from The Royal Society of Chemistry

Fig. 20 RuO2-LiNbO3 nanoscale photo catalyst. (a) SEM of LiNbO3. (b) Optical absorption (a:
LiNbO3-Nanowire, b: LiNbO3–Bulk, c: Nb2O5-Nanowire). (c) H2/O2 evolution from water with

bulk (triangles) and nano RuO2-LiNbO3 (squares). Conditions: 0.3 g catalyst, pure water, 370 mL,

400-W high pressure Hg lamp; inner-irradiation cell made of quartz. Reproduced from [142] with

permission from The Royal Society of Chemistry
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which increases the band gap of the smaller particles and reduces the absorbed

photons.

In 2014, Kudo’s group reported the first nanostructured tandem catalyst for

overall water splitting [44]. The system employs physical mixtures of

Ru-modified Rh:SrTiO3 and BiVO4 powders in the presence of FeCl3 as a redox

shuttle. Whereas 50–70 nm Rh:SrTiO3 particles gave 16/7.5 μmol h�1 H2/O2,

300 nm particles gave 128/64 μmol h�1.This inverse particle size dependency of

the efficiency suggests sub-optimal charge separation and recombination in the

smaller particles. The best system achieved a quantum efficiency of 3.9–4.2%

(at 420 nm) and a solar to hydrogen efficiency of 0.1%.

Finally, in 2014, Peidong Yang’s group reported direct water splitting from a

mesh consisting of Rh:SrTiO3 and BiVO4 nanowires of 100–200 nm diameter

Fig. 21 RuO2-Zn2GeO4 nanoscale photo catalyst. (a) SEM of Zn2GeO4. (b) H2/O2 evolution from

water with particles prepared at 40�C. (c) Same for particles made at 100�C. (d) Same for bulk

particles from a solid state reaction at 1,300�C. Conditions: UV irradiation (λ> 200 nm) of 0.1

catalyst in pure water with a 400-W high-pressure mercury lamp. Reproduced from [143] with

permission from The Royal Society of Chemistry

Fig. 22 NiO-SrTiO3nanoscalephotocatalyst. (a) SEM of NiO-SrTiO3. (b) Tauc plots for bulk

(>100 nm), 30 nm, and 6 nm SrTiO3 particles. (c) H2/O2 evolution from water with 100 mg of

catalyst under UV irradiation (250–380 nm at�26 mW cm-2 from a 300 W Xe lamp). Reproduced

from [181]with permission from The American Chemical Society
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(Fig. 23). However, the H2/O2 evolution rate (<0.2 μmol h�1) and the turnover

number were too low to designate this process as catalytic [182].

15 Measuring Photovoltage in Nanoscale Photocatalysts

The low performance of the examples above emphasizes the need for a better

understanding of charge transfer in nanoscale absorbers. Photoelectrochemistry is

the most obvious way to probe photochemical charge separation in photocatalyst

particles. However, because electrical contact to a working electrode is necessary,

measurements need to be conducted on particle films. As noted above, particle

mediated charge transport is generally slow, and reduces photocurrents to the

microscale (Fig. 24). There is also a substantial potential drop across the film,

which obscures the photovoltage of the individual particle junctions. Recently,

Domen demonstrated that these charge transfer problems can be alleviated some-

what by evaporating metal electrode layers directly onto particle films [183–

185]. The photocurrents from photoelectrodes made from Sc:La5Ti2CuS5O7 and

LaTiO2N electrodes are strongly enhanced and reach over �0.5 mA cm�2/

+3.0 mA cm�2 for water reduction/oxidation respectively (A.M. 1.5 illumination,

at +0.3 V/+1.2 V vs RHE). This allows for more accurate studies of junction

potentials in small particles.

Alternatively, surface photovoltage spectroscopy (SPS) can provide a direct

assessment of the photovoltage of particle junctions. In SPS, a semi-transparent

Kelvin electrode measures the contact potential difference (CPD) of an illuminated

photocatalyst film (Fig. 25) as a function of the excitation energy [187, 188]. The

measured photovoltage (ΔCPD) is produced by the transfer of free charge carriers

or polarization of bound charge carrier pairs (polarons) in the sample [189–

191]. Because the technique relies on the detection of voltage and not current,

even small concentrations (<1010 cm�2) of charge carriers can be observed [189,

192–197]. This sensitivity exceeds that of photoelectrochemistry by at least 1,000

times. Another advantage of SPS is that it can be performed selectively on solid–

Fig. 23 Sr:SrTiO3-Pt/BiVO4 Tandem Photocatalyst system. (a) SEM of Rh:SrTiO3. (b)

Photoaction spectrum for Tandem system. (c) H2/O2 evolution under simulated sunlight

(AM 1.5). Conditions: 50 mg of catalyst, 2 mM FeCl3 solution. Reproduced from [44] with

permission from The Royal Society of Chemistry
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Fig. 24 (a) Charge transport limitation in particulate electrodes. Reproduced from [158] by

permission of The Electrochemical Society. (b) Photocurrent scans for niobate nanocrystal films

in methanol solution. Reproduced from [186] with permission (2011Wiley-VCH Verlag GmbH&

Co. KGaA, Weinheim)

Fig. 25 (a) Geometry of SPV measurement. Contact potential changes are caused by polarization

(POL) of electron-hole pairs or by charge transfer (ET/HT) into the substrate. TheΔCPD value can

be interpreted as the open circuit voltage of the sample-substrate junction. (b) SPV Instrument. (c)

Example spectra. A negative/positive ΔCPD signal corresponds to electron-hole movement

towards the substrate. The photo-onset energy provides information about the effective band

gap. Reprinted with permission from [190]. Copyright 2014, American Chemical Society
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solid interfaces without the need for a liquid phase or a redox couple. Because

the photovoltage is entirely de-coupled from solid-liquid charge transfer, it allows

direct measurement of solid-solid junction potentials.

Thomas Dittrich’s group has used SPS extensively over the past decade on

nanocrystal [198–200], molecular [201–203], and thin film [204] photovoltaics.

However, as shown in the following example, SPS is also well suited for the

characterization of nanostructured photocatalysts, where it can provide a quanti-

tative understanding of charge transfer at solid-solid and solid-molecule contacts

[189]. Figure 26 illustrates this for HCa2Nb3O10 nanocrystals, a known large

band gap (3.5 eV) water splitting photocatalyst. [205, 206]. The main signal in

the SPV spectrum of this compound is negative and corresponds to photochem-

ical electron transfer from HCa2Nb3O10 to the gold substrate. The observed

photovoltage (�1.025 V) is controlled by the built-in potential, i.e., EF(Au) –

Fig. 26 (a) Surface photovoltage and diffuse reflectance spectra of HCa2Nb3O10 nanosheet film

on Au (inset: SEM of film). (b) Energy diagram for the metal-nanosheet-Kelvin probe configura-

tion under band gap illumination. Symbols: e: electron charge, φ: electric potential; ΔCPD: light-
induced contact potential difference change; w: space charge layer width; μi: chemical potential

(work function) of HCa2Nb3O10, metal substrate, and of Kelvin probe; VDip: potential drop from

interfacial dipole; EF: Fermi level (electrochemical potential) in the dark; EFn: quasi-Fermi level of

electrons under illumination. (c) Photovoltage spectra of nanosheet film in vacuum and air.

Reprinted with permission from [189] Copyright 2014, American Chemical Society. (d) SPV

spectra of Co3O4, BiVO4, and Co3O4–BiVO4 on FTO substrate in vacuum (insert: charge transfer
direction). Reproduced from [208] with permission from The Royal Society of Chemistry
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EF,n(HCa2Nb3O10¼�5.3 eV [207] – (�3.5 eV) [205]¼�1.8 eV, of the

semiconductor–metal junction, as shown in Fig. 26b. The experimental value is

lower because of the low illumination intensity and screening effects in the

nanocrystal film.

In the presence of air (Fig. 26c) the negative feature II is decreased and partially

replaced by a positive signal at 2.4–3.2 eV. This signal belongs to the photo-

reduction of oxygen. The low energy of the reduction signal suggests that

mid-gap surface defects are involved in electron transfer. The ability to observe

these states in the SPV spectrum may promote the understanding of photochemical

reactions between photocatalyst and molecules. In Fig. 26d the method is applied to

the characterization of a contact between BiVO4, a known water oxidation

photocatalyst [209], and a Co3O4 nanoparticle water oxidation co-catalyst. The

negative ΔCPD signal of BiVO4 alone is produced by electron injection into the

FTO substrate. Addition of a Co3O4 layer boosts the negative signal by 12 mV (red

arrow) because of hole (minority carrier) injection into the cobalt oxide [208]. The

boost can be interpreted as the photovoltage of the Co3O4–BiVO4 junction. By

itself, p-Co3O4 has a positive ΔCPD signal which stems from hole majority carrier

transfer to the FTO substrate. This confirms the p-type character of this oxide.

These examples illustrate how SPS can provide useful information about carrier

type and charge separation in nanoscale contacts.

16 Conclusion

Research activity on nanostructured photocatalysts for solar water splitting has

increased significantly over the last 30 years. Nanoscaling has been shown to

improve charge extraction from absorbers with low carrier mobility and short

carrier lifetimes. For selected metal chalcogenides the quantum size effect has

been useful for increasing the stored free energy and for enhancing the rate of

charge transfer and photocatalytic proton reduction. It was also shown that the

energetics of nanoscale absorbers can be controlled with specifically adsorbed ions.

At the same time, it has been found that nanoscaling decreases the ability of an

absorber to generate free chemical energy from solar energy. The smaller size of the

particles makes electron–hole separation more difficult to achieve because of

non-selective interfacial charge transfer and reduced electric fields. Additionally,

the larger specific area of nanostructures promotes defect recombination, which

reduces the concentration of free charge carriers. These issues limit the photo-

current and the photovoltage that can be generated by the absorber, and with it the

solar to hydrogen conversion efficiency. Contemporary research should aim to

overcome these problems by developing new chemical methods for surface passiv-

ation and selective charge transfer and by more quantitatively assessing

photovoltage and surface recombination in nanoparticles. The results from such

studies not only benefit solar energy conversion but also promote our understanding

of interfaces in general, as relevant to electronics, corrosion science, catalysis,
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materials science, and geology. We already know that useful solar energy conver-

sion is possible at the nanoscale – the photosynthetic systems of bacteria are the

earliest examples of nanostructured solar energy conversion devices [68]. Effective

artificial devices are sure to follow once we improve our understanding of nano-

scale interfaces.
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Heterojunctions in Composite Photocatalysts

Roland Marschall

Abstract Combining different light-absorbing materials for the formation of semi-

conductor heterojunctions is a very effective strategy for preparing highly active

photocatalyst and photoelectrochemical systems. Moreover, the combination of

solid state semiconductors with polymers or molecular absorbers expands the

possible combinations of materials to alter light absorption and optimize charge

carrier separation. In this chapter, different strategies to prepare such composites

are presented, highlighting the necessity of intimate interfacial contact for optimum

charge carrier transfer. Moreover, the most recent developments and improvements

in the formation of heterojunctions and composite photocatalyst systems based on

semiconductor solids are presented.

Keywords Charge separation � Composites � Heterojunctions � Photocatalysis �
Semiconductors

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

2 Semiconductor Heterojunctions and Their Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

3 Recent Developments in Heterojunction Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

3.1 Oxide and Sulfide Semiconductor Composites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

3.2 Polymer-Based Semiconductor Composites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

3.3 Molecular Complexes Combined with Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

R. Marschall (*)

Institute of Physical Chemistry, Justus-Liebig-University Giessen, Heinrich-Buff-Ring 58,

35392 Giessen, Germany

e-mail: roland.marschall@phys.chemie.uni-giessen.de

mailto:roland.marschall@phys.chemie.uni-giessen.de


1 Introduction

One of the major strategies to enhance photocatalytic efficiency is to optimize the

lifetime of photoexcited charge carriers. Increasing the charge carrier lifetime by

reducing the recombination probability of photogenerated electron–hole pairs ulti-

mately results in increased probability of the photogenerated charges to be available

for oxidation or reduction reactions. The result is an enhancement in photocatalytic

activity.

Charge carrier recombination occurs during the diffusion of charge carriers to

the surface of the semiconductor, or at the surface itself. Thus, the photocatalytic

activity can be, for example, enhanced by optimizing the diffusion of photoexcited

charges to the semiconductor surface by reducing lattice defects or reducing the

particle size.

The most common strategy to withdraw charge carriers from semiconductors

is surface modification with co-catalysts for photocatalytic water splitting, as

presented by Nocera and co-workers in this book. Historically, noble metal nano-

particles, e.g., platinum, were especially used for hydrogen generation as

co-catalysts through formation of a Schottky contact with most semiconductors

for electron extraction from the semiconductor. Moreover, such modification also

facilitates the surface reduction and oxidation reactions. Nowadays, more Earth-

abundant alternatives are used, either for hydrogen or oxygen evolution.

One of the frequently applied strategies for charge carrier separation is the

formation of semiconductor composites, either with carbon scaffolds, polymers,

or other semiconductors [1]. The latter case can be differentiated between multi-

phase and multicomponent heterojunctions, meaning that two or more different

materials, or two or more different crystal structures of one material, are combined.

The formation of composites and heterojunctions is used for spatial separation of

charges, making the recombination of electrons and holes less probable. The

absorption threshold can also be increased by combining two semiconductors

with different band gaps. Moreover, vectorial charge transfer can be even optimized

so that the formation of multiphase heterojunctions leads to even better charge

carrier separation than achieved by co-catalyst decoration [2].

This chapter presents the common strategies for preparing semiconductor com-

posites, emphasizing the necessity of in situ formation of composites in contrast to

post-synthetic combination. Z-scheme photocatalyst systems as a special type of

composite are introduced, together with semiconductor-polymer, semiconductor-

carbon, and semiconductor-sensitizer composites.
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2 Semiconductor Heterojunctions and Their Preparation

The simplest method to prepare a semiconductor composite is to synthesize the

individual components and mix them thoroughly afterwards. However, it is very

difficult to achieve good interfacial contact between the two semiconductors for

optimum charge transfer. Simple mixing and grinding, often also denoted as a

“physical mixture,” is regularly shown to be inefficient for charge carrier separation

[3]. A number of strategies have therefore been developed to mix different compo-

nents efficiently.

A viable strategy is to use ultrasonication to mix particle suspensions

[4]. Preformed particles are mixed in aqueous solutions, and treatment with an

ultrasonic tip sonicator or in an ultrasonic bath is started. However, similar particles

tend to form clusters. By carefully adjusting the surface charges of the different

semiconductors with opposite charges, a more efficient mixing of multiple particle

types can be achieved. For example, efficient interfacial contact between TiO2 and

SnO2 was achieved in 10�6 mol L�1 formic acid, in which TiO2 exhibits a positive

surface charge and SnO2 a negative surface charge. The result after ultrasonication

of this suspension is a very homogeneous semiconductor composite (Fig. 1).

As an alternative mixing method with high energy input, ball milling is often

used to prepare semiconductor composites. Two materials are prepared separately,

and filled into, e.g., an agate crucible with several agate balls. The tribochemical

treatment, which can be performed for several hours, applies immense forces to the

materials for strong mixing, resulting in high interfacial contact. A secondary effect

is often particle size reduction during ball milling, resulting in a larger surface area,

Fig. 1 Interfacial contact approach for (a) pure systems and (b) mixed particle systems to get

efficiently mixed semiconductor composites. Reproduced from Siedl et al. [4] with permission,

©2012 American Chemical Society
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which is advantageous for photocatalytic application [5]. However, whether ball

milling leads to a more efficient intermixing compared to the ultrasonic treatment

depends on the materials used. Moreover, impurities from the balls or the crucible

have to be avoided and checked carefully.

For the preparation of composite photoelectrodes from preformed particles,

electrophoretic deposition has been used recently to achieve good back electrode

and interfacial contact. In this case, the surface charge also plays an important role

for the deposition procedure, as for the ultrasonic treatment shown above. For

example, for TaON/CaFe2O4 composite photoelectrodes, electrophoretic deposi-

tion was performed in acetone with addition of iodine, the latter reacting with

acetone when under bias to provide protons and make the TaON particles positively

charged [6]. By applying 10–20 V of bias, the electrode could be coated with the

first layer of particles. The procedure could then be repeated in a second particle

suspension in acetone/iodine to achieve composite photoelectrodes (Fig. 2, left).

A well-known procedure to combine semiconductors with carbon scaffolds is to

use the photogenerated electrons from the semiconductor for the reduction of

graphene oxide (GO) [8]. The resulting semiconductor/reduced graphene oxide

(rGO) composite suspension show enhanced activity produced by electron sepa-

ration onto the conductive carbon compound. Shown for the first time with TiO2,

this combination was also performed in sunlight/visible light using visible-light

active nitrogen-doped Sr2Ta2O7 as the semiconductor [7]. After deposition of

platinum (Pt) onto rGO, enhanced hydrogen production in simulated sunlight was

shown from a methanol/water mixture (Fig. 2, right).

Often, only one component of a semiconductor composite is pre-formed and the

second material is directly prepared on its surface. This procedure leads to better

interfacial contact for optimum charge transfer. The need for efficient material

contact when preparing multi-component semiconductor heterojunctions subse-

quently was already shown by Hoffmann et al. during their investigation of

different Pt-CdS-TiO2 heterojunctions for hydrogen evolution [9]. They convinc-

ingly showed that vectorial charge transfer of electrons under visible light

Fig. 2 Left: Proposed charge transfer in TaON/CaFe2O4 composite photoelectrodes prepared via

electrophoretic deposition. Reprinted with permission from Kim et al. [6], ©2013 American

Chemical Society. Right: semiconductor/Reduced Graphene Oxide (rGO) composite for solar

hydrogen production. Reproduced with permission from Mukherji et al. [7], ©2011 American

Chemical Society

146 R. Marschall



irradiation can be achieved only when Pt is deposited solely onto TiO2, before CdS

is subsequently deposited onto Pt-TiO2 (Fig. 3c). Deposition of Pt onto CdS/TiO2

composites (Fig. 3d) is not as efficient, because visible-light-excited electrons could

either transfer to TiO2 or to the Pt co-catalyst on CdS. Deposition of Pt solely on

CdS (Fig. 3e) also showed less activity, because of visible light excited electrons

being partly transferred to non-decorated TiO2, resulting in no hydrogen formation.

Several techniques, such as precipitation, photodeposition, impregnation,

solvothermal treatment, and chemical vapor deposition or sol–gel coatings, are

known for preparing semiconductor composites in this manner. For example,

cobalt-doped hematite nanorods prepared hydrothermally on a titanium mesh

were recently impregnated with Mg(NO3)2 solution followed by thermal treatment

at 550 �C, resulting in the Co-Fe2O3/MgFe2O4 composite shown in Fig. 4 [10].

As a result, the photocurrent efficiencies of the composite photoelectrodes were

strongly enhanced compared to pristine MgFe2O4 or Fe2O3 photoelectrodes by

improved charge carrier separation. This improvement was even more pronounced

because of the nanostructuring of the electrode resulting in optimized hole diffusion

to the nanorod surface. Nanostructuring is another prominent strategy to improve
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Fig. 3 Schematic illustration of the electron transfers in the photocatalyst composites: (a) Pt-CdS;
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(Pt-CdS); (f) CdS/TiO2 + Pt sol; (c) shows optimum hydrogen evolution rates. Reproduced with
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charge carrier diffusion, as presented by F. Osterloh in an earlier chapter. Other

strategies to prepare composite photoelectrodes include successive dip-coating

from sol–gel solutions [11], sputter coating [12], and consecutive spray deposition

from precursor solutions [13].

Impregnation can also be used to functionalize GO with semiconductors such as

TiO2 from molecular precursors. Ismail et al. dispersed GO in a water/ethanol

mixture and added titanium isopropoxide [14]. The resulting TiO2-GO composites

were further treated and reduced to obtain TiO2-rGO composites, which were

finally used in methylene blue (MB) degradation experiments, and were far more

active than commercial multiphase TiO2 nanoparticles (Evonik-Degussa Aeroxide

TiO2 P25) because of electron withdrawal to the carbon scaffold.

For the same reason, and to improve the electron transfer, photocatalyst-carbon

junctions can also be prepared via hydrothermal or solvothermal procedures. Multi-

walled carbon nanotubes (CNTs) were recently covered with Ta2O5 from tantalum

ethoxide precursors via a hydrothermal procedure [15]. The resulting materials

exhibited very high activities and stabilities for sacrificial hydrogen generation

because of the optimized interfacial contact for electron transfer onto the highly

electron-conducting carbon scaffold. Whether solvothermal treatment or impreg-

nation led to better interfacial contact could not be clarified. However, the connec-

tion has been carefully investigated. The same is valid for composites prepared via

chemical vapor deposition (CVD), as was recently shown for Au-V2O5@ZnO

nanorods [16].

Intimate interfacial contact can even open up new pathways for photoexcitation,

as was shown when polymeric carbon nitride (also called polyheptazine) was

deposited from the gas phase onto TiO2 [17]. The surface OH-groups of TiO2

acted as catalysts for the polymerization of evaporated urea, and “hybrid”

photoactive core-shell materials consisting of a polyheptazine-TiO2 heterojunction

were prepared (Fig. 5). Because of the nature of the interfacial contact, charge

excitation under visible light from the valence band of polyheptazine was even

possible in the conduction band of TiO2, leaving the hole on the polyheptazine shell

for water oxidation. Photoelectrochemical water oxidation was shown after IrO2

deposition as co-catalyst onto polyheptazine-TiO2 heterojunction photoanodes

Fig. 4 Core-shell

Co-Fe2O3/MgFe2O4

composite on Ti mesh.

Reproduced with

permission from Hou

et al. [10], ©2013 Wiley-

VCH
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under visible light irradiation (λ> 420 nm, phosphate buffer 0.1 M, pH 7 at 0.5 V vs

Ag/AgCl).

When pure α-Ga2O3 was treated at elevated temperatures by Li et al., different

amounts of β-Ga2O3 were evolved, resulting in an intimate mixture of the

multiphase semiconductor heterojunction of both phases [18]. The different gallium

oxide phases moreover exhibit slightly different conduction and valence band

positions, resulting in a type-II multiphase heterojunction. Charge carriers gener-

ated upon illumination are therefore separated on the different phases, electrons

being transferred onto β-Ga2O3 whereas the photogenerated holes accumulate on

α-Ga2O3 because of the more negative valence band (Fig. 6). As a result, the

multiphase heterojunction was shown to be much more active in overall water

splitting than pure phase gallium oxides. Especially because the second phase was

formed inside the first phase, the contact is estimated to be very homogeneous and

intimate, as shown by TEM investigations. New examples of multiphase

heterojunctions for photocatalysis are the combination of hexagonal BiPO4 with

Fig. 5 Left: Core-shell particles made of TiO2 and polyheptazine, assumed structure shown in the

circle. Right: estimated electron transfer process under visible-light illumination. Reproduced with

permission from Bledowski et al. [17], ©2011 Royal Society of Chemistry

Fig. 6 Left: High-resolution TEM image showing the interfacial contact between α-Ga2O3 and

β-Ga2O3.Right: assumed charge carrier transfer under illumination. Reproduced with permission

from Wang et al. [18] ©2012 Wiley-VCH
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monoclinic BiPO4 for dyes and phenol degradation [19], and the combination of

cubic and orthorhombic NaNbO3 for CO2 photoreduction [20].

Compared to the strategies presented above, the most intimate contact between

two semiconductors can be achieved when both are prepared simultaneously,

assuring no phase separation. A very effective preparation technique is flame

spray pyrolysis, by combustion of the appropriate precursor solutions in one or

more flames [21]. As a result, intimately mixed functional nanoparticle composites

can be prepared, with well controlled particle sizes, homogeneity, and morphology.

Amal et al. used this preparation technique to prepare the most famous multiphase

semiconductor heterojunction system, namely anatase-rutile mixed phase nano-

particles, to investigate synergistic effects in the presence of both phases [3]. Opti-

mum hydrogen evolution after Pt deposition was found for nanoparticles containing

39% anatase and 61% rutile (Fig. 7). Comparable physical mixtures showed

drastically lower gas evolution. Many other preparation techniques have been

used to prepare anatase-rutile multiphase heterojunctions to investigate synergistic

effects between both phases. These details have been recently reviewed [1].

Another multiphase heterojunction of TiO2 gained considerable attention

recently, namely the anatase-brookite heterojunction. Brookite, being a metastable

TiO2 polymorph, is the least investigated phase among the naturally occurring TiO2

phases. Bahnemann et al. prepared anatase-brookite multiphase heterojunctions and

investigated their formation by thermal hydrolysis of titanium bis(ammonium

lactate) dihydroxide(TALH) in the presence of urea as an in situ OH� source,

controlling the phase evolution in hydrothermal treatment [22]. The phase compo-

sition was tuned by adjusting the urea concentration, and even pure brookite

nanorods were achieved in high concentrations of urea (Fig. 8). Brookite-anatase

multiphase heterojunctions at a ratio of 25:75 showed higher photonic efficiency for

hydrogen evolution from water/methanol mixtures, despite exhibiting an even

lower surface area than pure anatase. This was because of enhanced charge carrier

separation, as the conduction band potential of brookite is positioned at a 140 mV

Fig. 7 Left: H2 evolution rates over flame-sprayed TiO2 samples as a function of anatase content,

compared to physical mixture (open circle). Right: Pt nanoparticles on anatase-rutile mixture after

photodeposition and hydrogen evolution. Reproduced with permission of Kho et al. [3], ©2010
American Chemical Society
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more negative potential than that of anatase. Recently, similar anatase-brookite

mixtures prepared with the same ratio were used for photocatalytic CO2 reduction,

confirming the results found earlier [23]. However, for the photocatalytic oxidation

of dichloroacetic acid, anatase showed better activities (photonic efficiency

ξ ~ 5.5% decreasing with brookite content and decreasing surface area) because

of its larger surface area.

Further calcination of anatase-brookite multiphase heterojunctions leads to

three-phase heterojunctions of anatase-brookite-rutile [24]. The synergistic effect

between anatase and brookite was confirmed by photocatalytic methanol oxidation

experiments, in that anatase-brookite nanoparticles showed higher activities

(ξ ~ 13.5%, 65 mg catalyst in 65 mL methanol/H2O [30 mmol/L], 450-W Xe

lamp, λ> 320 nm) than pure anatase nanoparticles (ξ ~ 7%). Very small additional

amounts of rutile (6 wt%) have no further effect, whereas larger amounts of rutile

(49 wt%) reduce the activity drastically (ξ ~ 6%), possibly because of hindered

charge transfer. However, pure brookite nanoparticles exhibited higher photo-

catalytic activities (ξ ~ 16%) compared to anatase or anatase-rich composites.

Brookite-rutile composites showed no enhanced methanol oxidation (ξ ~ 3–7.5%).

As shown by these multiphase TiO2 heterojunction examples, controlling the

evolution of different components or phases can lead to optimum charge transfer

properties. This strategy was recently used by Tüysüz et al. in the hydrothermal

preparation of sodium tantalates [25]. By adjusting the amount of sodium hydroxide

(the sodium precursor) added to tantalum ethoxide solutions or by investigating the

hydrothermal reaction time of the resulting suspension, NaTaO3-Na2Ta2O6

heterojunctions were prepared for highly efficient H2 production from water/meth-

anol mixtures (up to 6 mmol/h, 100 mg catalyst in 550 mL H2O/50 mL methanol,

Fig. 8 Left: Phase formation via thermal hydrolysis of TALH depending on urea content. Right:
photonic efficiencies for H2 evolution of anatase-brookite multiphase heterojunctions. Reproduced

with permission of Kandiel et al. [22], ©2010 American Chemical Society
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350-W Hg mid-pressure immersion lamp). The composite with the highest surface

area showed comparable photocatalytic performance to pure phase Na2Ta2O6 with

the same surface area, but superior performance over pure NaTaO3. Although the

surface area of the prepared NaTaO3 is quite low, the higher activity of pure

Na2Ta2O6 and the composite over NaTaO3 can be assumed to arise from both the

improved charge carrier separation and the larger band gap going in line with a

presumably more negative conduction band of Na2Ta2O6, resulting in a higher

driving force for photoexcited electrons to reduce protons.

Another example of the in situ formation of photocatalyst heterojunctions using

synthetic control of composition and keeping the surface area constant was recently

shown in the sol–gel-induced formation of barium tantalate multicomponent

heterojunctions [2]. By adjusting the barium precursor in sol–gel complexation

synthesis, two-component and three-component semiconductor heterojunctions

were prepared and investigated in hydrogen evolution and overall water splitting.

With reducing barium precursor, Ba3Ta5O15 and BaTaO6 evolved as additional

“impurities” to the initially pure Ba5Ta4O15. In the optimum three-component

material, strongly enhanced photocatalytic activities for hydrogen evolution

(Fig. 9) and overall water splitting (after photodeposition of Rh-Cr2O3) were

achieved, being superior to pure Ba5Ta4O15. Moreover, the optimum composition

was even more active than rhodium (Rh) decorated pure Ba5Ta4O15, indicating that

charge separation on different components by in situ heterojunction formation via

vectorial charge transfer (Fig. 9, right) can be more effective than charge extraction

with noble metal co-catalysts.

Sol–gel syntheses can also be used to achieve intimate contact between different

oxides derived from precursor mixtures, as shown for WO3-TiO2 nanoparticle

heterojunctions [26]. Different tungsten precursors (Na2WO4 ∙ 2H2O and

W(OC2H5)6) and varied ratios were investigated for the preparation of hetero-

junction photoanodes. Incident photon-to-current efficiencies (IPCE) strongly

Fig. 9 Left: H2 evolution rates depending on barium tantalate multicomponent heterojunctions

prepared by varying the barium amount in the synthesis. Right: vectorial charge transfer over the
three-component heterojunction after charge carrier excitation. Reproduced with permission from

Soldat et al. [2], ©2014 Royal Society of Chemistry
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depended on the amount of WO3 mixed into the TiO2 matrix; an optimum amount

of 3% nominal W/Ti ratio resulted in a value of 16%, higher than measured

photoanodes of Evonik-Degussa Aeroxide TiO2 P25.

Sol–gel solutions of precursor mixtures can also be used to prepare nanostruc-

tured multicomponent heterojunctions, as was shown for TiO2-CuO composite

nanofibers via electrospinning [27]. The Cu content had a strong influence on the

fiber surface area, and fibers containing 6 mol% Cu and calcined at 450 �C
exhibited the highest surface area with 156 m2/g and thus the highest activity for

photocatalytic hydrogen generation (400-W high pressure Hg lamp, 10 vol.%

methanol/water mixture, amounts not given). Whether charge carrier transfer or

the surface area has the stronger influence could not be unambiguously concluded.

3 Recent Developments in Heterojunction Design

Section 2 has already covered several types of multiphase and multicomponent

heterojunctions for photocatalytic reactions when introducing the strategies for

their preparation. The following section summarizes some recent developments

and new results in the field of semiconductor-containing composites in addition to

the already highlighted examples. For even more examples, and also some histo-

rical background, the reader is referred to a recently published review article [1].

3.1 Oxide and Sulfide Semiconductor Composites

3.1.1 BiVO4

BiVO4 with a band gap of 2.4 eV has recently gained tremendous attention as a

photoanode material for photoelectrochemical water splitting, especially because of

the recent work by van de Krol et al. By gradient doping with tungsten (W), the

charge carrier separation was strongly increased [28]. Moreover, after modification

with CoPi co-catalyst, this photoanode was combined with a double-junction

amorphous silicon (2-jn a-Si) photovoltaic (PV) cell to construct a hybrid triple-

junction photoelectrode (Fig. 10, left). As an advantage, photons with energy lower

than the band gap of BiVO4 are absorbed by the a-Si, forming additional charge

carriers for a two-step recombination process (Fig. 10, right), which, together with

the W gradient doping, led to a photoelectrochemical solar-to-hydrogen (STH)

efficiency of 4.9%.

BiVO4 has also been combined with other oxide semiconductors to form

multicomponent heterojunctions, including TiO2 [29], WO3 [30], and ZnO

[31]. A p–n heterojunction was also recently prepared combining p-type BiOCl

with n-type BiVO4 [32]. In a novel type of Z-scheme composite photocatalyst,
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BiVO4 was combined with Rh-doped Ru-SrTiO3, another visible-light absorbing

oxide photocatalyst (Fig. 11) [33]. A high apparent quantum yield (AQY) of 1.4%

at 420 nm was reported, which is remarkable because, in contrast to earlier reports,

no electron mediator was used. Overall water splitting was achieved in stoichio-

metric ratio. The composite prepared by impregnating Rh-doped Ru-SrTiO3 with

Bi(NO3)3 and NH4VO3 followed by calcination showed superior activity compared

to Rh-doped Ru-SrTiO3 and BiVO4 powders mixed in suspension, indicating the

importance of intimate contact between the components for optimum charge

transfer (as described in Sect. 2).

Fig. 10 Left: Schematic diagram of the triple-junction CoPi-W:BiVO4 2-jn a-Si photoanode,

hydrogen evolution occurred at a Pt coil. Right: band diagram of the triple-junction photoanode,

TCO (transparent-conductive oxide): tin-doped indium oxide. Reproduced with permission of

Abdi et al. [28], ©2013 Nature Publishing Group
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Ru-SrTiO3 and BiVO4, for overall water splitting. Reproduced with permission of Jia et al. [33],
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3.1.2 CdS

The combination of CdS with TiO2 is one of the most investigated multicomponent

heterojunctions in heterogeneous photocatalysis. Because CdS suffers from photo-

corrosion, it is very often used to sensitize wide band gap semiconductors, trans-

ferring electrons under visible light illumination to their conduction band (compare

Fig. 3), and their combination is still a very active topic in photocatalysis and

photoelectrochemistry, especially in combination with TiO2 nanowires and

nanotubes [34, 35]. For better charge extraction, CdS has also been combined

with graphene or rGO [36–39], ZnO [40, 41], and recently with numerous other

semiconductors such as Nb2O5 [42], Cu2S [43], Bi2S3 (forming a type I

heterojunction) [44], γ-TaON [45], and other II–VI semiconductors such as ZnSe

[46] or CdTe [47].

Yu et al. recently combined CdS with plasmonic gold (Au) on SrTiO3 to reduce

the fast decay of hot electrons across Au nanoparticles after photoexcitation

[48]. Au nanoparticles deposited on SrTiO3 result in the typical Schottky contact

between semiconductor and metal. Two-step deposition of CdS onto Au (Fig. 12)

resulted in a Au@CdS core-shell structure. The most effective composite, however,

for hydrogen evolution was achieved when the SrTiO3 was decorated with Pt as

co-catalyst before Au/CdS deposition. Thus, the resulting mechanism (Fig. 12)

included both charge carrier excitation in CdS and transfer of hot electrons from
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plasmonic Au into SrTiO3 by visible light, followed by electron transfer to Pt

deposited on SrTiO3 (not shown). Thus, Pt acts as the active site for H2 evolution

and also as the electron sink for the hot electrons coming from Au onto SrTiO3. This

example shows that very effective charge transfer can be achieved by combining

plasmonic and composite effects for photocatalytic H2 generation.

Other quantum-dot materials that have been used to sensitize semiconductors by

forming composites include CdSe (e.g., with TiO2 [49], Fe2O3 [50], Si [51]) and

CdTe [47].

3.1.3 α-Fe2O3

Hematite (α-Fe2O3) is currently a highly investigated absorber material, especially

for photoanodes in photoelectrochemical cells [52]. Moreover, it is also often used

in combination with other semiconductors such as TiO2 [53, 54] or WO3 [55] to

construct composite photocatalysts or photoanodes. Recently, numerous reports

have described the combination of low-cost hematite with other iron-based,

low-cost ferritic semiconductors such as MgFe2O4 [10] or ZnFe2O4, not only for

photoelectrochemical work [56, 57] but also for battery applications [58]. Because

of the short diffusion length for minority charge carriers (LD¼ 2–4 nm) and poor

majority carrier conductivity, those reports often involve nanostructuring (as shown

in Fig. 4). Combinations with graphene usually improve the performance of hema-

tite for photoelectrochemistry and photocatalysis in visible light [59] or for Li-ion

batteries [60].

3.1.4 TiO2

TiO2 is still the most investigated photocatalyst today, and newly prepared compo-

sites containing TiO2 with other semiconductor materials are reported regularly,

including well known combinations with Ag3PO4 [61], Bi2O3 [62], Bi2WO6 [63],

BiOCl [64], Cu2O [12, 65], CuO [66], CuInS2 [67], In2S3 [68], V2O5 [69], WO3

[70], ZnFe2O4 [71], ZnO [72, 73], N-ZrO2 [74], CNTs [75], and rGO [76]. Details

about photocatalytic reactions in visible light for those composites are given in

Table 1.

Recent reports on new composites with TiO2 have covered, for example, combi-

nations with BiFeO3 [77] and Cr-SrTiO3 [78]. In the latter case, Cr-SrTiO3

nanocubes were grown onto TiO2 nanotube arrays prepared by anodization

(Fig. 13). Cr doping strongly enhanced the visible light response of SrTiO3 (band

gap 2.3 eV of the Cr-doped material). The resulting heterojunction showed

increased photocurrents and photoelectrochemical H2 generation (9.2 μmol h�1,

0.1 M KOH solution, 0.6 V vs standard calomel electrode (SCE), λ> 420 nm,

300-W Xe lamp) compared to undoped composites (1.3 μmol h�1) when visible-

light excited electrons are transferred from Cr-SrTiO3 over TiO2 to the back

electrode for charge separation.
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3.1.5 WO3

Several examples of recently reported heterojunctions formed with WO3 have been

mentioned in earlier sections. WO3 is an n-type semiconductor and exhibits a

conduction band minimum below the proton reduction potential. WO3 is often

used as a visible-light active photoanode for water oxidation and also in

heterojunction photoanodes. For example, Shaner et al. recently prepared an inte-

grated Si/WO3 tandem photoanode by depositing WO3 electrochemically onto

Table 1 Recent reports on composites of TiO2 with other semiconductors

Semiconductor

1

Semiconductor

2 Photocatalysis in visible light (>420 nm) References

TiO2 Ag3PO4 AO7 degradation, E. coli treatment [61]

Bi2O3 MO degradation [62]

Bi2WO6 MO degradation [63]

BiOCl RhB degradation [64]

Cu2O H2 generation, water splitting [12, 65]

CuO H2 generation [66]

CuInS2 2-CP degradation, enhanced photocurrents [67]

In2S3 Enhanced photocurrents, p-nitrophenol
degradation

[68]

V2O5 Enhanced photocurrents, RhB degradation [69]

WO3 MB degradation [70]

ZnFe2O4 MB degradation [71]

ZnO – [72, 73]

N-ZrO2 Formaldehyde degradation [74]

AO7 acid orange 7, MO methyl orange, RhB rhodamine B, 2-CP 2-chlorophenol, MB methylene

blue

Fig. 13 Left: Preparation scheme for Cr-SrTiO3 nanocubes onto TiO2 nanotube arrays. Right:
nanocubes on top and on the sides of TiO2 nanotube arrays, scale bars 200 nm; Reproduced with

permission from Jiao et al. [78], ©2014 Wiley-VCH
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n–p+-Si microwire arrays, and combined it with a Pt cathode for unassisted hydro-

gen evolution [79].

To improve the surface area and optimize photocurrents, a special triple-layered

“multiphase” WO3 photoanode was recently reported, which was prepared by

anodization of tungsten [80]. WO3 nanoparticle and nanoflake layers were synthe-

sized on previously grown WO3 nanorods, leading to improved photocurrents upon

visible light illumination (Fig. 14).

Because the different layers grew by subsequent anodization and etching/anod-

ization processes, the contact between the layers is very intimate, with reduced

interface and internal resistances explaining the improved photoelectrochemical

performance (Fig. 14, right).

3.1.6 ZnO

ZnO is an n-type semiconductor with a band gap of 3.2 eV. Recently, many reports

on ZnO nanostructures combined with other semiconductors showed enhanced

light absorption and improved charge carrier transfer.

For example, Kargar et al. grew ZnO nanowires onto CuO nanowires (grown

onto Cu foil or Cu mesh) via sputtering ZnO seeds followed by hydrothermal

growth (Fig. 15, left) [81]. The resulting branched CuO-ZnO nanowire p–n

heterojunctions showed broad light absorption and strongly enhanced cathodic

photocurrents produced by the high surface area of the nanostructures, especially

when deposited on Cu mesh.

Zhong et al. coated ZnGaON layers on ZnO nanowire arrays via chemical vapor

deposition (CVD; Fig. 15, right) [82]. The coating not only enhanced the anodic

photocurrent under simulated sunlight (1.75 mA cm�2 compared to 1.25 mA cm�2

for ZnO), but also showed improved stability of the ZnO nanorods against

photocorrosion.
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Qin et al. deposited ZnFe2O4 nanoparticles on ZnO nanorods for enhanced

photoanodic performance in visible light, because of electron transfer from

ZnFe2O4 to ZnO [83]. In a comparable approach, Guo et al. coated ZnO nanowire

arrays completely with ZnFe2O4 and investigated the performance for RhB degrad-

ation (Fig. 16, left) [84]. The degradation mechanism on ZnO was found to be

related to dye sensitization, whereas, when using ZnFe2O4/ZnO or pure ZnFe2O4

nanorods, reactive radicals formed upon visible light illumination were found to be

responsible for RhB degradation. Moreover, the ZnFe2O4/ZnO composite showed

higher activities (89% decolorization, 5 mL 10 ppm RhB solution, 150-W Xe lamp,

λ> 400 nm) compared to pure ZnFe2O4 (43%).

ZnO nanorods have also been decorated with ZnSe on a Zn foil [85]. The

resulting nanostructured heterojunctions (Fig. 16, right) showed enhanced light

absorption and improved activity for the degradation of RhB (up to 96% degrad-

ation after 120 min, 5 mL of 10�5 MRhB aqueous solution, 300-W Xe lamp,

λ> 420 nm) compared to pure ZnO nanorods (5.6%). Different nanostructures of

ZnSe (nanoparticles, nanorods, nanosheets) were decorated onto ZnO, giving

increased surface areas. Repeating the degradation experiments with the different

nano-heterojunctions and adjusting the amount of powder using the exact same

surface area, ZnSe-nanosheets onto ZnO nanorods turned out to be the most active

composite, indicating an influence of the exposed crystal facets on the activity.

Using ZnO with a plate-morphology, Zamiri et al. prepared Ag2S-ZnS-ZnO

composite photocatalysts with a wet-chemical approach and evaluated their activity

in NOx degradation [86]. Under UV-visible irradiation (300-W Xe lamp), all three

systems (ZnO, ZnO-ZnS, and ZnO-ZnS-Ag2S) showed activity for NOx removal,

but the activity over ZnO and ZnO-ZnS strongly deteriorated (initial rates dropped

from 2.40 min�1/1.46 min�1 to 0.84 min�1/0.73 min�1) after three runs, whereas

the deactivation for the three-component system was less pronounced (from 1.74 to

1.32 min�1). The reason was to be found in electron transfer from ZnO and ZnS to

Ag2S, the latter acting as active site for the photocatalytic reaction.

Fig. 15 Left: Branched CuO-ZnO nanowire arrays, here peeled-off from Cu foil. Reproduced with

permission from Kargar et al. [81],©2013 American Chemical Society. Right: preparation of ZnO
nanowires coated with ZnGaON shell as heterojunction photoanodes. Reproduced with permission

from Zhong et al. [82], ©2014 Royal Society of Chemistry
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3.1.7 Other Semiconductors

As shown in the sections above, the variety of metal oxides used to construct

heterojunctions in composite photocatalysts is vast. Thus, this section can only

give a small indication about the possibilities combing semiconductors not includ-

ing one of the above-mentioned oxides and sulfides. Mostly, at least one of the

components is a visible light absorbing material to extend the overall light absorp-

tion, and some examples are given in Table 2.

For example, Guo et al. doped the layered perovskite Sr2Nb2O7 with nitrogen,

and combined it with the visible-light absorbing Ag3PO4 [87]. Anion doping with,

e.g., nitrogen is a well-known strategy, especially for layered oxides, to shift the

valence band maximum upwards [99]. Thus, N-Sr2Nb2O7 and Ag3PO4 both absorb

visible light. Upon light irradiation, electrons are transferred from N-Sr2Nb2O7 to

Ag3PO4 for oxygen reduction, and holes transfer to N-Sr2Nb2O7 for improved IPA

oxidation (10.3 ppm h�1 CO2, 1,250–1,500 ppm initial gaseous IPA, 0.2 g

photocatalyst on 8.5 cm2 area, 300-W Xe lamp, λ> 420 nm) compared to

N-Sr2Nb2O7 (~2 ppm h�1) and Ag3PO4 (~0 ppm h�1).

Grinberg et al. prepared ferroelectric solid oxide solutions of KNbO3 with

BaNi0.5Nb0.5O3�δ [95] of different compositions. With 10 mol% KNbO3, the

resulting solid solution exhibited a direct band gap of 1.39 eV. The resulting

open-circuit voltage of 0.7 mV and short-circuit current of 0.1 μA cm�1 of 20 μm

Fig. 16 Left: (a) ZnFe2O4/ZnO composite nanorod with corresponding SAED (b), EDXS (c), and

elemental mapping (d). Reproduced with permission of Guo et al. [84], ©2014 Elsevier. Right:
preparation process of ZnSe-decorated ZnO nanorods, and charge carrier transfer processes upon

visible light irradiation in the presence of RhB. Reproduced with permission of Wu et al. [85],

©2014 Royal Society of Chemistry
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thick films at 300 K were about 50 times higher than for comparable ferroelectric

film absorbers such as 50-μm (Pb,La)(Zr,Ti)O3 samples or 0.84-μm (Na,K)NbO3

samples in UV light.

Saito and Kudo combined perovskite NaNbO3 nanowires with the visible-light

absorbing material SnNb2O6 as a shell [96]. The resulting composite showed higher

photocatalytic performance (10 μmol h�1 H2 production, 1 wt% Pt, 0.1 g catalyst,

150 mL solution containing MeOH, 300-W Xe lamp, λ> 420 nm) than pure

NaNbO3 (1.1 μmol h�1), but comparable values with bulk SnNb2O6 (14 μmol h�1

with 0.3 wt% Pt).

Wang et al. combined iridium/cobalt oxide-decorated Ta3N5 with Ru-decorated

La,Rh:SrTiO3 for redox-free Z-scheme overall water splitting [97]. The optimum

dopant amount for La and Rh were found to be 4 mol%, and apparent quantum

yields of up to 1.1% at 420 nm were reached (0.05 g catalyst each, aqueous H2SO4

solution (pH 3.9, 200 mL), 300-W Xe lamp, different cut-off filters). During the

reaction, photoexcited electrons from Ta3N5 recombine via iridium (Ir) with

photogenerated holes on La,Rh:SrTiO3, whereas holes on Ta3N5 oxidize water at

cobalt oxide co-catalyst and electrons from La,Rh:SrTiO3 reduce protons at Ru

co-catalyst.

3.2 Polymer-Based Semiconductor Composites

As already covered in Sect. 2, polymeric carbon nitride is nowadays often used as a

material to construct semiconductor composites. The band positions of carbon

nitride are situated at more negative potentials compared to most oxide or sulfide

Table 2 Recent combinations of mixed oxides and sulfides for composite photocatalysts

Semiconductor 1 Semiconductor 2 Photocatalysis in visible light (>420 nm) References

Ag3PO4 N-Sr2Nb2O7 IPA oxidation [87]

SrTiO3 O2 generation [88]

Bi2O2CO3 β-Bi2O3 o-Phenylphenol degradation [89]

Bi2S3 RhB degradation [90]

Enhanced photocurrents

Bi2WO6 Mg1�xCuxWO4 RhB degradation [91]

Enhanced photocurrents

Cu2O NiO/Cu2MoS4 Enhanced photocurrents [92]

SrTiO3 Enhanced photocurrents [93]

TaON Photoelectrochemical water splitting [94]

KNbO3 BaNi0.5Nb0.5O3�δ Enhanced photocurrents [95]

NaNbO3 SnNb2O6 O2 generation, H2 generation [96]

Ta3N5 La,Rh:SrTiO3 Z-scheme water splitting [97]

Ta2O5 O2 generation, H2 generation [98]

IPA isopropyl alcohol
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semiconductors (as shown in Fig. 5 with TiO2 as example), and thus charge transfer

of photogenerated electrons from the conduction band of carbon nitrides to the

adjacent oxide/sulfide is often utilized to achieve efficient charge carrier separation

improving photocatalytic activity, whereas photogenerated holes can transfer to the

carbon nitride valence band. Such a heterojunction is classified as a type II

heterojunction.

Moreover, carbon nitride exhibits a band gap of 2.7 eV in the visible-light range

and can be used to sensitize large band gap semiconductors to form visible-light

active semiconductor composites. Typical examples are the combination with TiO2

[100–102], ZnO [5], or NaTaO3 [103]. However, more and more reports on the

combination of carbon nitride with other visible light absorbing semiconductors are

reported, with some examples given in Table 3.

Apart from the combination in composites with oxides or sulfides, carbon nitride

was recently used to form a composite with poly(3,4-ethylenedioxythiophene)

(PEDOT):poly(styrenesulfonate) (PSS) [119]. PEDOT is known as a good hole

conductor, and using PSS as the counter ion to PEDOT can increase its dispersi-

bility in aqueous media. The resulting composite enhanced the hole transfer from

the carbon nitride to the sacrificial agent triethanolamine (TEA). After the addition

of platinum (Pt, 1 wt%), enhanced hydrogen production rates (up to 33 μmol h�1

per 0.1 g with an optimum PEDOT loading of 2 wt%, 10 vol.% TEA solution,

300-W Xe lamp, λ> 400 nm) was observed, because of the spatial separation of the

reduction (Pt) and oxidation (PEDOT:PSS) reaction sites (Fig. 17).

Table 3 Composites of carbon nitride with other visible light active semiconductors

Semiconductor

1

Semiconductor

2 Photocatalysis in visible light (>420 nm) References

C3N4 N-TiO2 – [104]

C3N4 CdS H2 production, MO degradation, oxidation of

aromatic alcohols, nitrobenzene reduction

[105–107]

C3N4 BiIO4 RhB degradation, enhanced photocurrents [108]

C3N4 Fe2O3 DR81 degradation, enhanced photocurrent [109]

C3N4 Zn2GeO4 MB degradation [110]

C3N4 Si Enhanced photocurrents [111]

C3N4 Bi2MoO6 MB degradation, RhB degradation [112]

C3N4 WO3 Enhanced photocurrents [113]

C3N4 ZnFe2O4 H2 production [114]

C3N4 Cu2O H2 production [115]

C3N4 BiOI Bisphenol A degradation, enhanced

photocurrents

[116]

C3N4 In2O3 H2 production, enhanced photocurrents [117]

C3N4 SnS2 RhB degradation, MO degradation, 4-NP

degradation

[118]

MO methyl orange, RhB rhodamine B, MB methylene blue, DR81 direct red 81, 4-NP
4-nitrophenol
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In this example, PEDOT:PSS and Pt are acting as charge mediators for holes

(to the TEA) or for electrons (from the conduction band), respectively, thus acting

as co-catalysts. Other electron mediators include graphene-derived carbon, such as

GO or rGO (as described in Sect. 2) because they are highly conductive. Carbon

nitride was recently combined with rGO and an additional co-catalyst, MoS2, to

prepare a multilayer structure of those three 2D materials [120]. Although photo-

excited electrons were transferred from the carbon nitride via rGO toMoS2 working

as co-catalyst for Cr(VI) reduction, MoS2 also strongly enhanced the overall light

absorption of the composite.

Another semiconducting polymer, polyaniline (PANI), recently gained attention

when forming a heterojunction with other semiconductors such as TiO2 [121,

122]. Interestingly, the semiconductor behavior of PANI can be influenced by the

surrounding medium and its pH value. Under acidic conditions, PANI is protonated

and electron-poor, resulting in p-type behavior, whereas at basic pH, PANI is

electron-rich and exhibits n-type behavior. At pH 3 PANI is stable, protonated,

and thus positively charged, and was sequentially deposited on conducting glass

with negatively charged Ti0.91O2 nanosheets [121]. In basic electrolyte containing

methanol, the PANI/Ti0.91O2 multilayer electrodes showed anodic photocurrents of

up to 1.5 μA/cm2 (Fig. 18). By switching the electrolyte to hydrochloric acid

containing an electron scavenger (use of methanol gave no photocurrents), cathodic

photocurrents were observed. Although the nanosheets are always n-type, the

amount of photocurrent could be controlled by the number of layers deposited.

3.3 Molecular Complexes Combined with Semiconductors

In some cases, light absorbing complexes, so-called photosensitizers (PS), are

attached to semiconductor surfaces to broaden the light absorption of the resulting

composite compared to the semiconductor itself. The most famous example is the

dye-sensitized solar cell (DSSC) [123], in which a broad absorbing Ru-bipyridine-

based dye PS is adsorbed on a nanoparticulate TiO2 electrode, injecting electrons

into the TiO2 conduction band upon light irradiation. Inspired by DSSCs, water

CB

VB

CB

VB

PEDOT:PSS
PEDOT:PSS PEDOT:PSS

H+Pt

Pt

PtCl6
2-

g-C3N4
g-C3N4

g-C3N4

CB

VB

H
2

TEA

TEA+ TEA+

TEA

hn hn

Fig. 17 Photodeposition of Pt on carbon nitride and proposed mechanism of photocatalytic H2

generation from TEA solutions. Reproduced with permission from Xing et al. [119], ©2014 Royal
Society of Chemistry
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splitting dye-sensitized photoelectrochemical cells have recently gained attention.

Instead of using a redox couple to re-reduce the oxidized dyes, a water oxidation

catalyst (WOC) on the TiO2 anode, e.g., IrO2, can be applied to generate oxygen,

whereas the reduction of protons occurs on the counter cathode [124, 125]. By using

a PS on p-type semiconductor films, such as NiO, together with a water reduction

catalysts (WRC), hydrogen evolving photocathodes for water splitting

dye-sensitized photoelectrochemical cells can be constructed. Water oxidation

can then occur on the counter anode. For example, Li et al. used a donor-acceptor-

type metal-free dye on NiO to construct a hydrogen-evolving p-type photocathode

(Fig. 19), and used a cobalt-based WRC to generate H2 from phosphate buffer

solution [126].

Molecular WRCs or water oxidation catalysts (WOCs) are often immobilized

on semiconductors to improve photocatalytic or photoelectrochemical water

splitting. For example, Klepser and Bartlett anchored a molecular Fe-based

molecular WOC (Fe [tetraethyl N,N0-bis(2-methylpyridyl-4-phosphonate)-N,N0-
dimethylcyclohexyldiamine]Cl2) on the surface of a WO3 photoanode

[127]. Thus, no sacrificial oxidant to regenerate the catalyst was needed anymore,

and photoelectrochemical water oxidation rates were increased by 60%.

Porphyrins are another class of dyes used to sensitize semiconductors such as

TiO2. For example, Kurimoto et al. used tetra(4-carboxy)phenylporphyrinatotin

(IV) (Sn(IV)TCPP) to sensitize TiO2, performing simultaneous photocatalytic H2

generation and cyclohexane oxygenation in water (Fig. 20) [128]. Upon exciting Sn

(IV)TCPP with visible light (λ> 480 nm), electron injection into the conduction

band of TiO2 occurs. H2 is generated at the Pt co-catalyst, whereas the oxidation

reaction occurs at the dye. The maximum total yield of the oxygenation products

was reached at neutral pH conditions.

Fig. 18 Left: Layer-by-layer deposition of polyaniline (PANI) and Ti0.91O2 nanosheets. Right:
anodic or cathodic photocurrents of PANI/Ti0.91O2 nanosheets depending on pH. Reproduced with

permission from Seger et al. [121], ©2013 Wiley-VCH
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Maeda et al. immobilized the Ru-complex “trans(Cl)-[Ru{4,40-(CH2PO3H2)2-

2,20-bipyridine}(CO)2Cl2]” acting as a reduction catalyst onto carbon nitride

[129]. In this case, because carbon nitride has such high conduction band potential,

electron transfer of photoexcited electron takes place from the carbon nitride to the

Ru-complex (Fig. 21), from which carbon dioxide was reduced to formic acid (in a

mixture of acetonitrile and triethanolamine (4:1 v/v), 400-W high-pressure Hg lamp

with a NaNO2 solution filter to cut-off UV light, λ> 400 nm).

Many groups try to replace the expensive Ru-based PS with complexes based on

more Earth-abundant metals or even with metal-free PS for photocatalytic reactions.

For example, in a completely noble metal-free approach, Karnahl et al. immobilized

a series of heteroleptic copper photosensitizers on TiO2 and showed H2 generation

in the presence of [Fe3(CO)12] (5 mmol) as water reduction catalyst (WRC)

(25 mg~ 1 μmol PS, mixture of THF/TEA/H2O [4:3:1, 10 mL]) [130]. When

encapsulated with plasma-polymerized allylamine (PPAAm), desorption of the

copper dye is reduced, leading to a more active and stable absorber system.

Fig. 19 Dye-sensitized photoelectrochemical cell for water splitting based on a dye-sensitized

photocathode. Reproduced with permission of Li et al. [126], ©2012 Royal Society of Chemistry

Fig. 20 Simultaneous hydrogen evolution with the photochemical oxygenation of cyclohexene on

Sn(IV)TCPP-sensitized TiO2. Reproduced with permission from Kurimoto et al. [128], ©2014
Royal Society of Chemistry
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Watanabe et al. used metal-free donor-spacer-acceptor type dyes containing

benzo[b]phenothiazine to sensitize Pt-TiO2 for visible-light-driven photocatalytic

hydrogen production (10 vol.% aqueous TEA (10 mL), 33.0 mg TiO2/dye/Pt

catalyst, pH 7.0, 300-W Xe lamp, λ< 420 nm), with up to 1.65% quantum effi-

ciency at 420 nm (Fig. 22) [131]. Dyes 2 and 3 showed longer decay times in the

time-resolved absorption spectra, indicating increased charge carrier lifetimes with

increased spacer length, leading to increased photocatalytic activity.

In an approach to improve water oxidation in inorganic heterogeneous photo-

catalysis, Li et al. sensitized the visible-light-absorbing artificial photocatalysts

Rh-doped Ru-SrTiO3 and Ru2S3-CdS with the photosystem II (PSII), the natural

water-oxidizing enzyme [132]. Therefore, they isolated PSII membrane fragments

Fig. 21 Schematic illustration of photocatalytic CO2 reduction to formic acid on the Ru-complex/

C3N4 composite under visible light illumination, TEA as electron donor. Reproduced with

permission of Maeda et al. [129], ©2014 Royal Society of Chemistry

Fig. 22 Donor-spacer-acceptor dyes to sensitize Pt-TiO2, used for hydrogen generation from

TEA/water (right). Reproduced with permission fromWatanabe et al. [131],©2014 Royal Society
of Chemistry
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from spinach with a non-ionic surfactant, namely Triton-X. The PSII fragments

were then mixed with the artificial photocatalysts and Fe(CN)6
3� electron mediator

in a sodium buffer solution, and irradiated with a 300-WXe lamp (λ> 420 nm). The

resulting composite was able to split water into H2 and O2 without sacrificial

reagents in visible light. The electrons from water oxidation by PSII are shuttled

to the Rh-doped Ru-SrTiO3 or Ru2S3-CdS photocatalyst for proton reduction via a

Fe(CN)6
3�/Fe(CN)6

4� electron mediator. At pH 6, overall water splitting was

achieved with both composites in a stoichiometric ratio of H2 and O2, the composite

Rh-doped Ru-SrTiO3 showing the higher activity (Fig. 23) because of its higher

hydrophilicity for PSII binding.

At pH 7, the rates decreased as a result of the pH-dependence of O2 evolution by

PSII. Under irradiation with light with wavelengths >600 nm, where only the PSII

fragments were able to absorb light, only O2 evolution was detected, showing the

necessity for a hydrogen-evolving photocatalyst. Although the composite also

generated H2 and O2 in outdoor solar light, the stability of the PSII against reactive

oxygen species is still an issue to be solved.

Fig. 23 Left: Charge carrier generation, flow and transfer in a PSII-artificial photocatalyst

composite; Right: overall water splitting gas evolution with PSII/Rh-doped Ru-SrTiO3 (top row)
and PSII/Ru2S3-CdS (bottom row) at different pH values in visible light. Reproduced with

permission from Wang et al. [132], ©2014 Nature Publishing Group
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4 Conclusion

This chapter has given a short overview about the recent strategies to create

composites with semiconductors for improved photocatalysis and photoelectro-

chemistry efficiency, including composites with polymers and molecular com-

plexes. Many more examples are known in the literature, and some aspects

including tandem devices and tandem photoelectrodes could only be covered

sparsely.

It is unfortunate that very few composites are made of p–n-heterojunctions,

which show very interesting band shifting produced by Fermi level alignment.

This type of composite is especially interesting for p-type materials whose conduc-

tion band is below the hydrogen reduction potential, because the combination with

an n-type semiconductor can shift the band edge upwards, even enough for hydro-

gen generation.

Another promising strategy to form future heterojunctions might be to develop

nanostructuring techniques apart from nanorods/nanotubes/nanocubes. One possi-

ble strategy could be the generation of porosity and high surface area of one

semiconductor, e.g., with ordered pore systems, and then filling the nanostructural

voids with the second semiconductor for a large interfacial contact between both

phases or components, because an intimate contact between both components is

required for efficient charge separation. This concept has already been shown for

multiferroic materials [133] and for electrochemical water oxidation [134], and

should also be considered for future composite preparations in photocatalysis.

Moreover, as also stated, heterojunctions do not need to be limited to only two

components, as more than two components or phases can further improve the

charge carrier separation.
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Catalytic Oxygen Evolution by Cobalt Oxido

Thin Films

D. Kwabena Bediako, Andrew M. Ullman, and Daniel G. Nocera

Abstract The contemporary demand to generate fuels from solar energy has

stimulated intense effort to develop water splitting catalysts that can be coupled

to light-absorbing materials. Cobalt oxido catalyst (Co-OECs) films deposited from

buffered CoII solutions have emerged as arguably the most studied class of hetero-

geneous oxygen evolution catalysts. The interest in these materials stems from their

formation by self-assembly, their self-healing properties, and their promising

catalytic activity under a variety of conditions. The structure and function of

these catalysts are reviewed here together with studies of molecular Co-O cluster

compounds, which have proven invaluable in elucidating the chemistry of the

Co-OECs.
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1 Introduction

The way we power the planet is changing. Distributed energy generation and

storage is now within scientific and technological reach and accordingly has the

promise of supplanting traditional energy infrastructure. Centralized power plants

are giving way to utility-scale wind and solar farms, and, in combination with

smaller scale commercial and residential forms of renewable generation, a new

energy ecosystem is evolving before our eyes. In Germany, the country’s largest
energy supplier, E.ON, announced in late 2014 that it plans to spin off the portion of

the company centered around conventional fossil fuels to focus on the increasingly

important renewable energy sector (http://www.eon.com/en/media/news/press-

releases/2014/11/30/new-corporate-strategy-eon-to-focus-on-renewables-distribu

tion-networks-and-customer-solutions-and-to-spin-off-the-majority-of-a-new-pub

licly-listed-company-specializing-in-power-generation-global-energy-trading-and-

exploration-and-production.html). The impetus for this historic restructuring orig-

inates with the rise of marketable renewable technology innovations and the

increased demand for individualized consumer products. There is an increasing

desire for individuals to control their energy, and hence this has turned them to the

Sun as their direct energy supply.

Standing at the crossroads of these drivers of change is energy storage. The

intermittency of renewable energy (solar and wind) sources necessitates suitable

storage. Flow and solid-state battery technologies maintain a dominant position in

the energy storage marketplace [1]. However, marketable improvements in these

technologies are sporadic, sprouting mainly from cost-saving measures in engi-

neering and manufacturing. Moreover, truly outstanding improvements in these

technologies are limited by the finite energy density of materials used at the battery

anode and cathode [2].

Fuels possess the energy density needed for large scale global energy storage

[2]. Of the various solar fuel cycles, water splitting is perhaps the most attractive

chemical reaction for storing intermittent renewable energy because the source of

fuel, water, is ubiquitous, and significant energy density may be achieved in the O–

O and H–H bonds of oxygen and hydrogen, which greatly increases the maximum

energy density [3]. The thermodynamic potential for this reaction is given in (3),

and formal potentials for the constituent half-reactions are given in (1) and (2).
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2H2O ! O2 þ 4Hþ þ 4e�; Eo
OER ¼ 1:23V� 0:059 V � pH; ð1Þ

4Hþ þ 4e� ! 2H2; Eo
HER ¼ 0V� 0:059 V � pH; ð2Þ

2H2O ! O2 þ 2H2; Eo ¼ Eo
HER � Eo

OER ¼ �1:23 V: ð3Þ

This E� voltage defines the minimum amount of energy required to carry out the

reaction, and the maximum amount of energy that can be stored and later recovered

from the bonds of H2 and O2. Driving this reaction inevitably requires an additional

voltage in excess of E�, which is termed the overpotential. Minimizing this

overpotential is a critical parameter in maximizing the efficiency of a solar fuels

device. Of the two half reactions (1) and (2), the four electron, four proton oxidation

of water to dioxygen (i.e., the oxygen evolution reaction, OER) is the more

kinetically challenging reaction, and therefore executing this reaction at any

given rate typically demands a more substantial input of overpotential than the

hydrogen evolution reaction, HER (2).

Existing methods used to split water commercially (mainly for the production of

high purity H2) involve the use of proton-exchange membrane (PEM) electrolyzers

that operate in acidic electrolytes, alkaline electrolyzers that operate in strongly

basic solution, and solid-oxide electrolyzers that operate at high temperatures of

~1,000�C [4]. In all cases, water splitting is performed under very harsh conditions,

and as a result the overall balance of system cost is too high to allow these

technologies to be economically viable renewable solar fuel generators [5,

6]. PEM electrolyzers incur additional costs associated with the precious metals

that are required as electrodes. Moreover, extremely harsh conditions are invariably

at odds with: materials stability if the catalyst is to be interfaced directly to light

harvesting systems [7, 8], other processes such as CO2 reduction (which is best

performed at pH 7), the construction of inorganic/biological hybrid systems [9], and

the use of distributed energy storage schemes where water is at a premium by

allowing the use of “dirty” water [10, 11]. To this end, there are advantages in

performing water splitting under more benign conditions, such as at intermediate

(close to neutral) pH.

The focus of this review is the oxidic thin film catalysts of cobalt that we have

found to be active OER catalysts at neutral and near-neutral pHs. This Co-based

catalyst has been a springboard for the development of other oxidic catalysts based

onMn [12, 13] and Ni [14–16], as well as mixed-metal oxidic catalysts [17–34]. We

discuss the preparation of Co-OEC and its structural interrogation using X-ray

absorption spectroscopy and X-ray total scattering methods together with pair

distribution function analysis. The kinetics of catalytic turnover and film growth,

which form the basis for the inherent self-repair property of these catalysts, are also

reviewed. We also discuss the advances in our understanding of this catalyst that

have arisen from the investigation of molecular complexes.
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2 Self-Assembly of Co-OEC Thin-Films

A film that is catalytically active for water oxidation is formed on the surface of

inert conducting electrodes upon anodic polarization at >1.0 V (vs NHE) in pH 7

phosphate (Pi)-buffered solutions containing sub-millimolar concentrations of sim-

ple Co2+ salts [35, 36]. Cyclic voltammograms (CVs) in buffered Co2+-containing

electrolytes at pH 7, 8 and 9.2 (Fig. 1) display sharp anodic waves that are well

separated from a subsequent catalytic wave [35, 37], which is a result of oxygen

evolution. A Faradaic efficiency of 100% indicates that OER occurs in the absence

of side reactions. The initial anodic pre-feature (Fig. 1) reflects the primary process

for catalyst formation; after catalyst deposition, subsequent CVs in Co-containing

or Co-free electrolytes display broader waves that are representative of the redox

changes within the electrodeposited film [35].

Film formation and O2 evolution catalysis occur over a wide range of electrolyte

types and pH conditions (Fig. 1). The presence of the electrolyte was observed to be

crucial to film formation at low potentials as well as its long-term stability (Fig. 2).

These materials stand in contrast to cobalt-based films that are formed in non-buffering

electrolytes such as sulfate or nitrate, which require high metal salt concentrations and

large voltages to drive deposition of films that are ultimately unstable in neutral pH

electrolytes [38, 39]. Although we collectively term these oxygen-evolving catalyst

films Co-OEC, they may be further distinguished as CoPi, CoBi, and CoMePi
depending on the electrolyte used during electrodeposition and catalysis.

Co-OEC films were shown to be permeable and conductive, because O2 evolu-

tion activity scales with film thickness (Fig. 3) [40]. This result indicated early on

that active sites are present and accessible throughout the entire thickness of the

film, and not just at the outermost layer of the material. This property was exploited

to prepare highly active anodes that achieved geometric current densities of

100 mA/cm2 at an overpotential of 363 mV in pH 9.2 Bi electrolyte by extending

all three dimensions of the catalyst film. Unlike commercial electrolyzer systems

Fig. 1 Cyclic

voltammograms using a

glassy carbon working

electrode, 50 mV/s scan

rate, of aqueous 0.5 mM

Co2+ in 0.1 M Pi electrolyte,

pH 7.0 (solid line, black),
0.1 M MePi electrolyte,

pH 8.0 (dashed line, blue),
and 0.1 M Bi electrolyte,

pH 9.2 (dotted line, red).
Background traces in each

electrolyte medium in the

absence of Co2+ are

overlaid. Inset shows CVs
in the presence of Co2+ on

an expanded current scale.

Figure adapted from [37]
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that require water of high purity for sustained optimal operation, Co-OEC activities

were found to be resistant to degradation in impure waters [40], making them

potential targets for future cheap, distributed energy storage systems in

impoverished regions. This resistance to degradation, along with the ease of

preparation and good activity characteristics, prompted us to investigate the struc-

tural and mechanistic basis for Co-OEC formation and catalysis.

Fig. 2 Cyclic voltammogram using a glassy carbon working electrode, 50 mV/s scan rate, of

0.1 M K2SO4 electrolyte, pH 7.0, containing from top to bottom 0 (solid line), 0.5 (dashed line),
5 (dotted line), and 50 (dot-dashed line) mM Co2+. CV traces of glassy carbon working electrode,

50 mV/s scan rate, of 0.5 mM Co2+ in Pi electrolyte, pH 7.0 (dash-dotted line) are shown for

comparison. Vertical arrows indicate progression between the first and fifth scans taken without

pause. Inset shows all CVs on an expanded current and potential scale. Figure adapted from [37]

Fig. 3 CoBi film activity (current density at 400 mV overpotential) vs catalyst loading for films

deposited at 0.72 V vs Ag/AgCl in 0.1 M KBi solution (pH 9.2). Figure adapted from [40]
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3 Co-OEC Structure and Valency

Insights into catalyst structure and valency are critical parameters for uncovering

the mechanistic basis for catalyst activity. In particular, the construction of

structure–activity relationships is a vital part of all catalyst development (homoge-

neous and heterogeneous), potentially revealing key insights that lead to the design

of catalysts with enhanced activity. However, obtaining structural information on

Co-OEC films has been impeded by their ostensibly amorphous nature within the

resolution of conventional crystallographic methods [35] signifying minimal long-

range structural order [41]. In this regard, they stand in contrast to the crystalline

brucite, spinel, and perovskite Co compounds which have been the subject of the

vast majority of heterogeneous OER mechanistic studies [42]. Although presenting

challenges to structural characterization, the absence of long-range structural

coherence in these films also means that they offer a unique platform for the

study of water oxidation at hitherto underexplored structurally disordered hetero-

geneous OECs. In this section, we discuss X-ray absorption spectroscopy (XAS)

and X-ray pair distribution function (PDF) studies that have shed light on comple-

mentary aspects of the local coordination environment in these catalyst systems.

Together with X-ray absorption near edge structure (XANES) studies, electron

paramagnetic resonance (EPR) spectroscopy methods have also been particularly

useful for developing a clear picture of the valency of these catalyst films, and

particularly of the resting state, which is the predominant form of the catalyst

during turnover.

3.1 Structural Studies

Cobalt K-edge extended X-ray absorption fine structure (EXAFS) studies have been
performed on CoPi films to elucidate the structural connectivity of the catalyst [43,

44]. Figure 4 compares the Fourier transform (FT) of EXAFS spectra of two CoPi
samples collected in situ at room temperature during catalysis with that of a

crystalline CoO(OH) model compound [44]. The abscissa is the apparent distance,

which is shorter than the actual distance, between a given absorber–backscatterer

pair of atoms produced by a phase shift. Peaks I and II at actual distances of about

1.9 and 2.8 Å reflect Co–O and Co–Co vectors, respectively. Notably, the relative

intensity of the Co–Co vector is considerably greater in CoO(OH) than in either

CoPi sample, indicating a larger average number of Co–Co vectors per Co ion in

CoO(OH) than in CoPi. In addition, the EXAFS FT for CoO(OH) displays prom-

inent peaks at distances greater than 3 Å (peaks III and IV), consistent with

contributions from scattering interactions in outer shells, as expected for a crystal-

line compound. However, the analogous features are considerably weaker in CoPi
films, indicating a much smaller coherent domain size.

The EXAFS data shown in Fig. 4 also suggest that the deposition conditions

and/or film thickness can impact the domain size (or distribution of domain sizes) in
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catalyst films. Fitting to the EXAFS spectra establishes that ordered domains in

CoPi consist of edge-sharing molecular cobaltate clusters (MCCs) with the minimal

structural unit shown in Fig. 5a [44]. Differences in cluster sizes (or distributions of

sizes) between the two CoPi materials may arise as a consequence of the difference

in the amount of material deposited. The absence of detectable crystallites in

diffraction experiments indicated that these molecular clusters are not infinitely

Fig. 4 Fourier transforms of EXAFS spectra for CoPi and CoO(OH). Fourier transforms of k-
space oscillations for “thick” CoPi film deposited at 1.25 V (blue), “thin” CoPi deposited at 1.1 V

(red), and crystalline CoO(OH) (black). Figure adapted from [44]
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Fig. 5 (a) Edge-sharing molecular cobaltate cluster (MCC) obtained for “thin” CoPi films

deposited at 1.1 V, as determined from EXAFS measurements. Bridging oxo/hydroxo ligands

are shown in red, and nonbridging oxygen ligands (including water, hydroxide, and phosphate,

light red) complete the octahedral coordination geometry of each peripheral Co ion (blue).
Figure adapted from [44]. (b) Comparison between the experimental electron pair distribution

function, G(r) measured for CoPi (black trace) and the G(r) calculated from the structural model

(inset). Figure adapted from [48]
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stacked in ordered arrays, but are to a large extent disordered relative to one

another.

Attempts to incorporate cobalt–potassium vectors into the fits for this in situ

cobalt K-edge EXAFS data were unsuccessful [44], leading to substantially

increased error values or negligible effects on the fitting quality. A CoPi catalyst

was prepared with sodium phosphate used in place of potassium phosphate as the

electrolyte during electrodeposition. The replacement of K+ with Na+ slightly

increases the intensity of peaks in the FT EXAFS at apparent distances >3 Å,
which is the opposite trend from what would be expected if one of these peaks had a

Co–K component, because potassium is a stronger scatterer than sodium; any peaks

that result from a Co–K vector in the FT of the CoPi EXAFS data would certainly be

reduced upon substitution with sodium. On the basis of these results we concluded

that alkali cations are most likely coordinated to the peripheral ligands of the MCC

or to interstitial lattice water molecules. Risch et al. [45] subsequently reported ex

situ XAS data on frozen Co-OEC samples deposited in KPi and CaCl2 at the

respective potassium and calcium K-edges to interrogate specifically any structural

role of redox-inert cations in these catalyst films. They found that potassium

binding appears largely nonspecific and disordered, in agreement with our previous

in situ report. However, on the basis of Ca K-edge EXAFS data of films deposited in

Ca2+-containing electrolytes, they proposed the formation of CaCo3O4 cubanes,

which are analogous to the CaMn3O4 cubane moiety found in the oxygen-evolving

center of photosystem II. Nevertheless, they found that substitution of these redox-

inert cations did not lead to any major differences in catalytic activity, suggesting

that these ions are not directly involved in the catalytic mechanism in Co-OEC.

High energy X-ray total scattering and pair distribution function (PDF) analysis

is a powerful tool for structural studies of disordered and nanocrystalline systems,

because it permits consideration of a wider range of atom–atom distances that are

not accessible by EXAFS [46, 47]. Tiede and co-workers employed PDF analysis to

shed more light on the coherent domain size and structure of CoPi [48]. Their results

indicate that atom pair correlations persist out to about 13Å, and PDF patterns were

fit to a model consisting of a 13–14 Co ion lattice domain consisting of edge-sharing

CoO6 octahedra (Fig. 5b), in good correspondence with the in situ EXAFS results

discussed above. Phosphate was found as a disordered component in the films, and

minority “defect” sites consisting of complete Co4O4 cubanes were also proposed.

In addition, the PDF data suggested that the clusters might possess distorted

coordination geometries at their periphery, such as alterations in the terminal O

ion positions. It was proposed that these terminal Co–O distortions could play a key

role in O2 evolution catalysis at CoPi by facilitating the formation of terminal

peroxo intermediates.

We employed an X-ray PDF analysis set to explore the influence of deposition

conditions on the structure of Co-OEC films. These studies established that the

nature of the buffering electrolyte (Pi and Bi) affects the intermediate structure of

the catalyst [49]. The refined PDF fits and models for CoBi and CoPi catalysts are

shown in Fig. 6a, b. Films of the CoBi comprise three layers on average of the
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MCC, and the diameter of each MCC layer is approximately 35 Å. Constraining the
model to a single layer results in a poorer fit, suggesting that the coherent domains

of CoBi do indeed consist of multiple layers of MCCs with weak but significant

interlayer correlations. The PDF data also reveal significant interlayer expansion

relative to crystalline CoOOH, possibly to accommodate something larger than

protons in the interlayer region such as weakly scattering or disordered electrolyte

ions, though Bi was not identified explicitly. The refined CoPi model and fit

(Fig. 6b) indicates that the diameter of the clusters is approximately 14 Å, consid-
erably smaller than those of CoBi and on a par with the EXAFS data as well as the

PDF studies of Tiede et al. Unlike CoBi, modeling PDF data could not accommo-

date significant interlayer correlations in CoPi, suggesting that the coherent

domains of the catalyst consist of single layer MCCs whose arrangements are

significantly disordered in the film.

3.2 Catalyst Resting State Valency

Electrocatalytic intermediates are typically formed in minor equilibrium. Though

crucial for catalysis, such intermediates tend to contribute negligibly to spectro-

scopic data of the catalyst under steady state conditions. Insight into such interme-

diates is provided from the catalyst resting state, because it sheds light on the

character of the catalyst prior to subsequent redox transformations. Cobalt K-edge
XAS was used to probe the resting state oxidation state of Co in catalyst films by

Fig. 6 Top: Cylindrical atomistic model fit (black lines) to the (a) CoBi catalyst PDF data (blue
circles) and (b) CoPi catalyst PDF data (red circles). The difference curves are shown in purple,
and are offset for clarity. Bottom: (a) View of the refined model for the average coherent domain in

CoBi films, and (b) two views of the refined model for the average coherent domain in CoPi films.

Figure adapted from [49]
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comparison of the XANES spectra to those of model compounds [44]. XANES

spectra of CoPi samples collected in situ during catalysis at 1.25 V are shown in

Fig. 7a along with the spectra of solid samples of CoO and CoOOH. The observed

edge positions are consistent with an average Co valency �3 for the CoPi samples

at 1.25 V, indicative of some formal CoIV valency in the resting state. However, it is

not straightforward to determine precise metal valency based on XANES spectra

alone because of their sensitivity to geometry and the specific ligand environment

[50]. However, this qualitative assignment is supported by several pieces of inde-

pendent data, including CV data and the observed bond lengths in the cobalt-oxido

clusters compared to bond lengths in crystalline cobaltate compounds.

As described in Sect. 2, CVs of CoPi exhibit an anodic wave as a pre-feature to a

catalytic wave. The half-wave potential of the pre-feature is observed at ~+0.95 V.

The Co(H2O)6
3+/2+ couple is about 1.9 V [51] and the pKa values of Co(H2O)6

3+

and Co(H2O)6
2+ are 2.9 [52] and 9.2 [53], respectively. Therefore, it is reasonable

to consider that at pH 7 the proton-coupled oxidation of Co2+(aq) could lead to a

Co3+ film if more than one proton is transferred in the process (see Sect. 5) [53]. In

addition, the Co(OH)2
+/0 couple is estimated to be +1.1 V and the Pourbaix diagram

of cobalt indicates that the thermodynamic potential for the conversion of Co3O4 to

CoOOH occurs at ~0.75 V at pH 7 [54]. The Co3+/2+ couple for CoPi at 0.95 V

occurs ~0.14 V negative of the catalytic wave for water oxidation, consistent with a

formal oxidation state of Co3+, prior to any catalytic behavior. The catalytic wave is

therefore obtained only upon further oxidation of the Co3+ film.

The first shell Co–O distances and the nearest neighbor Co–Co distances

deduced from EXAFS data [44] support the assignment of a Co valency greater

than 3 by comparison to corresponding distances in alkali cobaltates of various

valencies [55]. In the stoichiometric Co3+ oxides, CoOOH and LiCoO2, the Co–Co

distances are 2.85 and 2.81 Å, and the Co–O distances are 1.90 and 1.92 Å,

Fig. 7 XANES spectra for CoPi samples and model compounds. (a) Thin 1.1 V deposited-CoPi
during operation at 1.25 V (red), thick 1.25 V deposited-CoPi during operation at 1.25 V (blue),
CoOOH (black), and CoO (gray). (b) Thin 1.1 V deposited-CoPi at OCP (magenta) and 1.25 V

(red), thick 1.25 V deposited-CoPi at OCP (cyan) and 1.25 V (blue). Inset: open circuit potential vs
time traces. Figure adapted from [44]
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respectively. For the series NaxCoO2, the corresponding distances range from 2.89

and 1.94 Å for x¼ 1 (all Co3+), to 2.81 and 1.81 Å for x¼ 0.3 (i.e., formally 70%

CoIV). The Co–Co distance (2.82 Å) observed for the CoPi samples under an

applied potential is at the short end of the range of distances observed in cobaltates

with valencies greater than 3 and the Co–O distance (1.89 Å) is in the middle of the

corresponding range, suggesting a significant presence of CoIV during turnover.

XANES results (Fig. 7a) indicate that there is a greater average Co valency in the

CoPi film that was deposited at 1.25 V (a potential at which water oxidation is

coincident with catalyst deposition) compared to that prepared at 1.1 V (where

water oxidation is negligible) [44]. Furthermore, in situ XANES spectra acquired

for CoPi films at open circuit (OC) conditions together with OC decay transients

(Fig. 7b) indicate that film deposition at high potentials permits the trapping of

some of the CoIV centers within the film, thereby delaying their eventual discharge

(reduction upon the OER) when the cell is held at OC. This trapping effect was

exploited to confirm more precisely the existence of CoIV centers in the resting state

of CoPi films during turnover using EPR spectroscopy.

McAlpin et al. [56] and Gerken et al. [57] conducted EPR studies of CoPi
samples freeze-quenched after deposition at a variety of potentials. Continuous

wave (CW) X-band EPR spectra of frozen catalyst samples display a broad reso-

nance at geff� 5 along with a broad derivative lineshape at geff¼ 2.27 (Fig. 8a). The

geff� 5 feature was assigned to an S¼ 3/2 CoII species based on EPR spectra of

model CoII compounds. The progressive rise of the geff¼ 2.27 feature as the

deposition potential is increased along with its similarity to the g value of the signal
observed in a tetracobalt cubane model compound ([Co4O4(C5H5N)4(CH3CO2)4]

(ClO4)) possessing Co centers with formal cobalt oxidation states of III, III, III, IV

(Fig. 8b), provides strong evidence for the assignment of the geff¼ 2.27 signal to

low-spin CoIV-containing species in the catalyst film. Moreover, the potential

dependence of this signal suggests that it arises predominantly from species gen-

erated during electrocatalytic water oxidation, corroborating the finding of the in

situ XANES study.

As observed in the XAS studies above (Fig. 7b), removal of the applied potential

causes the open circuit potential to decay, implying a change in the average valency

of the film. In correspondence with the XAS and electrochemical results, EPR

spectra of films prepared identically, but with variable delay times between catalyst

isolation from the film and freezing at 77 K, revealed that the CoIV signal decays

over the course of minutes at room temperature even in a dry, isolated film

(Fig. 8c) [56].

These EPR studies permitted an estimation of the population of CoIV spins in the

catalyst films. By comparison to an S¼½ spin standard, Cu(EDTA)(SO4), it was

estimated that CoIV centers represented 3% and 7% of the total cobalt centers in

trapped films grown at 1.14 and 1.34 V, respectively [56]. It was also shown that the

CoIV valency was not merely trapped in films deposited at elevated potentials, but

was important to the electronic structure of the resting state of CoPi during turnover.

By preparing two catalyst films in an identical manner at 1.04 V, below the onset of
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water oxidation catalysis, it was ensured that the as-deposited film exists almost

completely in its CoIII form (Sect. 5). Catalyst material was isolated from the one

electrode immediately following deposition, whereas the other electrode was trans-

ferred to Co-free Pi electrolyte solution and electrolyzed at a potential sufficient for

water oxidation catalysis (>1.2 V). The catalyst film subjected to water oxidation in

the absence of additional film formation in this fashion exhibited a decrease in the

CoII signal concomitant with an increase in the CoIV signal, just as observed in

Fig. 8a.

Additional multifrequency EPR studies and electronic structure calculations

were performed on the CoIV-containing cubane compound to investigate further

the electronic and geometric structure relationships of MCCs such as those found in

CoPi [58]. The magnetic parameters determined by electron nuclear double reso-

nance (ENDOR) and spectroscopic results from electron spin echo envelope mod-

ulation (ESEEM) combined with density functional theory (DFT) calculations

revealed that the unpaired spin of the cubane is highly delocalized. Each octahe-

drally coordinated cobalt ion was found to possess a low-spin electron configuration

resulting from the anionic oxo and carboxylato ligands, and a fractional electron

Fig. 8 CW X-band EPR spectra at T¼ 5.7 K and microwave power¼ 1.02 mW. (a) CoPi catalyst

films deposited from aqueous 0.5 mM Co(NO3)2 solutions in 0.1 M Pi electrolyte (pH 7.0) at

1.03 V (blue dashed curve), 1.14 V (red dotted curve), and 1.34 V (black solid curve). Spectra
were scaled by the amount of cobalt in each sample, as measured by atomic absorption spectros-

copy. (b) The CoIII3Co
IV cluster [Co4O4(C5H5N)4(CH3CO2)4]-(ClO4). The vertical dotted line

indicates g¼ 2.27. (c) CoPi catalyst films electrodeposited at 1.21 V with 10 (solid line), 15 (red-
dotted line) and 25 (blue-dashed line) min of delay between the termination of electrolysis and

freezing of the sample at 77 K. Spectra were scaled relative to the mass of CoPi in each sample, as

measured by atomic absorption spectroscopy. Figures adapted from [56]
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hole resides on each metal center in a Co 3dxz,yz-based molecular orbital, essentially

giving a [Co+3.1254O4] cluster (Fig. 9). However, closer inspection of the EPR

spectra of the molecular model and those of CoPi revealed features consistent

with less delocalization of the unpaired electron spin in the case of CoPi compared

to the model. It was proposed that because the CoIII/IV redox transformations in the

film (Sect. 2) and at active sites during turnover (Sect. 4) are coupled to proton loss

from bound OHx ligands, the increase in ligand-field strength accompanying this

proton loss could result in substantial localization of unpaired spin density

[58]. This localization of the oxidized equivalent is consistent with subsequent

reactivity of the CoIV moieties in CoPi compared to the molecular model. These

findings implicate the importance of PCET, not only for redox/potential leveling

but also for hole/radical localization, leading to efficient oxygen evolution in

Co-OEC films.

The aforementioned EXAFS and X-ray PDF studies combined with the geomet-

ric structure of Co-OEC films support a structural model wherein Co-OEC is

composed of cobaltate clusters of molecular dimensions. In addition, XANES and

EPR studies are consistent with a proportion of Co centers achieving a formal

oxidation state of +4 at potentials sufficient for water oxidation catalysis, indicating

a CoIII/IV mixed valence resting state during oxygen evolution. Together with the

mechanistic studies discussed in the following section, a cohesive picture of water

oxidation by Co-OEC films is unveiled.

Fig. 9 Singly occupied

molecular orbitals of

[Co4O4(C5H5N)4
(CH3CO2)4](ClO4) from

DFT calculations.

Calculations show the

unpaired electron spin

density spread almost

equally over the eight core

atoms of the cubane based

on their L€owdin spin

populations. Reproduced

from [58]
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4 Mechanistic Insights into O2 Evolution Catalysis

at Co-OEC Thin Films

The preceding sections address the electrosynthesis of Co-OECs and the structural

and electronic characterization of its resting state. Against this backdrop, we

discuss electrokinetic studies that provide insight into the mechanism of oxygen

evolution mediated by this thin-film catalyst over a wide pH range. Because of the

extreme kinetic demands of the OER, the efficiency and conditions required for this

reaction are key determinants of the overall viability of energy storage via water

splitting. Therefore, the continued development of effective OER catalysts and

elucidation of their mechanisms stand as central scientific and technological chal-

lenges in energy conversion. For porous catalyst films of this type, the relationship

between film thickness (catalyst loading) and film activity is of central importance

to the search for solar water splitting at high efficiency. This is because the

overpotential is an extrinsic parameter that depends on the current density desired.

Hence, in addition to making more active catalyst materials, low overpotentials

may be realized by preparing thicker films where a higher active site density (per

projected geometric area) may be accessed. This allows faster rates to be achieved

with thicker films (Fig. 3), but demands that charge hopping between active sites is

well matched to catalytic rates. Thus the mechanisms of catalytic turnover and

charge hopping are equally important design elements. These topics are addressed

in the following sections.

4.1 Active Site Electrokinetics

Steady-state electrokinetic data were acquired over a range of electrolyte conditions

between pH 4 and 12 in order to uncover the electrochemical rate law for O2

evolution [59]. Tafel plots, which describe the variation of the steady state current

density with the potential or overpotential supplied at the electrode [60], provide

key mechanistic insights for electrochemical reactions that are not mass-transport

limited. Under these conditions, the current density measured at steady state is

directly proportional to the rate of the underlying reaction [60]. It was shown that

this condition applies to the electrokinetic studies of CoPi; Tafel plots collected at

1,000 and 2,000 rpm of CoPi films on a Pt rotating disk electrode exhibited similar

slopes (61 mV/decade) to those collected on a stationary FTO electrode (62 mV/

decade) in a stirred solution, indicating that the observed currents are not limited by

mass transport to the catalyst films over the sampled current/potential range. In

addition, the Tafel data were shown to be reproducible between sequential potential

sweeps and insensitive to the direction of potential sweep, indicating that the film is

not appreciably altered over the course of Tafel data collection. Furthermore,

measurable steady-state current is observed upon application of an overpotential

of >0.2 V to CoPi films. At these overpotentials, any current arising from the
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oxygen reduction back reaction can be safely ignored and, thus, kinetic information

about the OER can be deduced directly from the steady state current density

measurements.

Tafel slopes were found to be similar over the same range of current densities for

CoPi films of varying thickness (Fig. 10), and the activity of the film increases

markedly as the film thickness is increased from 10 to 90 nm [59]. All three

film thicknesses exhibited similar lower limit turnover frequencies (TOF) of

~2� 10–3 s–1 per Co at an overpotential of 410 mV. This TOF estimate assumed

that every Co center in the film is catalytically active. Because the vast majority of

the cobalt centers in the film are expected to play a purely structural role, this is

likely a gross underestimate of the real TOF of active sites. However, in the absence

of a direct measure of the electrocatalytically active surface area or the active site

density, this value is offered purely for the purposes of comparing different film

thicknesses. The similarity in TOF amongst the films of varying thickness high-

lights the porous and conductive nature of the catalyst films, because the active sites

are accessible throughout the film and not merely at the film/solution interface.

Moreover, the independence of Tafel slope with film thickness indicated that the

reaction kinetics are not influenced by barriers to electron transport or mass

transport within the film – factors that can severely skew the activation-controlled

electrokinetic data. These barriers can be particularly problematic for oxide films

formed by the anodization of a metal substrate, where a compact barrier oxide layer

between the buried metal and the catalytic hydrous oxide can pose significant

challenges for charge transport [61–63].

The Tafel slope of nearly 59 mV/decade observed for the thin CoPi films

indicated that a single mechanism is dominant over the potential range investigated

[60]. The observed Tafel slope defines a transfer coefficient (usually denoted α) of
1, consistent with a one-electron pre-equilibrium from the resting state followed by

a turnover-limiting chemical step. It is important to note here that α (which is a

purely experimental parameter equal to the reciprocal Tafel slope in dimensionless

form) is distinct from the fundamental symmetry factor (usually denoted β) char-
acterizing the position of the activated complex along the reaction coordinate in a

microscopic one-electron transfer reaction. In multielectron catalysis, the transfer

coefficient can take any value between 0 and the total number of electrons

Fig. 10 Tafel plots, V¼
(Vappl – iR), η¼ (V –E�), for
CoPi catalyst films grown

with passage of 6 (red-filled
triangle), 24 ( filled circle),
and 60 (blue-filled square)
mC/cm2. Adapted from [59]

Catalytic Oxygen Evolution by Cobalt Oxido Thin Films 187



transferred per turnover, n (for the OER n¼ 4 and therefore 0� α� 4). Therefore,

for any multielectron reaction, the lowest Tafel slope attainable is 2.3�RT/nF
[60]. On the other hand, β by definition must lie between 0 and 1, because it

represents the ratio between the changes in the electrochemical free energy of

activation and the electrochemical free energy of the reaction. For an irreversible

one-electron reaction, α (which is always the parameter that can be measured

directly) is taken as numerically equal to β [60].

Examination of the pH dependence of the reaction rate by both potentiostatic

(Fig. 11a) and galvanostatic (Fig. 11b) techniques is consistent with an inverse first-

order dependence on proton activity, indicative of the loss of a single proton in an

equilibrium step prior to the turnover-limiting process [59]. Although phosphate is

neither reactant nor product in the overall water oxidation reaction, it can serve as a

proton acceptor in reactions involving PCET transformations. Notwithstanding, a

zeroth-order dependence of phosphate was observed over a >1.5 decade range of

phosphate concentration, indicating that proton transfer to phosphate is not

involved in the turnover-limiting step and therefore proton transfer to bulk solution

is also not turnover-limiting because phosphate is the most likely proton acceptor in

Pi electrolyte. Moreover, turnover-limiting proton transfer to surface-bound phos-

phate is unlikely provided that phosphate has not saturated the catalyst film over the

potential range studied. It was, however, noted that turnover-limiting internal

proton transfers, as might be required for oxo-hydroxo exchange between catalyst

active sites, could not be ruled out.

To a first approximation, these electrokinetic studies define an electrochemical

rate law described by the following expression [59]:

Fig. 11 (a) pH dependence of steady-state catalytic current density at constant potential

(E¼ 1.18 V) for a catalyst film functioning in 0.1 M Pi electrolyte. Attenuated current densities

are observed for pH> 8, because under these conditions Pi (pKa¼ 7.2) cannot maintain a constant

local pH. (b) pH dependence of steady-state electrode potential at constant current density

( janodic¼ 30 μA/cm2) for a catalyst film operated in 0.1 M Pi electrolyte. Maintaining a low current

density ensures that the buffering capacity of Pi is not overwhelmed even when the bulk pH is

adjusted outside of the ideal Pi buffering range. Adapted from [59]
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j ¼ kOER0 aHþð Þ�1
exp

FE

RT

� �
; ð4Þ

where kOER0 is a potential-independent constant. This constant is proportional to the

exchange current density and increases with catalyst loading as observed in Fig. 12.

The exact mechanistic basis for the proportionality between this constant and film

thickness is addressed in Sect. 4.2. Rearrangement of the logarithmic form of (4)

yields a Tafel slope, b¼∂E/∂log( j), of 59 mV/decade that is also consistent with

the experimental data shown in Fig. 11 and is equivalent to a transfer coefficient of

α ¼ RT=bF ¼ 1. Equation (4) is consistent with a mechanistic sequence involving a

reversible one-electron, one-proton minor equilibrium step followed by a turnover-

limiting chemical step [59]:

A Ð Bþ e� þ Hþ; ð5Þ
B ! C: ð6Þ

The assignment of chemical species to A, B, and C in (5) and (6) was aided by

knowledge of the oxidation state changes in the film as a function of the applied

potential. As described in Sect. 3, CV features of CoPi are consistent with a

predominant Co oxidation state of >+3 during catalysis. Accordingly, the

pre-equilibrium step (A⇌B) was assigned to a formal CoIII⇌CoIV redox transi-

tion that is coupled to a proton transfer. It was suggested that the electrokinetic

behavior described by (4) was in accord with CoIV (i.e., B) as the minor component

of this pre-equilibrium. Because the surface coverage of B, denoted θB, must be less

than 10% for the pre-equilibrium to exhibit the observed Nernstian dependence on

potential at the highest potential (1.27 V) that Tafel data were collected, the

maximum fractional surface coverage of CoIV (θB,max) must be 10%, and θB is

expected to diminish by an order of magnitude per ~60 mV decrease in

potential [60].

As discussed in Sect. 3, EPR spectra of CoPi films subjected to prolonged

electrolysis at 1.14 V, a value sufficient for water oxidation, exhibit a CoIV signal

estimated to arise from 3% of the cobalt centers in the film [56]. Noting the sizeable

Fig. 12 Proposed pathway for OER by CoPi. A PCET minor equilibrium proceeded by a

turnover-limiting O–O bond forming step is consistent with current dependencies on proton and

electron equivalencies. Curved lines denote phosphate, or OHx terminal or bridging ligands.

Reproduced from [59]

Catalytic Oxygen Evolution by Cobalt Oxido Thin Films 189



dead time (~25 min) between termination of electrolysis and freezing of the EPR

sample, it is to be expected that the population of CoIV in the film during electrol-

ysis at 1.14 V would be significantly in excess of the residual 3% observed by EPR.

Correspondingly, the in situ XANES data [44] discussed in Sect. 3 are consistent

with an appreciable population of CoIV when the films are held at potentials

sufficient for water oxidation catalysis. The large population of CoIV observed by

EPR and in situ XANES studies, therefore, indicated that the catalyst resting

state, A, is comprised of CoIII/IV mixed valence clusters. The pre-equilibrium

redox process (A⇌B) was therefore assigned to further oxidation of the CoIII/IV

mixed valence clusters preceding a turnover-limiting chemical process [59].

Based on the pH titration data shown in Fig. 11b, it was inferred that the reactant

in the equilibrium step defined in (5) possessed a pKa greater than 12 [59]. Indeed,

additional studies under more alkaline conditions undertaken by Gerken et al. [57]

extend the pKa of this species beyond 14. By comparison to the pKas of known Co

aqua species [52] and to potentiometric titrations of crystalline cobalt oxide com-

pounds [64, 65], we deduced that the reactant in (5) was most likely a [CoIII–OH]

moiety present in a CoIII/IV mixed valence cluster (species A), which is oxidized in a

PCET equilibrium to a [CoIV–O] center (species B).

Films prepared in isotopically labeled 18OH2-enriched electrolyte and operated

in non-isotopically labeled water were shown to extrude 32O2 and
34O2 and, to a

lesser extent, 36O2 [59]. The observation of 34O2 and 36O2 was ascribed to the

participation of μ-oxo/μ-hydroxide moieties in oxygen production given that (1) the

terminal Co–18OHx moieties of the films used in the 18O experiments are subject to

exchange with bulk solvent over the time required to purge the gas-tight electro-

chemical cell used in these measurements and (2) the μ-oxo/μ-hydroxide moieties

in the catalyst clusters exchange at a much slower rate. Importantly, although these

results are consistent with the participation of μ-oxo/μ-hydroxo sites in O–O bond

formation as a plausible mechanistic pathway in the OER, it does not necessarily

imply that this pathway is the predominant route for O2 formation; the slow

extrusion of 18O could simply reflect a minor pathway for O2 evolution that

contributes minimally to the observed electrokinetics. Because of the ambiguities

associated with interpreting these 18O-labeling results, it was noted that studies

identifying the rate and nature of oxo-exchange in these films are needed before

specific conclusions can be drawn. Once these exchange rates are identified,

experiments that permit more rapid switching between isotopically enriched and

non-isotopically enriched electrolytes (along with in-line analysis of products)

could be leveraged to shed more light on the mechanism of O�O bond formation.

The proposed reaction pathway for the overall transformation is shown in Fig. 12

using the MCC model derived from EXAFS [44] and X-ray PDF analysis [48]

(Sect. 3.1). Given the pre-equilibrium in (5) and the observed 60 mV/decade Tafel

slope, the [CoIV�O] product must participate in a turnover-limiting chemical step.

The electrochemical rate law is consistent with a chemical step that does not

involve proton transfer to bulk electrolyte, and as such, it was concluded that the

O–O bond is formed in this irreversible chemical process.

190 D.K. Bediako et al.



Wang and Van Voorhis [66] explored the catalytic mechanism of O2 evolution at

a cobalt cubane model compound using DFT . They computed the energetics and

barriers for the steps leading up to and including the O–O bond formation reaction

using an explicit solvent model within a hybrid quantum mechanics/molecular

mechanics (QM/MM) framework. Their studies on this model compound indicated

that the formation of two cofacial terminal CoIV–O generated a stable O–O bond

with a low activation barrier (Fig. 13) and a low thermodynamic driving force.

Based on the low barrier for O–O bond formation, it was proposed that the turnover-

limiting step in CoPi could be the addition of a water molecule or an intramolecular

proton transfer, both of which would be consistent with the electrokinetic data.

However, the authors noted one important deficiency of this cubane model relative

to CoPi: the model lacks any μ2-(hydr)oxo centers, which are present in the MCC

structure (Figs. 5 and 6), and which are implicated in O–O bond formation by the
18O-labeling studies described above. We note that alternative turnover-limiting

steps could also be the scission of the Co–O bond following O–O bond formation or

hydrogen atom abstraction from H2O by a Co oxyl (CoIII–O●). This computational

study revealed that the localization of the hole density was severely dependent on

the precise OH center deprotonated in the proton-coupled oxidation, providing

further evidence for the role of PCET in hole/radical localization, which was

suggested by the EPR studies [58] discussed in Sect. 3.2.

Fig. 13 DFT energies (left Y-axis, in blue) and 〈S2〉 (right Y-axis, in orange) as a function of

O–O distance for a tetracobalt cubane model catalyst in the [CoIII2Co
IV

2] state. Left inset:

highest occupied molecular orbital (HOMO) at rO–O¼ 3.0 Å. Right inset: σ bonding orbital at

rO–O¼ 1.4 Å. Reprinted from [66]. Copyright 2011 American Chemical Society

Catalytic Oxygen Evolution by Cobalt Oxido Thin Films 191



4.2 Proton-Electron Transport-Catalysis Mechanism

In addition to the catalytic reaction, a major controlling factor in overall observed

activity is electron transport through the film to the electrode to regenerate the

catalyst [67]. Because protons are generated during the catalytic reaction, proton

transfer – and therefore proton-coupled electron transfer [68–76] – reactions play a

key role in both catalysis and transport. Using the active site turnover mechanism

discussed in Sect. 4.1 [59], we set out to provide a more complete electrochemical

rate law than the simplified version in (4).

The general scheme for the analysis is displayed in Fig. 14. Here “PH” repre-

sents the resting CoIII(OH)/CoIV(O) state (Fig. 12, left) and “Q” represents the pre-

turnover-limiting [CoIV(O)]2 state, colloquially referred to as the “active form” of

the catalyst (Fig. 12, middle). The substrate (A) and product (B) are H2O and O2,

respectively. The acid-base pair, ZH+/Z, is H2PO4
–/HPO4

2–, B(OH)3/B(OH)4
–, or

H3O
+/H2O (under appropriate electrolyte conditions).

The permeation of electrolyte into the film and the fact that the hopping involves

no net charge transport (e– plus H+) ensures that transport is not driven by a gradient

in the electric field across the film; instead proton coupled electron hopping

proceeds down a gradient in electrochemical potential, akin to the description

used for polymer electrode coatings – the so-called “redox conductors” [77–

79]. In this model, proton coupled electron hopping through the film may be likened

to a linear diffusion transport obeying Fick’s law that is modified by a catalytic rate

constant term, kcat:

DH,e
d2CPH

dx2
þ kcatCQ ¼ 0; ð7Þ

DH,e
d2CQ

dx2
� kcatCQ ¼ 0: ð8Þ

Here, x is the distance between any specified site in the film and the electrode

substrate, and “C” represents the concentrations of the subscript species.

Fig. 14 Electrocatalytic

oxidation of the substrate A

into the products B in the

presence of an acid-base

pair ZH+/Z by means of an

immobilized PH/Q+ e–

catalyst couple. Adapted

from [67]
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At the electrode, the following expression of the Nernst law is appropriate at the

electrode surface (x¼ 0):

CQð Þx¼0 � CHþð Þx¼0

CPHð Þx¼0 � C0
¼ exp

F

RT
E� Eo

QþHþ=PH

� �� �
; ð9Þ

where C0 is a normalizing concentration of 1 M.

A detailed analysis of the implications of these diffusion–reaction equations

leads to an equation for the Tafel plot at high buffer concentration (where there is no

pH gradient at the film–electrolyte interface):

log j ¼ log j0 þ
F

RT ln10
η; ð10Þ

where j0 is the nominal exchange current density (current density at overpotential,

η¼ 0). Increasing film thickness increases j0 in accordance with the following

relation:

log j0 ¼ log F
C0

C0
Hþ
Ccatkcatd

opt
f tanh

d f

d opt
f

 !" #
þ
F E eq

A � E0
QþHþ=PH

� �
RTln10

; ð11Þ

with an optimal film thickness defined as

d opt
f ¼

ffiffiffiffiffiffiffiffiffiffi
DH,e

kcat

r
: ð12Þ

Ccat represents the total concentration of catalyst active sites and Eeq
A is the

thermodynamic potential for the reaction catalyzed (OER).

Equations (10)–(12) describe Tafel plots that possess a slope of 59 mV and

whose exchange current densities change progressively with film thickness as

shown in Fig. 15a. Below an “optimal” film thickness value, doptf , the current

density response increases in proportion to film thickness, but beyond doptf the

response displays a plateau. The variation of the exchange current density with

the film thickness is shown in Fig. 15b where the maximal value reached by j0,
denoted jmax

0 , may be expressed by

jmax
0 ¼ F

C0

C0
Hþ

Ccat

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kcatDH,e

p
exp

F E eq
A � E0

QþHþ=PH

� �
RT

2
4

3
5: ð13Þ

This reveals that a high film activity can be achieved by improving the intrinsic

activity of the catalyst (increasing kcat) and/or by increasing the film thickness (df),
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but only up to a point. Once d f �
ffiffiffiffiffiffiffi
kcat

p
>

ffiffiffiffiffiffiffiffiffiffi
DH,e

p
, the film activity no longer

improves with thickness. A crucial implication is, to the extent that catalyst film

development focuses on improving intrinsic activity, one must also address the

issue of proton-coupled electron transport (represented by the effective diffusion

coefficient, DH,e), in order to extract maximal benefit from a more active catalyst.

The underlying reason for the plateau in activity is described by Fig. 15c where

the concentration of the oxidized form of the catalyst (Q) is plotted as a function of

the distance from the electrode substrate (for films of different thicknesses). Beyond

Fig. 15 Electrokinetic profile at large buffer concentrations. (a) Tafel plot trends predicted for a

series of increasing thicknesses, from bottom to top. (b) Variation of the current density with the

film thickness (relative to the optimal film thickness (doptf ), at η¼ 0. j0 and j
max
0 are defined in (11)–

(13). For doptf see (12). (c) Concentration profile of oxidized catalyst form, Q (relative to the

concentration of Q at the electrode–film interface), in the case of mixed control by the turnover-

limiting reaction and the diffusion-like proton–electron hopping under pure kinetic conditions for

a series of films with thicknesses equal to 0.5 doptf , doptf , 2 doptf , and 3 doptf . (d) Concentration profile

of Q (relative to total catalyst concentration in the film) as a function of increasing electrode

potential (from bottom to top) for a film of thickness equal to doptf . Figures adapted from [67]
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doptf the total integrated concentration of Q over the electrode surface ceases to

increase appreciably with film thickness, leading to no net gain in film activity. The

role of the actual electrode potential is then only to define the concentration of

oxidized catalyst at the immediate film–electrode interface. Increasing the electrode

potential shifts the position of the PH/(Q+H+) equilibrium at the interface. This

consequently leads to greater values of CQ throughout the film (Fig. 15d) and

therefore a greater current density (Fig. 15a).

This mechanistic framework was tested against the electrokinetic data acquired

over a wide range of buffering conditions (including non-buffered electrolytes)

(Fig. 16). We found that the model was fully consistent with proton-coupled

electron transport turnover in Co-OEC films. More broadly, these concepts are

readily applicable to systems comprising molecular catalysts that are coated onto

electrode surfaces [80, 81] or to the increasing number of crystalline oxides that

become amorphous and electrochemically porous during turnover [82, 83].

Having discussed the structural and mechanistic basis for the catalytic behavior

of these materials, we turn our attention to the fundamental underpinnings of the

self-healing behavior of these systems.

5 Catalyst Life Cycle: Growth and Repair

All catalytic systems to our knowledge require the catalyst to be repaired. In

deactivation, the catalyst is transformed to an inactive species, which then must

be regenerated, usually by a chemical process that lies outside the catalytic cycle.

Fig. 16 Tafel plots of a

CoPi film (ca. 200 nm thick)

deposited onto a platinum

rotating disk electrode and

operated at 2,500 rpm in

varying concentrations of

NaPi pH 6 with 1 M NaClO4

as supporting electrolyte.

The slopes of the straight

lines are F/RT ln 10 (dashed
black) and F/2RT ln

10 (solid blue). Adapted
from [67]
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The CoPi catalyst is self-healing, i.e., the catalyst may be regenerated by an

equilibrium within the catalytic cycle. These two processes are compared in Fig. 17.

Self-healing in CoPi is established from the interplay of the potential at which

OER occurs vs the potential at which the catalyst nucleates and grows. Accord-

ingly, the kinetics of the oxidative self-assembly process are critical to developing a

coherent picture of the full life cycle of the catalyst from nucleation to dissolution

and, ultimately, self-repair. Mechanistic insights into catalyst formation are now

discussed.

The separation in potentials between water oxidation and catalyst formation [35,

37] (Sect. 2) were exploited to isolate the kinetics for the latter [53]. Chronoam-

perograms (Fig. 18) with step potentials spanning the initial rising portion of the

anodic pre-feature wave discussed in Sect. 2 revealed that the deposition process is

not merely a diffusion-controlled oxidation of Co2+ ions. The initial decay in

current immediately after the potential step is followed by a rise in current produced

by the formation of catalyst nuclei on the surface [84] which, in effect, increases the

surface area of the electrode. Quasi three-dimensional growth of these catalyst

particles gives rise to a rapid increase in current until the reactant-depleted diffusion

zones surrounding each growing catalyst particle begin to overlap, causing the

onset of semi-infinite linear diffusion and an associated t�1/2 decay of the current

[85]. Importantly, the step potential has a marked impact on the time, tmax, and

current density, jmax, at which the chronoamperogram exhibits its characteristic

peak. These characteristic features established that Co-OEC formation occurs via

nucleation, followed by diffusion-limited growth [53].

Examination of the chronoamperometric transients indicated that the nucleated

growth process was characterized by progressive nucleation, as opposed to instan-

taneous nucleation. In the instantaneous case, all potential nucleation sites, N0, on

the surface are assumed to give rise to nuclei at time zero following the potential

step. In contrast, for progressive nucleation the number of occupied nucleation

sites, N, increases with time, leading to a nucleation rate defined by [86]

Fig. 17 The difference between a catalyst that is repaired vs self-healing. The CoPi catalyst is

unique among all catalysts in that it is self-healing
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∂N
∂t

¼ kN
c

c0

� �n

N0 � Nð Þ; ð14Þ

where kN is the nucleation rate constant, and the term N0 –N represents the number

of unoccupied nucleation sites on the electrode surface. In (14), c and c0 represent
the local and bulk concentrations of all solution species upon which the nucleation

rate depends, with the exponent, n, characterizing the overall reaction order.

Comparison of simulated nucleation transients with the experimental data indicated

that Co-OEC nucleation was best modeled by an n¼ 4 curve (Fig. 18), highlighting

the complexity of the initial catalyst formation process relative to simple metal

deposition/plating.

Atomic force microscopy (AFM) imaging of Co-OEC early on during deposition

on highly-ordered pyrolytic graphite (HOPG) was also explored to study catalyst

formation (Figs. 18 and 19) [53]. The number of nuclei was observed to increase

dramatically at times between 0.2 and 1� tmax, after which relatively few new

nuclei are formed. Instead, the already formed nuclei grow and coalesce to coat a

Fig. 18 Top left: Cyclic voltammogram (scan rate¼ 5 mV/s) and (bottom left) potential step
chronoamperograms of a freshly polished glassy carbon disk electrode in 0.4 mM Co2+, and

0.02 M MePi, 1.97 M KNO3 electrolyte at pH 7.5. Chronoamperometry data recorded with a step

voltage of 1.01 (magenta, dot-dashed line), 0.99 (green, dot-dashed line), 0.97 (blue, dotted line),
0.95 (red, dashed line), and 0.93 V (black, solid line) following a 100-s pulse at 0.75 V (not

shown). Step voltages used to collect chronoamperograms are indicted with vertical lines overlaid

on the CV trace. Right: Comparison of simulated nucleation transients (gray dashed line) with the
experimental data (red line) modeled by (14) for a progressive growth mechanism with n¼ 4. The

dotted line is the predicted growth curve for an instantaneous nucleation growth mechanism.

Atomic force microscopy (AFM) images of Co-OEC on the electrode surface are shown for

various points along the experimental curve. Adapted from [53]
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greater proportion of the surface between 1 and 4� tmax. Besides confirming the

progressive nature of catalyst nucleation, these AFM studies highlight a convenient

method for patterning semiconductor surfaces with catalyst islands. The appropri-

ate choice of (photo)potential would enable modulation of the tmax parameter for

any desired surface, and controlling the deposition time relative to this tmax would

permit control over the coverage of the catalyst islands on the conducting or

semiconducting surface. More recently, a high throughput, scalable, and low cost

method for patterning periodic sub-micron structures of CoPi over large areas of

silicon has been developed, called reactive interface patterning promoted by lith-

ographic electrochemistry (RIPPLE) [87]. Through an interplay of electrochemical

and hydrodynamic effects, the RIPPLE method allows for catalyst to be deposited

with tunable and high spatial resolution using cyclic voltammetry; the number of

patterns scales with N–1 CV scans. In addition to planar substrates, three-

dimensional surfaces and their vertical sidewalls may be patterned. Patterns of

sufficient fidelity are realized that optical light control may also be achieved [88].

Activation-controlled current densities for steady state catalyst growth were

determined as a function of the applied potential by extrapolating current densities

measured at variable rotation rates on a rotating disk electrode (RDE) to infinite

rotation speed (Fig. 20a). Tafel plots of steady state catalyst deposition displayed a

Tafel slope of 60 mV/decade (Fig. 20b) [53]. The observed 60 mV/decade slope

implies a catalyst assembly mechanism involving a one-electron reversible equi-

librium preceding a chemical rate-limiting step for catalyst formation [60].

Fig. 19 Left: Representative 5� 5 μm2 AFM images of a highly oriented pyrolytic graphite

electrode after being subjected to potential step polarization from 0.75 to 0.97 V for (a) 0.2, (b)

0.5, (c) 1, (d) 2, (e) 4, and (f) 8� tmax (~10 s). Bars to the right of each image indicate the depth

with full scale values of (a) 20, (b) 30, (c) 50, (d) 75, (e) 75, and (f) 50 nm. Electrolyte conditions:

0.4 mM Co2+ and 0.02 M MePi, 1.97 M KNO3 electrolyte at pH 7.5 (2 M ionic strength). Right:
Plot displays coverage percentage of catalyst vs the normalized duration of potential step polar-

ization, t/tmax. Reproduced from [53]
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Additional electrokinetic data was acquired as a function of Co2+ concentration,

pH, and buffer (methyl phosphonate, MePi) concentration. In each case, Tafel plots

relating potential to the activation-controlled current density were obtained over the

range of electrolyte conditions. Interpolation of these plots permitted determination

of the respective reaction orders in Co2+ concentration, proton activity, and buffer

concentration [53]. These studies uncovered a first-order dependence on Co2+

concentration, indicating the reversible one-electron equilibrium defined by the

60 mV/decade Tafel slope involves one Co2+ ion, thereby excluding the possibility

of multi-nuclear solution species participating in the one-electron equilibrium in

question. It was also observed that the rate of deposition possesses an inverse third-

order dependence on proton activity. This result suggested that the coupling of three

proton transfers to the single cobalt one-electron transfer is what permits access to

Co3+ at these low potentials. The high degree of proton coupling in the oxidation of

the Co2+ precursor implicates a critical role for the MePi buffering species. Not-

withstanding its role as a PCET proton acceptor, MePimay coordinate to Co centers

in a conflicting inhibitory role. Interestingly, an inverse second-order dependence in

MePi is observed for buffer concentrations in excess of ~30 mM. At intermediate

buffer strengths, an inverse first-order dependence in MePi is found, and below

2 mMMePi, a plateau is observed implying that, at these concentrations, MePi is no

longer explicitly represented in the rate law for electrodeposition. On the basis of

Co2+/MePi binding calculations, one half of the second-order behavior was

explained as caused by coordination of the buffer to dissolved Co2+, whereas the

underlying first-order behavior, was attributed to buffering species that were bound

to clusters of the growing catalyst film. Thus, it was proposed that equilibrium

dissociation of buffering species from the surface was a critical prerequisite for

incorporation of newly oxidized Co centers. These findings are summarized in the

electrochemical rate law for catalyst formation [53]:

Fig. 20 (a) Koutecký–Levich plots Co-OEC catalyst film formation from 0.4 mM Co2+, 0.02 M

MePi, 1.97 M KNO3 electrolyte, pH 7.5 at applied potentials of (from top to bottom) 0.87, 0.88,
0.89, 0.90, 0.91, 0.92, 0.93, and 0.94 V. (b) Tafel plot of Co-OEC catalyst film formation from

0.4 mM Co2+, 0.02 M MePi, 1.97 M KNO3 electrolyte, pH 7.5 onto a Pt rotating disk electrode.

Activation controlled current density values ( jac) were derived from Koutecký–Levich analysis of

plots in (a). The Tafel slope is 60 mV/decade. Reproduced from [53]
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v ¼ kde p0 Co2þ
	 


aHþð Þ�3
MePi½ 	�1

exp
FE

RT

� �
; ð15Þ

where kdep0 is a potential-independent constant which is proportional to the

exchange current density for the electrodeposition process.

Within the framework of the Co-OEC structural model discussed in Sect. 3, it

was proposed that growth of the MCCs, and thus of the catalyst film itself, proceeds

via attachment of new Co fragments to the exposed edges of these clusters. The

proposed mechanistic model for Co-OEC film growth is shown in Fig. 21 [53]. A

portion of the expanding cobaltate cluster is shown to present the surface active

sites from which growth is proposed to occur. In this mechanistic model, surface

and solution phase reactions exist in equilibrium prior to the rate-limiting phase

transfer of Co to the growing catalyst surface. The exposed edge sites were

proposed to be directly coordinated to MePi buffering species in the resting state.

Further studies on model complexes (Sect. 6) suggest that the mode of inhibition by

MePi may more likely involve H-bonding to the surface of the clusters. Thus, the

Co(OH2)6
2+ solution precursor is proposed to undergo a one electron-proton minor

equilibrium PCET reaction to form a Co(OH)2(OH2)4
+ intermediate. Simulta-

neously, a surface equilibrium involving MePO3
2� dissociation and deprotonation

of a surface aquo species takes place. This heterogeneous equilibrium forms a

surface intermediate poised for rate-limiting binding of the solution-based Co

(OH)2(OH2)4
+ intermediate to effect catalyst growth by one Co center [53].

The above mechanistic insights into catalyst formation are critical for explaining

the self-repair process of Co-OEC films. We had shown previously through 57Co

radiolabeling of CoPi films that, when held at open circuit, cobalt slowly leached

out of films into bulk solution. Yet upon application of a potential bias sufficient to

trigger O2 evolution, Co was taken up from solution and redeposited on the catalyst

Fig. 21 Proposed mechanism of Co-OEC catalyst film formation. Adapted from [53]
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film (Fig. 22a) [89]. Moreover, it was shown that phosphate was a critical ingredient

to enabling this self-healing capacity (Fig. 22b) [89].

The mechanistic basis for Co-OEC self-healing is shown in Fig. 23a. The

electrodeposition process displays an inverse third-order dependence on proton

activity (see (5)) [53] compared to the inverse first-order dependence on proton

activity found for the OER mediated by Co-OEC [59] (see (4) and (11)). Thus, as

the pH is lowered, the potential necessary for catalyst formation increases much

faster than the corresponding rise in potential required for water oxidation catalysis

as shown in Fig. 23a. Extrapolation of the kinetic profile for catalyst assembly

reveals a crossover point at ca. pH 5.2. This self-healing behavior arises because, at

pH> 5.2, the potentials necessary to sustain catalyst film formation and growth are

well below the potentials required for water oxidation catalysis. Thus, upon appli-

cation of a potential sufficient to generate O2, ample driving force exists to

redeposit any Co2+ in solution that may have leached from the film in between

catalyst operation cycles. This repair process is only possible in the presence of a

good proton acceptor such as Pi, Bi, or MePi because these buffers not only maintain

a stable local pH at the electrode in order to prevent local acidification that can

trigger film dissolution, but they are also crucial for permitting the high degree of

proton coupling inherent in the oxidative deposition process itself (see (15)) [53].

Direct measurement of catalyst corrosion agrees with the results of Fig. 23a.

Whereas no dissolution is observed in pH> 6 Pi electrolyte under an applied bias,

catalyst corrosion is observed at pH 5 and below, even in the presence of Pi and

under anodic polarization [53]. This predicted dependence of the pH regime of

catalyst stability on Co2+ concentration (Fig. 23b) is in line with the observation in

the literature that adding 1 mM Co2+ to the electrolyte solution during catalyst

Fig. 22 (a) Percentage of 57Co leached from a CoPi catalyst film on an electrode: with a potential

bias of 1.3 V (NHE) (blue squares) turned on and off at the times designated and held at open

circuit potential (red circles). (b) Percentage of 57Co leached from Co-X (where X is a

non-buffering electrolyte such as SO4
2– or NO3

–) films on an electrode under a potential bias of

1.3 V (red circles) and 1.5 V (blue squares) (NHE) and held at open circuit potential (green
triangles). Phosphate was added at the time points indicated by the arrows. Adapted from [89]
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operation for oxygen evolution was critical to maintain functional stability at

pH 3.7 [57, 90]. The much lower potentials required for Co-OEC deposition in

buffered electrolytes at intermediate pH, relative to those required for O2 evolution

also provide an explanation for the observation that some molecular compounds

that are designed to be water oxidation catalysts form oxidic films upon decompo-

sition of the precursor compound [91–94]. This issue is discussed in further detail in

the next section. As we discuss below, it is critical that ligand scaffolds targeted for

homogeneous water oxidation catalysts both preclude the dissociation of free Co

ions into solution and maintain their integrity under the highly oxidizing conditions

during the OER.

6 Molecular Cobalt Complexes as Models for Co-OEC

Unlike the amorphous solids of Co-OECs, where structure at the most precise

atomistic level is undetermined, inorganic molecular complexes may be structur-

ally characterized precisely using X-ray diffraction. Accordingly, we turned our

attention to the use of multinuclear cobalt molecules, especially those with oxidic

ligands (O2–, OH–, and OH2), as models for the Co-OEC. We sought to use

spectroscopic handles of multinuclear molecular cobalt complexes to provide direct

comparisons to Co-OEC. For example, in Sect. 3.2 it was shown how EPR studies

on the molecular cobalt cubane Co4O4(OAc)4(py)4
+ provided evidence that the

EPR signal that arises from Co-OEC at anodic potentials is produced by a

delocalized CoIV valency.

Following in this theme, this section is organized to provide an overview of our

research efforts in this area of cobalt model complexes. The aim is not to provide a

review of the molecular water oxidation catalysts, cobalt-containing or otherwise,

Fig. 23 (a) pH dependence of the potential for catalyst film formation (black filled circle) and
oxygen evolution (red-filled square) at jac¼ 30 μA/cm2. (b)Fraction ( f ) of catalyst film dissolved

after 1 h vs pH for electrodes poised at 1 (blue-filled square) and 0 (red-filled square) mA/cm2 in

0.04 M Britton�Robinson buffer. Lines are presented to guide the eye. Adapted from [53]
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but to highlight the results obtained from studying molecules that have refined our

thinking with regard to the mechanisms germane to the activity of Co-OEC.

6.1 Co4O4 Cubanes Model Complexes: Co(III)/Co(IV)
Self-Exchange and Film Conductivity

The Co4O4 cubanes have proven to be very useful models of the Co-OEC. A

number of molecules in this class have been reported, and they are distinguished

by the ligands, such as pyridines, bipyridines, acetates, or benzoates, which stabi-

lize the metal-oxo core [95–100]. The Co4O4(OAc)4(py)4 cubane, 1, and the

derivatives thereof, first synthesized by Das and coworkers [95], were not only

shown to be useful for EPR studies, but have also been explored as discrete water

oxidation catalysts [101–103]. Though some evidence of electrochemical water

oxidation was presented in these studies, the primary mode of characterization of

the water oxidation activity was through the use of a photochemical assay, utilizing

Ru(bpy)3
2+/persulfate as the photosensitizer/sacrificial oxidant. Because two oxi-

dizing species (i.e., Ru(bpy)3
3+ and SO4

–•) are created following the absorption of a

photon, it is difficult to draw mechanistic conclusions from this photochemical

assay as the driving force is not well defined. Therefore, we decided to explore the

mechanism by electrochemical methods, which permit precise control over the

electrode potential, and thus the driving force of the reaction.

It was discovered during these studies that the reported oxygen evolution activity

could not be reproduced. Further investigation revealed that the earlier reports had

used samples of 1 that had not been purified by silica gel chromatography, which

was found to be essential for removing CoII impurities from the as-synthesized

material [104]. The CoII impurity was found to be a precursor to the formation of

the active catalyst, Co-OEC. Figure 24 shows a comparison of the electrochemical

and photochemical responses of purified and crude samples of 1. In both experi-

ments, the oxygen evolution activity decreases significantly once the impurity is

removed.

The lack of significant water oxidation activity for 1 suggests the need for a

solvent accessible coordination site on the periphery of the metal cluster. For the

Co-OECs, the edge sites of the cobaltate clusters provide these points of access and

are the likely active sites for catalysis. However, because the metal ligand bonds in

the oxidized cubane 1+ are inert because of the low-spin electronic structure of the

CoIII and CoIV atoms, the complex is resistant to protonolysis and hydrolysis. This

leads to a stable molecule, but the peripherally coordinated ligands present a barrier

to the formation of CoIV–O intermediate, which is presumably a key catalytic

intermediate. Further research is needed to develop novel ligand architectures that

can stabilize a Co4O4 core and at the same time provide open coordination sites for

water or hydroxide ligands capable of participating in redox-leveling PCET events.
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The Co4O4 core has provided a platform for the study of the PCET properties

associated with charge transfer through the films. The molecule

Co4O4(OAc)2(bpy)4
2+, 2, first synthesized by Christou and coworkers [97], also

contains a Co4O4 core, but differs in overall charge from the cubane of Das, 1,

because of the replacement of two acetate ligands by neutral bipyridines (Fig. 25a).

Fig. 24 (a) Background corrected CVs of crude (black-dashed line) and purified (red-solid line)
samples of 1 (0.852 mg/mL) in 0.2 M KPi buffer, pH 7. (b) Solution [O2] measurements during

illumination of (black-solid line) crude and (red-solid line) purified samples of 1 (0.33 mM), and

(green-solid line) without added 1. Photochemical reactions were performed in the presence of

0.5 mM Ru(bpy)3
2+, 35 mM Na2S2O8, and 100 mM KPi pH 7 buffer. Adapted from [104]

Fig. 25 (a) PCET square scheme for the oxidation of the molecular model cubane, 2-H+. Though

the hole in the oxidized cubane is delocalized, we depict the CoIV centers (blue) and CoIII centers

(red) solely for illustrative purposes. For clarity, the ligands are not depicted for 2-H+, 3, and 3-H+.

(b) Pourbaix diagram of cubane 2 constructed from CV scans at 0.1 V s–1. The green, red, and
black dots correspond to three separate sets of data. Labels depicted the zones of thermodynamic

stability for 2, 2-H+, and 3. Adapted from [105]
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Cubane 2 exhibits a reversible CoIVCoIII3/Co
III

4 couple with an E1/2¼ 1.25 V vs

NHE at pH> 4. Below pH 4, the E1/2 value becomes progressively more positive,

exhibiting a slope of –55 mV/pH unit at pH< 2 (Fig. 25b). The electrochemical

response in the low pH region of the Pourbaix diagram is indicative of a

one-electron, one-proton transfer of a protonated species, 2-H+, with a pKa¼ 3.1,

to a deprotonated, oxidized cubane, 3. Because a second plateau region was not

observed at high potentials, the pKa of the protonated form of 3 must be pH< 0.

As charge transport through Co-OEC films is thought to proceed via electron and

proton hopping between CoIII–OH to CoIV–O species (Sect. 4.2), we sought to isolate

the kinetics of this PCET event by interrogating the mechanism by which 2-H+ is

converted to 3 [105]. We were interested in comparing the bidirectional reaction, in

which the electron and proton are transferred to separate chemical species, to the

unidirectional reaction, in which they are transferred to the same species. By varying

the scan rate in cyclic voltammogram experiments, the heterogeneous ET rate con-

stant was extracted by comparing the simulated CV overlaid with the experimental

data. Using this method, it was found that the rate constant for the PCET reaction at

pH 1 was kPCET¼ 0.17 cm s–1, an order of magnitude smaller than the simple ET rate

constant measured at pH 4, kET¼ 2 cm s–1. The lack of an observable kinetic isotope

effect (KIE) at pD¼ 1 indicated that the PCET reaction at the electrode surface is

stepwise, proceeding by an equilibrium proton transfer followed by a rate-limiting

electron transfer (PTET). This stepwise pathway was also found to be manifested in

the bidirectional PCET reaction between [Ru(bpy)3]
2+ and 3 at pH or pD¼ 1. In this

homogeneous reaction, 3was reduced to 2-H+ by [Ru(bpy)3]
2+ with a driving force of

~100mV. Stopped-flow kinetic measurements resulted in near identical second-order

rate constants (~1� 106 M–1 s–1) in H2O and D2O. As in the heterogeneous reaction,

the lack of an observable KIE indicated a stepwise PTET mechanism.

The unidirectional PCET self-exchange reaction between 3 and 2-H+ was

interrogated further using NMR line broadening analysis. The rate constant for

this reaction at pH 1, kSE1¼ 5.6� 104 M–1 s–1, was found to be only a factor of ~5

slower than the simple self-exchange ET reaction at pH 4, kSE4¼ 3.0� 105 M–1 s–1.

As a comparison, the expected rate constant at pH 1 for the stepwise self-exchange

PTET reaction constant can be calculated using kSE4 and the acid dissociation

constant of 2-H+ according to

kSE1 ¼ kSE4
Ka

Hþ½ 	 ¼ 3:0� 105 M�1 s�1 10
�3:1M

10�1M
¼ 2400 M�1 s�1: ð16Þ

Because the calculated rate constant is less than one twentieth of the experimentally

determined value, a concerted proton-electron transfer, CPET, mechanism is impli-

cated for this unidirectional PCET event. This supposition was confirmed by the

measurement of a significant KIE¼ 4.3 for the self-exchange reaction at pH 1,

which suggests that proton tunneling is involved in the rate-limiting step. Taken

together, these results indicate that the unidirectional pathway provides an
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activation barrier significantly lower in energy than the intermediates of the step-

wise reactions.

The CoIII/IV self-exchange reaction is directly relevant to Co-OEC catalysis.

During OER, the catalyst is poised at a potential to maintain the CoIV oxidation

state. Hole propagation through the film may occur by self-exchange with CoIII. In

this way the oxidizing hole equivalents may move from the electrode surface

through the film. The fairly high self-exchange CoIII/IV rate constant measured for

the cubane indicates that the Co-OEC film may be sufficiently conductive by a hole

hopping mechanism.

6.2 Co7 Clusters: Co
II-CoIII Self-Exchange and Co-OEC

Deposition

Co-OEC deposition and growth is driven by the oxidation of aqueous Co2+ to Co3+.

When considering the mechanism of how this oxidation is coupled to deposition,

we were confronted by the unresolved issue regarding the anomalously high

observed self-exchange rate constant for the Co(OH2)6
3+/2+ couple [106,

107]. Because of the low-spin to high-spin transformation that takes place when

Co(OH2)6
3+ is reduced to Co(OH2)6

2+, a large (~0.2Å) change in inner-sphere bond
lengths is observed. Consequently, Marcus theory predicts a very slow self-

exchange rate constant for this reaction. However, experiment does not bear this

out, as a kSE of 5 M
–1 s–1 has been measured [108], which is six orders of magnitude

higher than predicted by theory [109].

We sought to address this issue by interrogating this redox couple in the context

of a relevant molecular framework [110]. Such a framework is afforded by a

heptanuclear cluster, 4, shown in Fig. 26. The heptanuclear core of this molecule

closely resembles the minimal cobaltate cluster unit of the Co-OEC, as determined

from EXAFS studies on thin films (Fig. 5a).

Complex 4 has, as have a number of heptanuclear cobalt clusters, previously

been synthesized as a potential single-molecular magnet, [111, 112]. Cluster 4 is

distinguished from other known clusters by the μ3-OH bridging units surrounding

the central cobalt atom. This oxidic ligand environment is precisely that of Co-OEC

and additionally provides a similar ligand field stabilization for the central cobalt

atom as is found for cobalt hexaaqua complexes. Chemical oxidation of 4 with

1 equiv. of Ag+ leads to an oxidized complex, 5, which was structurally character-

ized using X-ray diffraction. Bond distance analysis in conjunction with magnetic

measurements confirmed that the central cobalt’s oxidation state was CoIII with a

low-spin electronic configuration. The crystal structure also revealed hydrogen

bond interactions between the triflate anions and the protons of the μ3-OH ligands

(Fig. 26), and NMR measurements established that this interaction was strong

enough with 5, but not 4, to be maintained in solution.
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The kinetics of the self-exchange electron transfer (ET) between 4 and 5 were

measured using an isotope scrambling experiment. The second-order rate constant

was found to be 1.53� 10–3 M–1 s–1 at 40�C and to depend inversely on triflate

concentration. This observation defined a mechanism for the self-exchange which

involved an equilibrium dissociation of a hydrogen-bonded anion from 5 prior to

rate-determining electron transfer (Fig. 27).

The slow observed rate constant is important in the context of the anomalous

self-exchange rate constant for Co(OH2)6
3+/2+ electron transfer. For the

Co(OH2)6
3+/2+ self-exchange reaction, an inner-sphere ET mechanism involving a

water bridge was hypothesized to account for the fast rate of electron exchange.

Because the two exchanging cobalt atoms, at the center of the clusters in 4 and 5,

are shielded from each other by the surrounding cobalt atoms and ligands, an inner

sphere ET between these centers is precluded. Because a slow self-exchange ET

rate constant was measured in this model study – consistent with the large bond

Fig. 26 Top: Synthetic scheme for the oxidation of 4 to 5. Middle: Top down view of

co-crystallized (left) 4 and (right) 5 with anions removed for clarity. Bottom: Side-on view of

co-crystallized (left) 4 and (right) 5 with triflate anions shown. Adapted from [110]
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distance changes associated with a low-spin CoIII to high-spin CoII transformation –

it was concluded that an inner-sphere water bridge mechanism can account for the

anomalous kSE for the Co(OH2)6
3+/2+ exchange reaction.

Taken together, these results, in combination with others discussed above, have

led to a new proposed mechanism of Co-OEC deposition. The original proposed

mechanism, shown in Fig. 21, is consistent with the experimental rate law (15),

which is distinguished by an inverse dependence on the MePO3
2� anion and a

potential-dependent equilibrium ET. However, in an initial analysis, it was pro-

posed that the MePO3
2� anion was bound as an inner-sphere ligand to a surface

exposed CoIII. It is known that ligand substitution at CoIII atoms is usually slow

because of the inert nature of d6, low spin complexes, and therefore it is unlikely

that this type of bond cleavage could exist in a fast equilibrium step. A more

plausible explanation for the equilibrium dissociation of the buffer anion, which

is consistent with the model studies above, involves a hydrogen-bonded MePO3
2�

species, which rapidly associates and dissociates with surface edge site of the

Co-OEC. Once the anion dissociates, a site is opened for solution-based Co2+ to

bind before subsequent oxidation to CoIII.

The precise mechanism by which CoII is oxidized to CoIII during steady state

film growth can now also be re-evaluated. Based on the studies described in

Sect. 4.2, it is now known that ET occurs by hole hopping through the film. This

is in contrast to the initial proposal, which involved an ET from CoII in solution

directly to the underlying electrode. Moreover, a film-mediated ET mechanism is

implicated because film growth proceeds efficiently even when the thickness of the

film exceeds length scales that could allow electrons to tunnel from the solution

directly to the electrode (i.e., 5–10 nm). The issue then becomes what is the nature

of the ET process that supports catalyst deposition.

The EPR studies on the Co-OEC films demonstrated that at 1.03 V (vs NHE) a

signal for CoIV can be observed (Fig. 8a). This potential is only 100–200 mV more

positive than the potential region investigated by Tafel analysis for the deposition

mechanism (Fig. 20b). Therefore, these data suggest that the minor equilibrium ET

leads to the oxidation of the CoIII film to a minor CoIV species – the same species as

Fig. 27 Electron transfer scheme for the self-exchange reaction between model clusters 4 and 5.

KD is the dissociation constant of the hydrogen bonded triflate anion from the oxidized cluster, 5.

The asterisks signify the isotopic label used to monitor the exchange reaction. Adapted from [110]
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the resting state of the Co-OEC catalyst during catalytic turnover – which then

“diffuses” to the surface of film in a series of self-exchange ET events. The

diffusion process is analogous to the one described in Sect. 4.2 for the catalytic

intermediate Co2
IV form of the catalyst (Fig. 14), but instead involves a lower

oxidation state of the film. Because the hopping mechanism can be thought of as a

PCET self-exchange reaction between small domains in the Co-OEC films, CoIII/IV

self-exchange studies with molecular model complexes, such as the cubanes, 2-H+

and 3, offer helpful insights. Studies of these Co4 cubanes showed that the CoIII/IV

CPET self-exchange reaction is indeed rapid (possessing a rate constant on the

order of 105 M–1 s–1) and revealed that intrafilm CoIII/IV hole hopping can indeed

sustain the facile film growth. As a point of comparison, an exchange reaction

between CoII and CoIII in an oxidic ligand field (as in the case of the Co7 compounds

4 and 5) is eight orders of magnitude slower (~10–3 M–1 s–1).

A revised model for the mechanism of Co-OEC growth is presented in Fig. 28.

The dissociation of a hydrogen-bonded MePO3
2– is coupled to proton loss from the

film. This increases the electron-donating ability of the inner-sphere hydroxide

ligands, which in turn makes the surface-exposed CoIII species more susceptible

to oxidation. The oxidation of the exposed CoIII to CoIV is coupled to a

deprotonation in a PCET event, and, in solution, a Co(OH2)6
2+ species is in

minor equilibrium with its deprotonated form, Co(OH)(OH2)5
+. Following the

interaction of the solution species with the surface of the film, likely through an

inner-sphere bridging species, a comproportionation of the CoIV and CoII species

into two CoIII species leads to the growth of the film by one cobalt atom. The rate-

determining chemical step is likely the inner-sphere ET comproportionation. This is

predicted to be a slow event because a CoII species is being oxidized to CoIII,

leading to large changes in bond lengths. Importantly, because this ET does not

involve the electrode directly, its influence on the Tafel slope is indistinguishable

from a “chemical” step, which is usually considered to involve the formation or

cleavage of chemical bonds.

Fig. 28 New proposed mechanism of Co-OEC film formation
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7 Outlook

The electrodeposition and OER catalysis of molecular cobaltate clusters may be

established by self-assembly from solution. They are comprised of disordered Co–

O clusters with sizes within the molecular to nanoscale range. The Co-OECs are the

first self-healing catalysts of any type and they function at neutral pH. Catalysis

occurs at active sites throughout the porous films and as a result proton-electron

transport is a crucial determinant of the overall activity of these materials. A mixed

valence CoIII/IV resting state is revealed from spectroscopic studies and CoIV

intermediates are implicated in the catalytic cycle. Molecular model compounds

have shed light on the kinetics of proton-coupled self-exchange reactions within the

film as well as the buffer-binding process at electrolyte-exposed sites. The interac-

tion of buffer oxoanions with the edges of the clusters during growth appears to be

the basis for the electrolyte-dependent domain sizes observed in these materials. As

such, these systems may be ideal for the exploration of redox leveling in

electrocatalysis. Yet this requires the elucidation of precisely how deposition

conditions direct catalyst structure. The exact details of the rate-limiting step

(possibly O–O bond formation) are yet to be revealed, and additional isotopic

labeling studies are required (in concert with a determination of aquo and hydroxo

exchange rates in these materials) in order to understand this step more definitively.

Analogous catalyst films based on Ni [14–16] and Mn [12, 13] have also been

developed. These systems are also highly promising OECs under slightly alkaline

(Ni) and acidic (Mn) conditions. The lessons learned from the CoPi system offers

encouragement that new reaction pathways and redox tuning may be realized by the

self-assembly of mixed-metal films with a rationally controlled mesostructure.

References

1. Yang Z, Zhang J, Kintner-Meyer MCW et al (2011) Chem Rev 111:3577–3613

2. Cook TR, Dogutan DK, Reece SY, Surendranath Y, Teets TS, Nocera DG (2010) Chem Rev

110:6474

3. Lewis NS, Nocera DG (2006) PNAS 103:15729

4. Grimes CA, Varghese OK, Ranjan S (2008) Light, water, hydrogen: the solar generation of

hydrogen by water photoelectrolysis. Springer, New York

5. Lewis NS (2007) Science 315:798

6. Turner JA (1999) Science 285:687

7. Pijpers JJH, Winkler MT, Surendranath Y, Buonassisi T, Nocera DG (2011) Proc Natl Acad

Sci USA 108:10056

8. Reece SY, Hamel JA, Sung K, Jarvi TD, Esswein AJ, Pijpers JJH, Nocera DG (2011) Science

334:645

9. Torella JP, Gagliardi CJ, Chen JS, Bediako DK, Col�on B, Way JC, Silver PA, Nocera DG

(2015) Proc Natl Acad Sci USA 112:2337

10. Nocera DG (2009) Inorg Chem 48:10001

11. Nocera DG (2009) ChemSusChem 2:387

12. Huynh M, Bediako DK, Nocera DG (2014) J Am Chem Soc 136:6002

210 D.K. Bediako et al.



13. Huynh M, Bediako DK, Liu Y, Nocera DG (2014) J Phys Chem C 118:17142

14. Dincă M, Surendranath Y, Nocera DG (2010) Proc Natl Acad Sci USA 107:10337

15. Bediako DK, Lassalle-Kaiser B, Surendranath Y, Yano J, Yachandra VK, Nocera DG (2012)

J Am Chem Soc 134:6801

16. Bediako DK, Surendranath Y, Nocera DG (2013) J Am Chem Soc 135:3662
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Surface Plasmon-Assisted Solar Energy

Conversion

Georgios Dodekatos, Stefan Schünemann, and Harun Tüysüz

Abstract The utilization of localized surface plasmon resonance (LSPR) from

plasmonic noble metals in combination with semiconductors promises great

improvements for visible light-driven photocatalysis, in particular for energy con-

version. This review summarizes the basic principles of plasmonic photocatalysis,

giving a comprehensive overview about the proposed mechanisms for enhancing

the performance of photocatalytically active semiconductors with plasmonic

devices and their applications for surface plasmon-assisted solar energy conversion.

The main focus is on gold and, to a lesser extent, silver nanoparticles in combina-

tion with titania as semiconductor and their usage as active plasmonic

photocatalysts. Recent advances in water splitting, hydrogen generation with sac-

rificial organic compounds, and CO2 reduction to hydrocarbons for solar fuel

production are highlighted. Finally, further improvements for plasmonic

photocatalysts, regarding performance, stability, and economic feasibility, are

discussed for surface plasmon-assisted solar energy conversion.

Keywords CO2 reduction � Plasmonic catalysis � Solar energy for fuels � Water

splitting
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1 Introduction

Solar energy – as a clean and abundant energy source – has great potential for

tackling the upcoming shortage of energy resources. The increasing energy demand

and the great dependence of society on fossil fuels will eventually result in depleted

energy supplies and advancing environmental pollution. The main issue of solar

energy utilization is the efficient conversion to electricity or chemical energy.

Furthermore, because of the natural fluctuation of this renewable energy, energy

storage becomes another issue which has to be solved. In this regard, the conversion

of solar energy to chemical fuels has attracted great interest. Hydrogen, a clean and

energy dense compound, is a promising solar fuel. After the discovery of water

splitting using TiO2 photoanodes by Fujishima and Honda [1], much effort has been

devoted to solar energy conversion to chemical energy through water splitting for

hydrogen generation [2]. The idea of artificial photosynthesis for conducting

thermodynamic uphill reactions to store energy in molecular bonds (and in doing

so, mimicking nature) opens a path for overcoming the aforementioned environ-

mental and energy problems.

In principle, photon absorption in semiconductors results in electron excitation

with concomitant generation of holes, which can both be used to drive chemical

reactions on the surface of the semiconductor. Generally, two main drawbacks have

to be considered when semiconductors are used as photocatalysts. First, most

semiconductors suffer from high bandgap energies and hence poor visible light

harvesting (solar light consists of 44% visible light). Second, low quantum effi-

ciencies hamper high photocatalytic performances; that is, generated charge car-

riers in the semiconductor recombine and the energy is lost in heat instead of

driving catalysis on the surface. Many attempts such as transition metal doping

[3], anion doping [4], dye sensitization [5], and heterojunctions have been made to

overcome these drawbacks [6, 7].

Recently, the utilization of plasmonic metal nanoparticles for photocatalysis has

gained great interest for boosting the performance of semiconductors [8]. The term

plasmonic photocatalysis was coined by Awazu et al. in 2008, where the beneficial

effect of combining plasmonic metals with semiconductor photocatalysts was

demonstrated [9]. Plasmonic metals with their exceptional properties have resulted

in various applications reported in the literature ranging from the well-known effect
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for surface-enhanced Raman spectroscopy (SERS) [10, 11], photovoltaics [12],

optical sensors [13], catalytic sensors [14], biotechnology [15, 16], and heteroge-

neous catalysis [17] among others. In that sense, plasmonic photocatalysts for solar

fuel production is the next step for exploiting the great properties of these materials.

The utilization of localized surface plasmon resonance (LSPR) offers a great

opportunity for tackling the limiting factors of photocatalysts for efficient perfor-

mance under visible light irradiation. Besides the use of plasmonic photocatalysts

for solar fuel production in the form of H2 via photo(electro)chemical water

splitting [8, 18–30], they have also been used for H2 production from organic

compounds [31–42] and CO2 reduction [43–49]. Furthermore, their applications

in water purification [50–67] and organic synthesis [68–71] were also reported.

Gold and silver nanoparticles (NPs) in combination with semiconductor

photocatalysts are mainly investigated in the literature because of their outstanding

extinction cross sections, i.e., the sum of absorption cross section and scattering

cross section [72].

In this chapter we first show the basic concept of the LSPR effect in noble metal

NPs and discuss the mechanisms for enhancing the photocatalytic activity of

semiconductors. In the second half of this chapter we present some applications

of plasmonic photocatalysts for solar energy conversion to chemical energy through

water splitting to H2 and CO2 conversion to hydrocarbons.

2 Principles of Localized Surface Plasmon Resonance

In this section, the basic principle of the localized surface plasmon resonance

(LSPR) effect is briefly discussed. A short introduction is necessary in order to

understand the working process and to use this knowledge for understanding

plasmonic photocatalysis, which is elucidated later. More elaborated and detailed

introduction to the LSPR phenomenon is reported elsewhere [72–74].

Reducing the size of metals to the nanoscale changes the optical properties of

these materials tremendously. Electromagnetic fields with suitable frequencies are

capable of inducing coherent oscillations of free electrons in the conduction band of

metal nanoparticles. When the electron cloud is shifted relative to the particle,

Coulomb forces from the positive nuclei act as a restoring force, which results in

oscillations of the electron cloud as schematically illustrated in Fig. 1.

LSPR occurs when the oscillation frequency of the electron density and the

incident light are in resonance. The oscillation of the surface plasmon causes high

absorption and scattering-cross sections, together with great enhancement of the

local electromagnetic field near the particle’s surface [75]. For some metals,

including gold and silver, the absorption maximum lies within the visible range;

this makes them suitable for visible light-driven photocatalysis. The absorption

spectra of metal nanoparticles (NPs) can be tuned over a wide range within the

visible light spectrum by varying different parameters, including the dielectric

environment and morphology, dimensions, and type of metal of the plasmonic
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NP. All these factors influence not only the absorbance intensity but also the peak

position and width. The dependence of the surface plasmon band position on the

dielectric environment was studied experimentally [76–78] and theoretically by

computer simulation [77, 79, 80]. For spherical particles, the extinction cross

section can be calculated using Mie theory, which is derived from Maxwell’s
electromagnetic theory. The extinction cross section Cext is given by

Cext ¼ 2π

k2

X1

l¼1

2lþ 1ð ÞRe al þ blð Þ; ð1Þ

where k¼ 2π/λ and the coefficients al and bl are given by

al ¼ m2 jl xð Þ x jl xð Þ½ �0 � jl xð Þ mx jl mxð Þ½ �0

m2 jl mxð Þ xh
1ð Þ
l xð Þ

h i0
� h

1ð Þ
l xð Þ mx jl mxð Þ½ �0

; ð2Þ

bl ¼ jl xð Þ x jl xð Þ½ �0 � jl xð Þ mx jl mxð Þ½ �0

jl mxð Þ xh
1ð Þ
l xð Þ

h i0
� h

1ð Þ
l xð Þ mx jl mxð Þ½ �0

; ð3Þ

where x¼ ka (a being the sphere radius), m2¼ ε1/ε0, (ε1 and ε0 being the dielectric

functions of the NP and the surrounding medium, respectively), jl(x) is the spherical
Bessel function, and hl

(1)(x) is the spherical Hankel function [81]. Solving (1) for

spheres with different diameters shows that the extinction maximum of NPs

red-shifts (i.e., shifts to longer wavelengths) and broadens for larger particles and

surrounding media with higher refractive indices [81].

The surface plasmon peak of the metallic particles depends on several parame-

ters, including their composition, dimensions, size, and shape. Chen et al. [82]

Fig. 1 Schematic plasmon oscillation for a metal sphere induced by the electric field of incident

light
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investigated the shift of the plasmon peak of gold nanoparticles with various shapes

as a function of the refractive index of the environment. The authors found a linear

dependence of the plasmon peak on the refractive index for all shapes studied. A

linear response of the surface plasmon resonance was also found by discrete dipole

approximation (DDA) [83]. Interestingly, the response to changes in the refractive

index of the surrounding medium was found to be very different for different

shapes. In Chen’s study, Au nanospheres exhibited the smallest refractive index

sensitivity whereas Au nanobranches exhibited the largest refractive index sensi-

tivity. The strong dependence of the surface plasmon peak position on the sur-

rounding medium is frequently used in biosensors. Further details on this topic are

outside the scope of this chapter, but can be found in several reviews [13, 84, 85].

The size of plasmonic particles can easily be adjusted during synthesis, thus

allowing for tuning of their light absorption abilities [86]. Figure 2 shows extinction

spectra of Au rhombic dodecahedra [87] (Fig. 2a) and Ag nanocubes [88] (Fig. 2b).

Both spectra show two major changes in the extinction coefficient as a function of

edge length. First, increasing the edge length leads to a bathochromic shift (red

shift) of the surface plasmon. Second, increasing the edge length leads to broader

peaks. These two features are typically observed for plasmonic particles of all

shapes [13, 89–91].

Another way to tune the LSPR to obtain the desired properties is to vary the

shape of the plasmonic particles. In contrast to spherical NPs, nanorods possess two

plasmon peaks because of their lower symmetry. One peak belongs to oscillations

along the major axis whereas the other peak belongs to oscillations perpendicular to

the major axis [91]. By varying the size of the nanorods along the major axis, the

position of the plasmon absorption peak belonging to oscillations along the major

axis shifts its spectral position, whereas the other peak (belonging to oscillations

perpendicular to the major axis) is shifted only slightly [91].

Fig. 2 (a) Size-dependent resonance wavelength of Au rhombic dodecahedra with different edge

lengths. Reprinted with permission from [87]. Copyright 2013, Royal Society of Chemistry. (b)

UV–vis extinction spectra of suspended Ag nanocubes with different edge lengths. Reprinted with

permission from [88]. Copyright 2010, American Chemical Society
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3 Mechanisms of Plasmonic Photocatalysis

In many studies, plasmonic catalysts supported on semiconductors were reported to

be highly active and selective for a wide range of reactions including selective

oxidation of alcohols [71, 92], water splitting [8, 18, 29, 31, 93], and pollutant

degradation [55, 58, 67, 94] under visible light irradiation. The mechanistic prin-

ciples responsible for the high selectivities and activities under visible light illumi-

nation are the subject of controversial discussions in the literature and remain

inconsistent within the field. Fundamentally, six different mechanisms have been

discussed which include (1) direct electron transfer (DET), (2) local electromag-

netic field enhancement (LEMF), (3) resonant energy transfer, (4) plasmonic

heating, (5) light scattering, and (6) dipole–dipole interactions [8, 23, 95–101].

The type of mechanism for a certain reaction strongly depends on the design of

the photocatalysts. For example, scattering only plays a limited role in small metal

NPs, although separating the metal NPs from the semiconductor with an insulator

prohibits the DET mechanism. Most attention is focused on the DET and the LEMF

mechanism, but experimental evidence was also found for the other mechanisms.

Herein, a brief introduction into the mechanistic details regarding the beneficial

effect of LSPR towards the photocatalytic performance of semiconductors is given.

The reader is referred to previous reviews discussing the proposed mechanisms in

more detail [17, 100].

It should be mentioned that the so-called direct photocatalysis with plasmonic

metal nanoparticles, where metal nanoparticles act both as light absorber and

catalytic sites, is not the focus in this review. In contrast to indirect plasmonic

photocatalysis, where plasmonic metal NPs enhance the performance of nearby

semiconductors, in direct photocatalysis the photocatalytic reactions are catalyzed

directly on the surface of metal nanoparticles. Hence, different reaction pathways

are expected for direct and indirect plasmonic photocatalysis. For true direct

plasmonic photocatalysis by metal nanoparticles, only (if at all) optically inactive

supports should be used for preparation of the catalyst. Because there is an overlap

in the literature regarding direct and indirect plasmonic photocatalysis for metal

particles supported on various oxide supports, some reported results in this review

might also be assigned to direct plasmonic photocatalysis. Nonetheless, it has to be

emphasized that the main subject here is the synergistic effect of plasmonic metal

nanoparticles and optically active semiconductors that can be used for solar energy

conversion to fuel. The reader is referred to previous reviews covering the principle

and applications of direct plasmonic photocatalysis [102–104].

3.1 Direct Electron Transfer

The direct electron transfer (DET) mechanism describes the injection of so-called

hot electrons into the conduction band (CB) of semiconductors [8]. The conduction
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band electrons of the metal NP are excited through LSPR in the visible region of the

electromagnetic spectrum. The remaining positive holes are capable of oxidizing

different substrates, which is a key step for (selective) oxidation reactions. Under

deaerated conditions in aqueous solution, the injected electrons reduce water to H2

(Fig. 3a). This is in contrast to conventional photocatalysis (Fig. 3b), where

photogenerated electrons in the semiconductor are transferred to the metal NPs,

which act as electron sink. The beneficial charge separation effect resulting from

the Schottky junction between semiconductor and metal NP [97] differs mechanis-

tically from the effect of LSPR of plasmonic metal NPs [31]. Depending on the

wavelength of the incident light, the electrons are either generated in the metal NP

and subsequently transferred to the CB of the semiconductor (LSPR absorption

wavelength, usually visible light) or transferred from the semiconductor’s CB to the

metal NP (irradiation suitable for bandgap excitation, usually UV light). Many

research groups assigned their experimental observations to the direct electron

transfer mechanism [26, 31, 50, 105–126].

The first experimental evidence for direct electron transfer from Au NPs to TiO2

was found by Tian and Tatsuma in 2005 via photoelectrochemical analysis

[127]. Spectroscopic measurements were conducted on Au/TiO2 film photoanodes

under white light irradiation in an N2-saturated electrolyte containing ethanol as

sacrificial electron donor. The observed increase in absorbance at 680 nm during

irradiation was attributed to electrons in the CB of TiO2 injected from Au NPs.

Control experiments with bare TiO2 photoanodes showed no absorbance changes at

680 nm. Later on, Tian’s group reported similar results with visible light active

Pt/TiO2 nanocomposites [128]. Furthermore, reduced absorbance of the plasmon

resonance of the Au NPs during white light irradiation in anaerobic conditions

confirmed a decrease in electron density in the Au NPs because of electron transfer

to TiO2. This observation was further confirmed by Zheng et al. in 2011 using

Au/TiO2 microspheres, where the LSPR absorbance almost vanishes after 10 min

visible light irradiation in N2-saturated aqueous solution [129]. Femtosecond

Fig. 3 (a) Charge carrier separation within the semiconductor under UV light irradiation and

subsequent electron transfer to a metal NP. (b) Excitation of the surface plasmon of a metal NP by

visible light and subsequent electron transfer via DET to the CB of a semiconductor
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transient absorption spectroscopy with simultaneous probing in the infrared

(IR) region performed by Furube et al. in 2007 gave further indication of an electron

transfer mechanism [130]. It was shown that the electron transfer from Au NPs to

TiO2 upon optical excitation of the plasmon band at 550 nm was accomplished

within 240 fs (the time resolution of the apparatus). Later, more precise experiments

showed that the electron transfer occurred in 50 fs or faster [131]. Interestingly,

action spectrum analysis of Au/TiO2 shows two maxima of the electron injection

yield at different wavelengths deviating from the LSPR absorption maximum. It

was suggested that two different electron injection pathways into TiO2 occur,

namely direct electron transfer and local electromagnetic field enhancement

(Fig. 4) [132]. These results are in contrast to the results reported from Tian

et al. [133] and Nishijima et al. [108] but in good agreement with the measurements

of Priebe et al. [134].

Long et al. showed a poor match between the LSPR absorption of Au NPs on

TiO2 and photoelectrochemical measurements [38]. It was concluded that only high

energy charge carriers excited at around 420 nm were able to migrate to TiO2.

Further evidence for DET was found by electron spin resonance (ESR) analysis.

Visible light irradiation of Au/P25 (P25: anatase/rutile mixture¼ 4:1) in an oxygen

atmosphere results in strong ESR signals assigned to peroxo-type oxygen anions

(O–O�) formed at the Au/TiO2 interface [92]. However, no ESR signals were

detected when Au/P25 was not irradiated and only weak signals were detected for

analogous Au/rutile and Au/anatase samples. These results indicate that the contact

between Au NPs and both TiO2 phases is necessary for efficient O2 reduction.

Priebe et al. furthermore correlated the ESR signal intensities of conduction band

electrons at O vacancies of Au/P25 with the irradiation wavelength and showed a

matching response to the LSPR of Au [134]. Long et al. tracked the ESR signal

intensity of Ti3+-surface states for Au/TiO2 (anatase nanosheets) under visible light

irradiation and also assigned their results to an electron injection mechanism [38].

Fig. 4 Electron injection yield from gold NPs to TiO2 NPs as a function of excitation wavelength

(gray solid line) and absorption spectrum of the same film (dotted line). Reprinted with permission

from [132]. Copyright 2013, Elsevier
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The previous examples with Au and TiO2 demonstrate the concept of DET.

Certainly, the applicability of the DET mechanism is not only limited to the case of

Au/TiO2, but depends on the electronic structure of the metal/semiconductor

combination. Figure 5 illustrates the band edge positions of some common semi-

conductor materials used for photocatalysis and the position of the work function

for typical metals used for plasmonic photocatalysis. The figure also shows the

redox potential for some important redox couples. The oxidation of water to form

molecular oxygen and protons and the reduction of protons to form molecular

hydrogen (i.e., overall water splitting) are key reactions for solving the energy

problem, as hydrogen and oxygen can be used in fuel cells to generate electrical

energy without forming environmentally harmful products or greenhouse gases

such as CO2. As seen in Fig. 5, overall water splitting with metal NPs supported

on semiconductors under light illumination with wavelengths greater than the

bandgap of the semiconductor is not possible. This is because the work function

of metals suitable for visible light plasmonic photocatalysis lies below the electro-

chemical potential for the reduction of protons to produce molecular hydrogen and

above the potential of the water oxidation half reaction to produce molecular

oxygen [17]. However, semiconductors decorated with metal NPs show increased

activity for overall water splitting under illumination with wavelengths smaller than

their bandgap energy. This is because of an improved charge carrier life time, as the

CB electrons are driven to the metal NP, which reduces the charge carrier recom-

bination (Fig. 3b) [135]. Furthermore, metal NPs themselves possess strong cata-

lytic activity and act as active sites for H2 evolution [2].

Fig. 5 Band positions of common semiconductors in photocatalysis, positions of the work

function of metals used for plasmonic catalysis, and various redox potentials for different sub-

strates vs standard hydrogen electrode (SHE). Adapted with permission from [17]. Copyright

2013, American Institute of Physics
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The excited electrons in the CB of suitable semiconductors such as TiO2 that are

transferred from the surface plasmon states of metal NPs lie sufficiently high to

allow for the reduction half reaction to produce hydrogen. When a suitable hole

scavenger such as methanol [136], ethanol [137], or EDTA [31] is added to the

reaction suspension, hydrogen formation can be observed [8, 18, 31].

3.2 Local Electromagnetic Field Enhancement

Another proposed mechanism for plasmonic photocatalysis is the enhanced charge

carrier separation in a semiconductor material by strong local electromagnetic

fields created by LSPR near the metal NP surface, called local-electromagnetic-

field enhancement (LEMF). This is categorized as a near-field effect in contrast to

the far-field effect assigned to scattering effects (see below). Besides the DET

mechanism, the LEMF mechanism as source for the photocatalytic activity

enhancement of semiconductors is also discussed extensively in the literature [9,

20, 21, 24, 30, 43, 93, 121, 138–144].

When a metal NP absorbs light with wavelengths near the LSPR, a local

electromagnetic field is produced near the surface of the metal NP. Resulting

from the strong electromagnetic field, the rate of charge carrier separation in the

semiconductor is strongly increased, which leads to an increased rate for

photocatalytic reactions [8, 12, 145]. The intensity of the electromagnetic field

induced by surface plasmon resonance is strongly localized to the metal NP surface

and decays exponentially perpendicularly from the metal NP/semiconductor

interface [145].

The intensity of the electromagnetic field can be calculated using Maxwell’s
classic electromagnetism theory employing the finite-difference time domain

method (FDTD). FDTD simulations show that the electromagnetic field around

Ag nanocubes with an edge length of 75 nm is increased by a factor of 1,000

compared to the incident field. An even higher increase of the field strength was

calculated for two Ag cubes separated by 1 nm where one cube is rotated by 45�

(Fig. 6) [8].

The calculations showed that LSPR can enhance the local electric field by a

factor of up to 106 at hotspots where two plasmonic particles are in close proximity

to each other [8]. In an early study on the impact of the LEMF on photocatalytic

performance from 2011, Ingram et al. investigated photoelectrochemical water

splitting with Au spheres and Ag nanocubes deposited on nitrogen-doped TiO2

(N-TiO2) [20]. Under visible light irradiation, a tenfold higher photocurrent was

observed with Ag/N-TiO2 compared to N-TiO2, whereas Au/N-TiO2 had only a

small effect on the photocurrent. The authors concluded that the intense electro-

magnetic field generated through LSPR of the metal NPs resulted in higher

photoelectrochemical performance. The lack of overlap between the Au LSPR

and the absorbance region of N-TiO2 was used as an explanation for the low

activity. On the other hand, the Ag nanocube’s LSPR matches with the absorbance
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of the semiconductor so that the intense electric field generated was able to induce

charge separation in the semiconductor. Furthermore, the organic stabilizer

(polyvinylpyrrolidone) coated around Au and Ag NPs and the limited direct contact

of NPs on N-TiO2 prohibited a direct electron transfer. Previously, the same group

investigated the electron transfer from Ag NPs to N-TiO2 via absorption studies at

680 nm under illumination at 365 nm. As mentioned before, electron transfer to

TiO2 results in an absorption peak at 680 nm. The lack of this peak confirmed that

no electron transfer occurred [53]. Later on, Ingram et al. used a predictive model

for the determination of the relative rate enhancement of the photocatalytic decom-

position of methylene blue (MB) based on the overlap of the LSPR and semicon-

ductor absorbance spectra [146]. Liu et al. investigated the photocatalytic activity

for photoelectrochemical water splitting of TiO2 and Au/TiO2 under UV and visible

light irradiation [18]. The authors found the photocurrent increased by a factor of

66 under visible light illumination (λ¼ 633 nm) for Au/TiO2 compared to bare

TiO2. FDTD simulations of the electric field of the catalyst revealed hotspots which

reach electric field intensities 1,000� higher than the incident electromagnetic

field. In good agreement with the FDTD simulation discussed above, Liu

et al. found that hotspots are observed when two gold NPs are in close proximity

to each other (Fig. 7a–c) [18].

The presence of hotspots at nearly touching plasmonic particles is a recurring

phenomenon which was also observed by other research groups [147–149]. Zhang

et al. could show that, by varying the shell thickness of the SiO2 interlayer and the

TiO2 layer for Ag@SiO2@TiO2 core-shell photocatalysts, an optimum structure

could be obtained for the highest photocatalytic activity [150]. After comparing

thicknesses of 2, 4, 8, and 20 nm for the SiO2 interlayer and 2, 10, 20, and 40 nm for

the TiO2 shell thickness, the highest activity was observed for 2 nm SiO2 interlayer

and 20 nm TiO2 shell exhibiting 31� larger photocatalytic activity for MB degra-

dation under visible light irradiation compared to pristine P25. Clearly, the short

distance between the Ag core and the TiO2 shell enabled efficient charge generation

in TiO2 via LEMF. The enhancement of the electromagnetic field does not exclu-

sively depend on the interparticle distance of two plasmonic particles but on a

number of different factors such as the particle size and shape, the surrounding

Fig. 6 (a) Spatial distribution of the electric field intensity at the LSPR peak wavelength, from an

FDTD simulation of a 75-nm Ag nanocube and (b) electric field enhancement along the dashed
line in (a). (c) Spatial distribution of the electric field intensity at the LSPR peak wavelength, from

a FDTD simulation of two 75-nm Ag nanocubes separated by 1 nm (one Ag cube is rotated by 45�)
and (d) electric field enhancement along the dashed line in (c). Reprinted with permission from

[8]. Copyright 2011, Nature Publishing Group
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dielectric environment [75, 147], and the incident wavelength [28]. Certainly, the

strong dependence of the LEMF on these factors can be used to design

photocatalysts with enhanced activity. Recently, Pu et al. developed a catalytic

system for photoelectrochemical water oxidation [28]. Their photocatalyst was

designed from two different gold nanoparticles, spheres and rods, which absorb

light and thus enhance the local electromagnetic field in their vicinity at different

wavelengths (Fig. 7d–f).

Because a broadened absorption within the visible range of the electromagnetic

spectrum can be achieved by employing two different shapes of Au NPs, this

Fig. 7 (a–c) FDTD calculation of the electromagnetic field enhancement of Au-TiO2 interface.

Reprinted with permission from [18]. Copyright 2011, American Chemical Society. (d) Electric

field intensity for bare TiO2, NP-TiO2 and nanorod TiO2 as a function of incident light wavelength

(FDTD simulation). (e, f) Electric field on the y–z plane for NP-TiO2 and NR-TiO2. Light is

incident along the y or z axis. Reprinted with permission from [27]. Copyright 2013, American

Chemical Society
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constellation allows for a higher activity towards photoelectrochemical water

oxidation throughout the entire UV–vis spectrum [28].

Another example of delicate structural tuning of a plasmonic catalyst is given by

Zhang et al., who compared the photocurrent density of Ag/ZnO photoelectrodes

with different shapes of Ag NPs [151]. It was found that the photocurrent density

drastically increased by a factor of 3.1 when Ag nanoprisms instead of Ag

nanospheres were deposited on a ZnO surface. FDTD simulations (Fig. 8) revealed

that the electromagnetic field around the tips of Ag triangles is enhanced by a factor

of 7.8 compared to the electric field around the edge of spherical particles at 550-nm

irradiation, which causes the strongly increased photocurrent density [151].

3.3 Resonant Energy Transfer

The prerequisite for DET is the direct contact between the metal and semiconduc-

tor. In 2012, Cushing et al. reported visible light activity even when the metal NP

and the semiconductor are separated by an insulating layer of SiO2 which prevents

DET. Therefore, Cushing et al. [96] proposed the resonant energy transfer (RET)

mechanism to explain the enhanced photocatalytic activity of Au@Cu2O core shell

materials and Au@SiO2@Cu2O sandwich structures. It was found that the

Au@SiO2@Cu2O sandwich structure with an insulating SiO2 layer between Au

NPs and the Cu2O semiconductor was even more active than the Au@CuO2 core

shell material, even though DET is prohibited by the insulating SiO2 layer. The

experimental findings were explained by resonant energy transfer, in which

electron-hole pairs are generated in the semiconductor by dipole–dipole

Fig. 8 FDTD simulation of the spatial distribution of the electric field intensity of (a) circular Ag

and (b) triangular Ag at 550-nm irradiation. Reprinted with permission from [151]. Copyright

2014, Elsevier
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interactions between metal NPs and semiconductor (Fig. 9a). This mechanism

allows the generation of electron-hole pairs in the CB and VB of the semiconductor

when using light with energies below that of the bandgap as a consequence of the

high overlap integral of the metal NP’s plasmon resonance and the Cu2O band

gap. Further evidence for the RET mechanism was found by transient-absorption

measurements at different wavelengths near the absorbance maximum of the Au

surface plasmon while spectroscopically probing the number of free charge carriers

created by plasmonic energy transfer in Cu2O, which is directly proportional to the

relative change in transmission (|ΔT/T|) at 800 nm. The charge carrier density

follows the overlap integral between Au LSPR and Cu2O density of states (RET Fit)

(Fig. 9c, e). In contrast, when assuming DET as the predominant charge carrier

generation mechanism, the expected change in transmission (DET Fit) does not

match the experimental results (Fig. 9b, d), which suggest that RET is the

predominating mechanism. The same group also found evidence for the RET

mechanism using Ag@Cu2O core shell systems [152].

3.4 Plasmonic Heating

It has long been known that the efficient absorption of visible light of various metal

NPs in small volumes is a source of localized heat on the nanoscale [153–

155]. Responsible for the heat generation on the nanoscale is the local electromag-

netic field enhancement [156–158]. Even though local heating to temperatures as

Fig. 9 (a) Resonant energy transfer (RET) from the metal LSPR dipole to the electron-hole pair in

the semiconductor shell. Wavelength-dependent signal amplitudes for Au@Cu2O NPs and fit with

(b) DET and (c) RET models. DET (d) and RET (e) models and experimental results from

Au@SiO2@Cu2O NPs. Reprinted with permission from [96]. Copyright 2012, American Chem-

ical Society
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high as 600 �C was observed [159], plasmonic heating is rarely discussed as the

responsible mechanism for the increased photocatalytic activity found for

plasmonic photocatalysts [154]. Baffou et al. [158] studied the formation of

microbubbles in water when plasmonic Au NPs were irradiated at wavelengths

corresponding to their surface plasmon. In this study, a local temperature of up to

220 �C by plasmonic heating was observed. It was shown that plasmonic heating

allows important industrial reactions such as ethylene epoxidation, CO oxidation,

and NH3 oxidation to run at lower temperatures compared to conventional catalysis,

which makes the photocatalytic process more energy efficient [160]. For example,

low-energy laser irradiation of plasmonic particles can be used to provide the

necessary heat for reforming an ethanol-water mixture [161]. The localization of

the heat allows miniaturization of heterogeneous catalysis by lab-on-a-chip appli-

cations. Plasmonic heating provides the necessary heat in the reactor, although the

chip and the fluid lines remain at room temperature [161]. The facile control of the

reaction temperature enabled by plasmonic heating can also be used to change

product distributions. Wang et al. controlled the temperature of Au NPs in the range

from 30 to approximately 600 �C by varying the laser intensity, which allowed for

tuning of the product distribution, namely CH4 and CO, from the reaction of CO2

and H2 (the reverse of steam reforming) [159].

It should be mentioned that plasmonic heating is not limited to catalytic appli-

cations. Before scientists showed interest in plasmonic heating for catalytic appli-

cations, it was utilized in biomedical treatments such as plasmonic photothermal

therapy, which uses the local heat near the metal NPs to photo-damage, for

example, cancer cells [153].

Direct or indirect temperature measurement with the required high spatial

resolution is difficult. However, numerical calculations of the heat evolved by

plasmonic heating are possible [156]. Baffou et al. [156] calculated the heat

evolved by plasmonic heating for a large range of different morphologies such as

spheres, rods, triangles, and connected disks with identical volumes by employing

Green’s dyadic method. It was found that nanorods are more efficient heaters than

nanospheres, and that thinner structures are more efficient plasmonic heaters than

bulky particles (Fig. 10). Seemingly, particles with a high surface area/volume ratio

are more efficient for plasmonic heating. The results show that heat evolves mainly

in the outer part of particles facing the incoming light. Bulk regions and regions

opposing the incoming light are less efficient plasmonic heaters, which can be

explained by shielding effects from the plasmonic particles. Consequently, particles

with a low surface area (e.g., spheres) are less effective plasmonic heaters than

particles with a high surface area, considering the same volume (e.g., disks)

[156]. The heat generation power can be enhanced by improving the electric fields

inside the plasmonic particles, which is in contrast to LEMF where the electric

fields have to be optimized outside the plasmonic particle. Thus, hotspots of the

electromagnetic field do not inevitably occur when thermal hotspots are present and

vice versa [154].
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3.5 Scattering

Scattering is another phenomenon that needs to be discussed as a mechanism of

plasmonic catalysis. Scattering occurs predominantly for large (>40 nm) metal NPs

[89]. Excited surface plasmons can decay either non-radiatively by transferring the

energy to hot electrons or radiatively by resonant scattering. Non-radiative decay is

characteristic for smaller particles (<40 nm) whereas radiative decay of the surface

plasmon by scattering resonant photons is characteristic for larger particles

[162]. Illustratively, the activity enhancement caused by scattering at plasmonic

particles can easily be understood as an elongation of the distance a photon travels

through the catalyst because of scattering at multiple NPs (Fig. 11a). The extended

path length through the catalyst increases the chance for a photon to be absorbed by

the semiconductor and thus to create electron-hole pairs. The scattering properties

of metal NPs strongly depend on the size and also on the shape of the nanoparticle

(Fig. 11b, c). Enhanced photocatalytic activity is most often described to be the

result of increased scattering on large Ag particles [8, 9, 150, 164–166].

Fig. 10 (a) Three-dimensional mapping of the heat power density computed for different

nanoparticles at their respective plasmon resonance with cross sections and the vector of the

incoming light. (b) Calculated spectra of the heat generated in structures deposited on a planar

glass surface immersed in water. The three insets represent the 3D heat power density computed at

the main plasmon resonance of the particle. Reprinted with permission from [156]. Copyright 2009,

AIP Publishing LLC
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3.6 Dipole–Dipole Interactions

The light induced oscillation of the surface plasmon results in a fast-varying dipole

(Fig. 1). Thus, polar molecules such as alcohols, thiols, aldehydes, etc., are attracted

to the metal surface by dipole–dipole interactions, which increase their local

concentration in proximity of the plasmonic particles, i.e., the catalytically active

center. Furthermore, the dipole of the plasmonic particle also polarizes nonpolar

molecules and selectively attracts and repels ions (Fig. 12) [17].

Fig. 11 (a) Increased photon path length caused by scattering. Reprinted with permission from

[8]. Copyright 2011, Nature Publishing Group. (b) Normalized scattering spectra of nanorods with

different aspect ratios and SEM images of the corresponding particles. (c) Normalized scattering

spectra of nanorice and SEM images of the corresponding particles. Reprinted with permission

from [163]. Copyright 2007, American Chemical Society

Fig. 12 Light induced dipole of a metal NP and dipole–dipole interaction with polar, nonpolar,

and ionic compounds
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4 Surface Plasmon-Assisted Solar Energy Conversion

4.1 Water Splitting

Since Liu et al. [18] first demonstrated the use of plasmonic photocatalysts as

photoanodes for photoelectrochemical water splitting, much effort has been made

to achieve visible light active photoelectrodes for this purpose. In general, various

enhancement factors for photoelectrochemical water splitting are reported by

employing plasmonic nanostructures on semiconductor electrodes. Beginning

with the work of Liu et al. in 2011, they showed a 5-fold enhancement at λ¼ 532 nm

and a 66-fold enhancement at λ¼ 633 nm for anodic TiO2 films with deposited Au

NPs compared to neat anodic TiO2 electrodes (Fig. 13a) [18]. This was attributed to

the creation of high intensity electric fields through the LEMF mechanism

(Sect. 3.2). Wang et al. demonstrated about threefold enhanced photocurrent by

the fabrication of Au/TiO2/Au nanosheets grown on Ti foil compared to neat TiO2

nanosheets under visible light irradiation [24]. Abdi et al. showed a 2.5-fold higher

photocurrent under 1 sun illumination for BiVO4 photoanodes by depositing

Fig. 13 (a) Photocurrent measurement for anodic TiO2 with and without Au NPs under

λ¼ 633 nm irradiation for 22 s. Reprinted with permission from [18]. Copyright 2011, American

Chemical Society. (b) Photocurrent measurements at 1.23 V vs RHE under λ> 420 nm irradiation

with 60 s light on/off cycles for TiO2 nanotubes (NTs), TiO2 nanotube photonic crystals (NTPCs)

with and without Au NPs with different LSPR absorption wavelengths (556) and (590). (c)

Corresponding IPCE measurements revealing the performance enhancements in the visible light

region in accordance to the LSPR absorption. Reprinted with permission from [27]. Copyright

2013, American Chemical Society. (d, e) Schematic cross-section and TEM images of an

individual unit of an autonomous water splitting device consisting of an Au nanorod coated with

Pt NPs decorated TiO2 and an Co-based oxygen evolution catalyst (OEC). (f) H2 and O2 evolution

over time under white light irradiation (AM 1.5 solar sun filter) for the system described in (d) and

(e). Reprinted with permission [117]. Copyright 2013, Nature Publishing Group
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Ag@SiO2 core-shell NPs on the surface of the semiconductor [167]. Li

et al. incorporated a hematite nanorod array into an Au nanohole array pattern on

FTO (fluorine-doped tin oxide) glass as photoanode. They found an 18� enhance-

ment in internal photon to current efficiency (IPCE) at 650 nm (1 sun illumination)

compared with hematite on bare FTO because of the LSPR of the Au nanohole

array [168]. The same group reported in 2014 an IPCE enhancement factor of 7 at

650 nm (1 sun illumination) for CdS/Au/TiO2 sandwich structures compared with

analogous samples without Au NPs [124]. Kong et al. were able to show an 83-fold

enhancement in photocurrent generation under visible light irradiation for

mesoporous iron oxide nanopyramid arrays coated with a layer of Au NPs com-

pared to electrodes without Au NPs [169].

Another approach to enhance the photocatalytic performance of plasmonic

photocatalysts is the combination with photonic crystals (PCs). PCs exhibit,

because of a periodic change of the dielectric constant, a band of forbidden

wavelengths, which prevents the propagation of photons with certain energies

(similar to the electronic bandgap of a semiconductor). At the edges of the photonic

bandgap, the propagation of photons is slowed down, which results in higher photon

absorption and hence higher activity. Wang and co-workers could show remarkably

increased photocurrents for photoelectrochemical water splitting with Au/TiO2

nanotubes where a PC layer was seamlessly connected on top of the nanotube

array (NTPC) [27]. The performance was significantly increased for the sample

with matching Au LSPR band and photonic bandgap (Au(556)/TiO2 NTPC com-

pared to Au(590)/TiO2 NTPC, Fig. 13b, c) and showed a 2.5� higher photocurrent

compared to the analogous sample without photonic crystal structure (Au(556)/

TiO2 NT).

It should be noted that the LSPR band and the photonic bandgap can be tuned by

changing the size and morphology of the metal NPs (for LSPR band) and by the size

of the inverse opals in the structure (for the photonic bandgap). Hence, it is possible

to tune the structure of materials to have light harvesting efficiency over a broad

range of the solar spectrum. Liu, Kang et al. fabricated a bi-layer photoanode

consisting of Au NPs deposited on a TiO2 nanorod array with a TiO2 PC layer on

top [170]. They could show a roughly 2� higher photocurrent under visible light

irradiation and 1.6� higher photocurrents under simulated sunlight irradiation for

the photoanode with PC layer compared to the sample without PC layer. Zhan

et al. found enhanced water splitting activities by using different Au/TiO2 electrode

structures [171]. Three structures were investigated: Au NPs deposited onto the

surface of a 300 nm thick TiO2-layer (Au-on-TiO2), Au NP-layer in between two

150 nm thick TiO2-layers (Au-in-TiO2), and two Au NP-layers embedded in

between three 100 nm thick TiO2-layers (3D Au-embedded TiO2). The 3D

Au-embedded TiO2 showed the highest LSPR absorbance followed by Au-in-

TiO2 and Au-on-TiO2. The group found a fivefold enhancement for the photocur-

rent under visible light irradiation for 3D Au-embedded TiO2 and a threefold

enhancement for Au-in-TiO2 compared to Au-on-TiO2, which was in good agree-

ment with the observed Au LSPR absorbance. Erwin et al. reported higher efficien-

cies for plasmon-enhanced photocatalytic water splitting capability of Au–Ag

bimetallic nanostructured cubes compared to simple Au nanospheres [172]. It
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was demonstrated that significantly fewer particles (by a factor of 245) were needed

for the Au–Ag bimetallic nanostructures compared to Au nanospheres for achieving

similar photocurrents. Nanomaterials were deposited together with P25 on FTO

glass and used as photoanodes. The nanostructures were coated with a SiO2 shell.

The photocurrent enhancements were attributed to the LEMF mechanism.

Moskovits’ group prepared an autonomous plasmonic water splitting material

capable of generating H2 and O2 (Fig. 13f) and thus serving simultaneously as

photocathode and photoanode, respectively [117]. The photocatalyst with remark-

able long-term operational stability consisted of a uniform Au nanorod array

capped with a TiO2 layer (Fig. 13d, e). A cobalt-based oxygen evolution catalyst

was deposited on the exposed Au sides, whereas Pt NPs were deposited on TiO2 as

reducing sides. Considering high surface areas for enhancing the activity of

photoanodes, DeSario et al. reported the preparation of gold-titania aerogels

(3D Au/TiO2) via the sol-gel method and investigated the performance in

photoelectrochemical water splitting [173]. The synthesis contained the simulta-

neous gelation of colloidal alkanethiolate-stabilized Au nanoparticles in the

Ti-precursor sol. Supercritical drying followed by calcination resulted in 5 nm

sized Au NPs embedded in the TiO2 network consisting of 12 nm big anatase

crystallites. A second preparation route consisted of TiO2 aerogels with Au NPs

simply deposited via a deposition–precipitation method with urea (DP Au/TiO2).

Comparing the 3D Au/TiO2 and DP Au/TiO2 showed the superior visible light

activity of 3D Au/TiO2 (55-fold enhancement factor under visible light compared

to TiO2 aerogel) for photoelectrochemical water splitting. The higher performance

was not only attributed to the higher surface area and porosity maintained in 3D

Au/TiO2 but also to the increased three-phase boundary sites consisting of

Au/TiO2/solvent and/or to the stronger interaction between Au LSPR and TiO2

because of the embedded Au NPs. Although the concept of visible light active

photoelectrodes via LSPR active metal NPs combined with semiconductors was

demonstrated, the enhancement for visible light harvesting remains relatively low

compared to conventional dye or quantum dot sensitization [174]. Therefore,

further effort is necessary to obtain highly efficient photoelectrodes.

The use of sacrificial electron donors for photocatalytic hydrogen generation

(such as methanol [175], ethanol [137], glycerol [176] etc. [177–179]) to replenish

the photogenerated holes in the semiconductor or metal NP plays an important role

in order to improve the performance of photocatalysts [180]. Moreover, the chem-

ically more facile photocatalytic oxidation of biomass or biomass-derived com-

pounds compared to water might give a sustainable photocatalytic reforming route

for hydrogen production. Seh et al. investigated the effect of different morphologies

of Au/TiO2, either core-shell or Janus structure (i.e., the Au NP is

non-centrosymmetrically attached to a TiO2 particle, which results in a particle

with different surface properties at opposing sides), on photocatalytic hydrogen

generation in aqueous isopropanol solution under visible light irradiation

[139]. They found that bare Au NPs (50 nm) and amorphous TiO2 exhibited no

or strongly diminished photocatalytic performance, respectively. On the other hand,

core-shell or Janus structures of Au/TiO2 (Fig. 14a, b) showed visible light activity
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with Janus structured Au/TiO2 being the most active (Fig. 14c). The activity was

attributed to the interaction of the generated electromagnetic fields near the Au NPs

with the amorphous TiO2. Discrete dipole approximation (DDA) simulations

revealed a 1.75� larger absorbed power of plasmonic near-fields for amorphous

TiO2 with Janus structure compared to the core-shell structured Au/TiO2. This was

ascribed to the stronger localization of the plasmonic near-fields in the Janus
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Fig. 14 TEM images of (a) Janus-structured and (b) core-shell-structured Au/TiO2 materials. (c)

Hydrogen evolution over time for different materials. Bare Au NPs and amorphous TiO2 show

negligible hydrogen production. (d) DDA simulations of plasmonic near-field maps for Janus,

core-shell and bare Au NPs. The electric near-field intensity enhancements |E(r)/E0|
2 are shown at

each LSPR wavelength indicated. Reprinted with permission from [139]. Copyright 2012, John

Wiley and Sons
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particles (Fig. 14d). It was pointed out via DDA simulations that amorphous TiO2

exhibited better optical absorption properties for the plasmonic near-fields com-

pared to its bulk anatase counterpart. Moreover, different sizes of Au NPs (30, 50,

and 70 nm) supported on Janus structured TiO2 were investigated towards

photocatalytic activity, showing a clear trend of decreasing activity going from

larger Au NPs to smaller ones. Noticeably, conventional Au/P25 (5 nm sized Au

NPs deposited on TiO2) showed a 4� lower hydrogen generation compared to

Janus structured Au/TiO2 with 50 nm Au NPs. The trend was ascribed to the

stronger plasmonic near-fields and optical absorption enhancements caused by the

larger Au NPs.

Fang et al. prepared mesoporous Au/TiO2 nanocomposites loaded with different

amounts of Au and reported visible light activity for hydrogen production in

aqueous solution with ascorbic acid as the sacrificial electron donor

[181]. Au/TiO2 materials prepared with Pluronic P123 copolymer as structure-

directing agent resulted in higher activities compared to a control sample prepared

without copolymer. According to Fang et al., this higher activity was not assigned

solely to the higher surface area. Moreover, P123-assisted sol–gel preparation

resulted in impurity and defect states in TiO2 (confirmed by UV–vis spectroscopy).

This slight visible light activity combined with the electromagnetic field enhance-

ment of Au nanoparticles is claimed as one reason for the higher water reduction

activity. The highest photocatalytic activity, observed for 2% Au/TiO2, was attrib-

uted to electromagnetic field enhancement and direct electron transfer. Tanaka

et al. reported visible light-driven H2 generation from various alcohol–water

(2-propanol, methanol, ethanol, glycerol, benzyl alcohol; 50 vol.%) and ammonia–

water (14 wt%) mixtures with Au/TiO2 photocatalysts [178]. The materials were

prepared by a single-step (SS) or multi-step (MS) photodeposition method, where

samples prepared by the MS method showed superior photocatalytic performance

compared to the samples prepared by the SS method. Highest H2 evolution rates

were obtained in methanol/water mixtures with 1 wt%MS-Au/TiO2 showing a 20�
higher rate compared to 1 wt% SS-Au/TiO2. The MS method results in a bimodal

Au particle size distribution (1.4 and 13 nm), which is claimed to be one reason for

the enhanced performance [36, 178]. Larger Au NPs were responsible for stronger

absorbance because of LSPR and hence higher activity, whereas smaller Au NPs

were claimed as active cocatalysts for H2 production.

Higher activities through polydisperse Au NPs on TiO2 were also observed by

Rayalu et al. [36] Furthermore, the group very recently extended the studies on

MS-Au/TiO2 for H2 generation using 2-propanol and NH3 as sacrificial electron

donors [182]. Different effects, such as amount of deposited Au, number of

photodeposition steps, post-calcination treatment, etc., on the photocatalytic per-

formance were investigated. In 2013 Tanaka et al. reported the preparation of 1 wt

% Au/TiO2 via colloidal photodeposition and addition of different cocatalysts via

photodeposition (Pt, Pd, Ru, Rh, Ag, Cu, and Ir) and investigated the effect on H2

generation with 2-propanol as substrate [183]. Remarkably, the highest

photocatalytic performance was observed by depositing Pt NPs (0.5 wt%, 4 nm

size) on Au/TiO2 – roughly a fivefold higher H2 evolution rate compared to 1 wt%
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Au/TiO2 consisting solely of large Au NPs (13 nm). Compared to the generation

rate previously reported for Au/TiO2 consisting of small and large Au NPs [178],

the activity is enhanced by a factor of 2.4, indicating that Pt NPs act as effective

reduction sites [137]. Pt/TiO2 showed no activity under visible light irradiation

because of the lack of visible light absorption. Accordingly, action spectrum

analysis revealed the LSPR effect of Au NPs as a source of visible light activity.

It was concluded that hot electrons generated through Au LSPR are injected into the

CB of TiO2 and migrate to the cocatalyst. In this regard, Zhang et al. could show

that by using TiO2 nanofibers decorated with Au and Pt NPs, negligible H2

generation was observed under 550-nm irradiation, whereas simultaneous irradia-

tion with 420 and 550 nm showed a remarkable increase in activity (2.5� higher H2

production rate compared to single 420-nm irradiation) [184]. It was assumed that,

because of the higher conductivity of electrons in the CB band of TiO2 photoexcited

by 420-nm irradiation, the electron transfer from Au NPs (electrons generated by

LSPR through 550-nm irradiation) to Pt NPs becomes feasible. A synergistic effect

of UV and visible light irradiation was also observed by Li’s group, who showed

that illumination of Au/TiO2 samples with UV and visible light resulted in higher

hydrogen evolution rates than the sum of the evolution rates separately obtained

under UV and under visible light irradiation [185]. It was concluded that excited

electrons from Au LSPR are transferred to the CB of TiO2. Furthermore, the local

electric field generated enhances the charge separation in TiO2 under UV light

irradiation. Eventually, small Au NPs act as cocatalysts and trap the electrons from

the CB of TiO2, thus resulting in a triple synergistic promotion effect under UV–vis

light irradiation. The size effect of the Au NPs on the photocatalytic performance

for H2 generation was further investigated by Wei and co-workers [126]. Two

different visible light ranges (λ> 400 nm and λ> 435 nm) were investigated for

Au/TiO2, revealing two different mechanisms for H2 generation. The deposition–

precipitation method resulted in Au NPs with sizes of ca. 4 nm (S-Au/TiO2) and the

photodeposition method resulted in particle sizes of ca. 70 nm (L-Au/TiO2) depos-

ited on TiO2. Under λ> 400 nm irradiation, it was shown that S-Au/TiO2 had a 20�
higher H2 production than L-Au/TiO2. On the other hand, under λ> 435 nm

irradiation, L-Au/TiO2 still showed activity, whereas S-Au/TiO2 did not produce

H2 (Fig. 15a). It was claimed that for S-Au/TiO2, a more efficient charge separation

for small Au NPs (electrons transferred from TiO2 to Au) resulted in enhanced

activities under λ> 400 nm irradiation. This mechanism is typically observed under

UV-light irradiation and requires light absorption from the semiconductor, which in

the case of TiO2 seems to occur to a slight extent even under λ> 400 nm irradiation.

Because of the low LSPR absorption intensity of S-Au/TiO2, an inefficient charge

transfer from Au NPs to TiO2 was suggested to be the reason for the absent H2

production compared to L-Au/TiO2 at λ> 435 nm irradiation. The stronger LSPR

of L-Au/TiO2 results in a more efficient charge transfer and a higher accumulation

of electrons with higher reduction potential in the CB of TiO2 (Fig. 15b).

Besides the dependency of the amount [181, 186–189] and size [31, 37, 64, 107,

187, 188, 190, 191] of loaded Au NPs on the photocatalytic performance, the

exposed facets play an important role in H2 generation as well. Cui and Lu showed
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that Au{111}/TiO2 (Au octahedral shape) had the highest activity compared to Au

{100/111}/TiO2 (truncated cubic shape) and Au{100}/TiO2 (cubic shape) under

visible light irradiation [192]. They correlated the different photocatalytic activities

to the different electron transfer efficiencies of the materials. This, in turn, was

attributed to the different Fermi levels of Au{111} facet and Au{100} facet. The

results were supported by photoelectrochemical analyses and photoluminescence

spectroscopy. Furthermore, it was shown that Au{111}/TiO2 exhibited the lowest

apparent activation energy for hydrogen evolution. Wang et al. prepared graphene-

based Au/TiO2 photocatalysts and investigated photocatalytic hydrogen generation

under visible light irradiation [193]. They could show that graphene modified

Au/TiO2 had a 1.7-fold higher activity than the analogous Au/TiO2 sample under

Fig. 15 (a) H2 evolution for Au/TiO2 materials with different Au particle sizes and pristinte TiO2

under λ> 435 nm and λ> 400 nm irradiation. (b) Schematically drawn mechanism for H2

production underλ> 435 nm irradiation for S-Au/TiO2 and L-Au/TiO2. Note that it is proposed

that charge transfer in L-Au/TiO2 results in electron accumulation in TiO2 CB with higher

reduction potential. Reprinted with permission from [126]. Copyright 2014, American Chemical

Society
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visible light irradiation. It was proposed that electrons generated in TiO2 by the

LSPR of Au (either by DET or LEMF mechanism) are transferred to graphene

because of the intermediate redox potential of graphene/graphene− (�0.08 eV)

compared to the CB of TiO2 (�0.24 eV) and hydrogen generation H+/H2 (0 eV).

Hence, both the TiO2 surface and the graphene surface should function as active

sites for H2 generation. The higher activity of graphene-based Au/TiO2 compared

to Au/TiO2 was attributed to the great electron transport properties of graphene and

with that the reduced charge recombination. More recently, Liu et al. observed a

twofold enhancement in the H2 generation rate for Au/graphene/TiO2 material

compared to Au/TiO2 under UV–vis irradiation in methanol [194]. Singh

et al. furthermore reported a 21-fold enhancement of hydrogen production under

UV-vis irradiation for Au on graphene/TiO2 compared to pure TiO2 [195].

The examples discussed above indicate that the combination of a semiconductor

with a metallic nanocrystal that has the ability to absorb visible light is an appealing

strategy to boost the efficiency of the materials for solar energy conversion to fuel

through water splitting by generating clean hydrogen. The impact of the material

design was further pointed out, showing remarkable variations in photocatalytic

performances.

4.2 CO2 Reduction

Inspired by natural photosynthesis, the photocatalytic reduction of CO2 to hydro-

carbon fuels (CH3OH, CH4, etc.) is another highly investigated approach for solar

energy conversion to fuels. Another advantage of this route – besides solar energy

conversion to fuel – is CO2 capture and its use as a building block for hydrocarbon

and fine chemical production to reduce CO2 emissions, which has a dramatic

influence on the climate change. So far, much effort has been expended on using

and improving (visible light active) photocatalysts to reduce CO2 [196–199]. Basi-

cally, the process of photocatalytic CO2 reduction with H2O as reducing compound

is regarded as more challenging in comparison with water splitting because of the

more negative redox potentials to various products and multi-electron processes

[200, 201].

Hou et al. reported visible light-driven CO2 conversion to hydrocarbon fuels

with Au/TiO2 [43]. Experiments with different irradiation wavelengths (254, 365,

and 532 nm) gave further insight into the reaction mechanism during photocatalytic

reduction. As shown in Fig. 16a, visible light irradiation resulted in a 24-fold

enhancement in CH4 formation as the only product for Au/TiO2 compared to bare

TiO2. Interestingly, irradiation with 254-nm UV light resulted in further products

(ethane, formaldehyde, and methanol) for Au/TiO2 but still only methane for TiO2

(Fig. 16b). This was ascribed to different excitation mechanisms during irradiation.

Visible light irradiation triggered Au LSPR which excited electron-hole pairs in

TiO2 through the LEMF mechanism. The conduction band edge of TiO2 lies above

the reduction potential of CO2/CH4 but below the other reduced products (Fig. 16c).
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Hence, only methane formation is favored. The importance of the TiO2 surface for

this catalytic process is evident by the fact that negligible amounts of methane are

formed for bare Au NPs. It was proposed that with 254-nm irradiation, interband

transitions occur from the d band to unoccupied states in the sp band of Au. As seen

in Fig. 16c, the reduction potential is then sufficient to drive the reduction to the

other products. Then 365-nm UV irradiation again leads to methane as the only

product.

Very recently, Neatu et al. reported the efficient conversion of CO2 to methane

with Au–Cu alloy NPs (Au/Cu 1:2, ca. 5 nm size) on P25 [202]. It was demonstrated

that under simulated sunlight irradiation, a selectivity of 97% for methane forma-

tion could be achieved. The monometallic Au/TiO2 and Cu/TiO2 samples showed a

preferred hydrogen evolution or lower activity to methane formation, respectively.

It is mentioned that the selectivity towards CH4 is because of the Cu bonding to CO

as intermediate. Remarkably, irradiation with UV light results in higher H2 gener-

ation than under visible light irradiation, whereas CH4 formation is only observed

under visible light. Control samples consisting of pristine TiO2 and Cu-TiO2

showed no activity under visible light irradiation. It is proposed that, under visible

light irradiation, the Au LSPR transfers electrons to the Cu sites which further

reduce CO2
� to CO. The positive holes oxidize H2O and generate protons. Con-

secutive reactions result in CH4 formation. An et al. reported the effective reduction

of CO2 to methanol under visible light irradiation with AgX:Ag (X¼Cl, Br)

nanomaterials utilizing the LSPR effect of Ag NPs [44]. Xue and co-workers

fabricated TiO2 nanofibers decorated with Au and Pt NPs and investigated the

photoreduction of CO2 to methane under UV–vis irradiation [48]. It was found that

AuPt/TiO2 exhibited a 1.8� and 1.4� higher methane production compared to

Au/TiO2 and Pt/TiO2, respectively. The higher activity was attributed to the

improved charge separation produced by the Pt NPs as electron sinks and reduction

sites and the enhanced visible light response from the Au LSPR effect. Mankidy

et al. investigated the effect of TiO2 decorated with Ag, Pt, bimetallic AgPt, and

core-shell Ag@SiO2 on the photocatalytic performance for CO2 reduction under

UV–vis light irradiation [47]. It was found that the synergistic effect of depositing

Fig. 16 (a) Product yields of methane after 15 h visible light irradiation for bare TiO2 and Au

NPs, and Au/TiO2. (b) Corresponding product yields under λ¼ 254 nm irradiation for 15 h. (c)

Band position of TiO2, anatase, Fermi level of Au with corresponding excitation from the d band

with 254 nm, and redox potentials of CO2 to various products. Reprinted with permission from

[43]. Copyright 2011, American Chemical Society
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Ag@SiO2 as visible light harvester through LSPR and metal cocatalyst (Pt, AgPt)

resulted in superior activity. The best photocatalyst regarding activity and selec-

tivity to CH4 was the combination of Ag@SiO2 and AgPt cocatalyst. It was

concluded that Ag@SiO2 deposition increased the electron-hole pair generation

in TiO2, whereas Ag, Pt, and bimetallic Ag-Pt NPs optimized CH4 and CO product

selectivity. Wang et al. assigned the catalytic reduction of CO2 to methane with

Au/ZnO to the plasmonic heating effect [159]. Temperature-calibrated Raman

spectra of ZnO phonons revealed that the heat could be controlled up to 600 �C
under green laser (λ¼ 532 nm) irradiation. The agreement between the light

intensity-dependent product selectivity and the temperature-dependent selectivity

in the dark led the authors to the conclusion that plasmonic heating was the reason

for the activity. Although using plasmonic photocatalysts for CO2 reduction gained

great interest and showed progress during the last few years, further effort has to be

made to enable a sufficient conversion on an industrial scale. Nonetheless,

plasmonic photocatalysis might give promising opportunities for reaching this goal.

5 Conclusions and Outlook

The combination of plasmonic properties of NPs with semiconductors for enhanc-

ing the performance of the photocatalysts has attracted great interest in recent years.

In this regard, the major drawbacks of semiconductor photocatalysts, which are

high recombination rates of charge carriers and poor visible light harvesting, have

to be solved, and plasmonic photocatalysis looks likely to be a promising route, in

particular for solar energy conversion to fuels. It was shown that, besides other

routes investigated and reported in the literature [2, 203, 204] for enhancing and

enabling visible (solar) light activity, plasmonic photocatalysis has great potential

for reaching the aim of clean, green energy conversion. However, further effort has

to be made to obtain a more detailed insight into the reaction pathway of plasmonic

photocatalysis [17, 100].

The controversially discussed working mechanisms of energy transfer from the

metal NP to the semiconductor are governed by the metal-semiconductor configu-

rations and arrangements. Thus, an optimal exploitation of these structures to boost

photocatalytic performance is essential. For instance, it was shown that polydis-

perse Au NPs on TiO2 enabled enhanced visible light harvesting and catalytic

activity for H2 generation [178] and the utilization of the strongly enhanced near-

field effect of Ag LSPR from Ag@SiO2@TiO2was most efficient with thin 2 nm

SiO2 shells [150]. Furthermore, low-cost plasmonic photocatalysts have to be

fabricated to overcome high material costs and open the way for industrial appli-

cations. Noble metals – despite their desired plasmonic properties and their utili-

zation as cocatalyst – show their economic limitations as rare and expensive

materials. Possible alternatives might be Cu- and Al-based plasmonic

photocatalysts. Also nonmetal-based plasmonic photocatalysts, as reviewed in

[205], might set the path for low-cost materials as effective photocatalysts. It has
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to be pointed out that photocatalytic stability is considered one main challenge for

efficient photocatalysts and is investigated by various research groups besides the

targeted high enhancements in photocatalytic activity. A long life time is highly

desired for solar fuel production on an industrial scale and economic feasible

applications.

As the future perspective, more effort needs to be devoted to solar energy and

surface plasmon-assisted fine chemical synthesis. The unique physical properties of

the plasmonic catalysts not only enhance the conversion but also change the

traditional reaction mechanism and consequently the product selectivity. In this

manner, we focus on the design of plasmonic catalysts for glycerol oxidation –

which is a large bio-diesel side product – to more useful fine chemicals.

Acknowledgements This work was financially supported by the MAXNET Energy consortium

of Max Planck Society and the Cluster of Excellence RESOLV (EXC 1069) funded by the

Deutsche Forschungsgemeinschaft (DFG).

References

1. Fujishima A, Honda K (1972) Electrochemical photolysis of water at a semiconductor

electrode. Nature 238(5358):37–38

2. Kudo A, Miseki Y (2009) Heterogeneous photocatalyst materials for water splitting. Chem

Soc Rev 38(1):253–278

3. Choi WY, Termin A, Hoffmann MR (1994) The role of metal-ion dopants in quantum-sized

TiO2 – correlation between photoreactivity and charge-carrier recombination dynamics. J

Phys Chem 98(51):13669–13679

4. Asahi R, Morikawa T, Ohwaki T, Aoki K, Taga Y (2001) Visible-light photocatalysis in

nitrogen-doped titanium oxides. Science 293(5528):269–271

5. Youngblood WJ, Lee S-HA, Maeda K, Mallouk TE (2009) Visible light water splitting using

dye-sensitized oxide semiconductors. Acc Chem Res 42(12):1966–1973

6. Ni M, Leung MKH, Leung DYC, Sumathy K (2007) A review and recent developments in

photocatalytic water-splitting using TiO2 for hydrogen production. Renew Sustain Energy

Rev 11(3):401–425

7. Chen X, Mao SS (2007) Titanium dioxide nanomaterials: synthesis, properties, modifica-

tions, and applications. Chem Rev 107(7):2891–2959

8. Linic S, Christopher P, Ingram DB (2011) Plasmonic-metal nanostructures for efficient

conversion of solar to chemical energy. Nat Mater 10(12):911–921

9. Awazu K, Fujimaki M, Rockstuhl C, Tominaga J, Murakami H, Ohki Y, Yoshida N,

Watanabe T (2008) A plasmonic photocatalyst consisting of sliver nanoparticles embedded

in titanium dioxide. J Am Chem Soc 130(5):1676–1680

10. Nie SM, Emery SR (1997) Probing single molecules and single nanoparticles by surface-

enhanced Raman scattering. Science 275(5303):1102–1106

11. Moskovits M (2005) Surface-enhanced Raman spectroscopy: a brief retrospective. J Raman

Spectrosc 36(6–7):485–496

12. Atwater HA, Polman A (2010) Plasmonics for improved photovoltaic devices. Nat Mater 9

(3):205–213

13. Anker JN, Hall WP, Lyandres O, Shah NC, Zhao J, Van Duyne RP (2008) Biosensing with

plasmonic nanosensors. Nat Mater 7(6):442–453

242 G. Dodekatos et al.



14. Larsson EM, Langhammer C, Zoric I, Kasemo B (2009) Nanoplasmonic probes of catalytic

reactions. Science 326(5956):1091–1094

15. Bardhan R, Lal S, Joshi A, Halas NJ (2011) Theranostic nanoshells: from probe design to

imaging and treatment of cancer. Acc Chem Res 44(10):936–946

16. Zheng X, Liu Q, Jing C, Li Y, Li D, LuoW, Wen Y, He Y, Huang Q, Long Y-T, Fan C (2011)

Catalytic gold nanoparticles for nanoplasmonic detection of DNA hybridization. Angew

Chem Int Ed 50(50):11994–11998

17. Zhang X, Chen YL, Liu R-S, Tsai DP (2013) Plasmonic photocatalysis. Rep Prog Phys 76

(4):1–41

18. Liu Z, Hou W, Pavaskar P, Aykol M, Cronin SB (2011) Plasmon resonant enhancement of

photocatalytic water splitting under visible illumination. Nano Lett 11(3):1111–1116

19. Thomann I, Pinaud BA, Chen Z, Clemens BM, Jaramillo TF, Brongersma ML (2011)

Plasmon enhanced solar-to-fuel energy conversion. Nano Lett 11(8):3440–3446

20. Ingram DB, Linic S (2011) Water splitting on composite plasmonic-metal/semiconductor

photoelectrodes: evidence for selective plasmon-induced formation of charge carriers near

the semiconductor surface. J Am Chem Soc 133(14):5202–5205

21. Chen J-J, Wu JCS, Wu PC, Tsai DP (2011) Plasmonic photocatalyst for H2 evolution in

photocatalytic water splitting. J Phys Chem C 115(1):210–216

21. Chen HM, Chen CK, Chen CJ, Cheng LC, Wu PC, Cheng BH, Ho YZ, Tseng ML, Hsu YY,

Chan TS, Lee JF, Liu RS, Tsai DP (2012) Plasmon inducing effects for enhanced photoelec-

trochemical water splitting: X-ray absorption approach to electronic structures. ACS Nano 6

(8):7362–7372

22. Warren SC, Thimsen E (2012) Plasmonic solar water splitting. Energy Environ Sci 5

(1):5133–5146

23. Wang H, You T, Shi W, Li J, Guo L (2012) Au/TiO2/Au as a plasmonic coupling

photocatalyst. J Phys Chem C 116(10):6490–6494

24. Gao H, Liu C, Jeong HE, Yang P (2012) Plasmon-enhanced photocatalytic activity of iron

oxide on gold nanopillars. ACS Nano 6(1):234–240

25. Lee J, Mubeen S, Ji X, Stucky GD, Moskovits M (2012) Plasmonic photoanodes for solar

water splitting with visible light. Nano Lett 12(9):5014–5019

26. Zhang Z, Zhang L, Hedhili MN, Zhang H, Wang P (2013) Plasmonic gold nanocrystals

coupled with photonic crystal seamlessly on TiO2 nanotube photoelectrodes for efficient

visible light photoelectrochemical water splitting. Nano Lett 13(1):14–20

27. Pu YC, Wang GM, Chang KD, Ling YC, Lin YK, Fitzmorris BC, Liu CM, Lu XH, Tong YX,

Zhang JZ, Hsu YJ, Li Y (2013) Au nanostructure-decorated TiO2 nanowires exhibiting

photoactivity across entire UV-visible region for photoelectrochemical water splitting.

Nano Lett 13(8):3817–3823

28. Solarska R, Bienkowski K, Zoladek S, Majcher A, Stefaniuk T, Kulesza PJ, Augustynski J

(2014) Enhanced water splitting at thin film tungsten trioxide photoanodes bearing plasmonic

gold-polyoxometalate particles. Angew Chem Int Ed Engl 53(51):14196–14200

29. Zhao X, Wang P, Yan Z, Ren N (2014) Ag nanoparticles decorated CuO nanowire arrays for

efficient plasmon enhanced photoelectrochemical water splitting. Chem Phys Lett 609:59–64

30. Zhong Y, Ueno K, Mori Y, Shi X, Oshikiri T, Murakoshi K, Inoue H, Misawa H (2014)

Plasmon-assisted water splitting using two sides of the same SrTiO3 single-crystal substrate:

conversion of visible light to chemical energy. Angew Chem Int Ed 53(39):10350–10354

31. Gomes Silva C, Juarez R, Marino T, Molinari R, Garcia H (2011) Influence of excitation

wavelength (UV or visible light) on the photocatalytic activity of titania containing gold

nanoparticles for the generation of hydrogen or oxygen from water. J Am Chem Soc 133

(3):595–602

32. Cao SW, Fang J, Shahjamali MM, Boey FYC, Barber J, Loo SCJ, Xue C (2012) Plasmon-

enhanced hydrogen evolution on Au-InVO4 hybrid microspheres. RSC Adv 2(13):5513–5515

Surface Plasmon-Assisted Solar Energy Conversion 243



33. Pany S, Naik B, Martha S, Parida K (2014) Plasmon induced nano Au particle decorated

over S, N-modified TiO2 for exceptional photocatalytic hydrogen evolution under visible

light. ACS Appl Mater Interfaces 6(2):839–846

34. Tanaka A, Hashimoto K, Kominami H (2014) Visible-light-induced hydrogen and oxygen

formation over Pt/Au/WO3 photocatalyst utilizing two types of photoabsorption due to

surface plasmon resonance and band-gap excitation. J Am Chem Soc 136(2):586–589

35. Verbruggen SW, Keulemans M, Filippousi M, Flahaut D, Van Tendeloo G, Lacombe S,

Martens JA, Lenaerts S (2014) Plasmonic gold-silver alloy on TiO2 photocatalysts with

tunable visible light activity. Appl Catal B Environ 156:116–121

36. Rayalu SS, Jose D, Joshi MV, Mangrulkar PA, Shrestha K, Klabunde K (2013) Photocatalytic

water splitting on Au/TiO2 nanocomposites synthesized through various routes: enhancement

in photocatalytic activity due to SPR effect. Appl Catal B Environ 142:684–693

37. Zhou C, Shang L, Yu H, Bian T, Wu L-Z, Tung C-H, Zhang T (2014) Mesoporous plasmonic

Au-loaded Ta2O5 nanocomposites for efficient visible light photocatalysis. Catal Today

225:158–163

38. Long J, Chang H, Gu Q, Xu J, Fan L, Wang S, Zhou Y, Wei W, Huang L, Wang X, Liu P,

Huang W (2014) Gold-plasmon enhanced solar-to-hydrogen conversion on the {001} facets

of anatase TiO2 nanosheets. Energy Environ Sci 7(3):973–977

39. Qu Y, Zhou W, Ren Z, Tian C, Li J, Fu H (2014) Heterojunction Ag-TiO2 nanopillars for

visible-light-driven photocatalytic H2 production. Chempluschem 79(7):995–1000

40. Luo Y, Liu X, Tang X, Luo Y, Zeng Q, Deng X, Ding S, Sun Y (2014) Gold nanoparticles

embedded in Ta2O5/Ta3N5 as active visible-light plasmonic photocatalysts for solar hydrogen

evolution. J Mater Chem A 2(36):14927–14939

41. Rayalu SS, Jose D, Mangrulkar PA, Joshi M, Hippargi G, Shrestha K, Klabunde K (2014)

Photodeposition of AuNPs on metal oxides: study of SPR effect and photocatalytic activity.

Int J Hydrog Energy 39(8):3617–3624

42. Ma X, Zhao K, Tang H, Chen Y, Lu C, Liu W, Gao Y, Zhao H, Tang Z (2014) New insight

into the role of gold nanoparticles in Au@ CdS core-shell nanostructures for hydrogen

evolution. Small 10(22):4664–4670

43. Hou W, Hung WH, Pavaskar P, Goeppert A, Aykol M, Cronin SB (2011) Photocatalytic

conversion of CO2 to hydrocarbon fuels via plasmon-enhanced absorption and metallic

interband transitions. ACS Catal 1(8):929–936

44. An C, Wang J, Jiang W, Zhang M, Ming X, Wang S, Zhang Q (2012) Strongly visible-light

responsive plasmonic shaped AgX:Ag (X¼Cl, Br) nanoparticles for reduction of CO2 to

methanol. Nanoscale 4(18):5646–5650

45. Tan JZY, Fernandez Y, Liu D, Maroto-Valer M, Bian JC, Zhang XW (2012) Photoreduction

of CO2 using copper-decorated TiO2 nanorod films with localized surface plasmon behavior.

Chem Phys Lett 531:149–154

46. Li X, Zhuang Z, Li W, Pan H (2012) Photocatalytic reduction of CO2 over noble metal-

loaded and nitrogen-doped mesoporous TiO2. Appl Catal A Gen 429:31–38

47. Mankidy BD, Joseph B, Gupta VK (2013) Photo-conversion of CO2 using titanium dioxide:

enhancements by plasmonic and co-catalytic nanoparticles. Nanotechnology 24(40)

48. Zhang Z, Wang Z, Cao S-W, Xue C (2013) Au/Pt nanoparticle-decorated TiO2 nanofibers

with plasmon-enhanced photocatalytic activities for solar-to-fuel conversion. J Phys Chem C

117(49):25939–25947

49. Liu EZ, Kang LM, Wu F, Sun T, Hu XY, Yang YH, Liu HC, Fan J (2014) Photocatalytic

reduction of CO2 into methanol over Ag/TiO2 nanocomposites enhanced by surface plasmon

resonance. Plasmonics 9(1):61–70

50. Yu JG, Dai GP, Huang BB (2009) Fabrication and characterization of visible-light-driven

plasmonic photocatalyst Ag/AgCl/TiO2 TiO2 nanotube arrays. J Phys Chem C 113

(37):16394–16401

244 G. Dodekatos et al.



51. Chen X, Zheng ZF, Ke XB, Jaatinen E, Xie TF, Wang DJ, Guo C, Zhao JC, Zhu HY (2010)

Supported silver nanoparticles as photocatalysts under ultraviolet and visible light irradiation.

Green Chem 12(3):414–419

52. Alvaro M, Cojocaru B, Ismail AA, Petrea N, Ferrer B, Harraz FA, Parvulescu VI, Garcia H

(2010) Visible-light photocatalytic activity of gold nanoparticles supported on template-

synthesized mesoporous titania for the decontamination of the chemical warfare agent

Soman. Appl Catal B Environ 99(1–2):191–197

53. Christopher P, Ingram DB, Linic S (2010) Enhancing photochemical activity of semicon-

ductor nanoparticles with optically active Ag nanostructures: photochemistry mediated by Ag

surface plasmons. J Phys Chem C 114(19):9173–9177

54. Wang P, Huang BB, Lou ZZ, Zhang XY, Qin XY, Dai Y, Zheng ZK, Wang XN (2010)

Synthesis of highly efficient Ag@AgCl plasmonic photocatalysts with various structures.

Chem Eur J 16(2):538–544

55. Hu C, Peng T, Hu X, Nie Y, Zhou X, Qu J, He H (2010) Plasmon-induced photodegradation

of toxic pollutants with Ag-Agl/Al2O3 under visible-light irradiation. J Am Chem Soc 132

(2):857–862

56. Zielinska-Jurek A, Kowalska E, Sobczak JW, Lisowski W, Ohtani B, Zaleska A (2011)

Preparation and characterization of monometallic (Au) and bimetallic (Ag/Au) modified-

titania photocatalysts activated by visible light. Appl Catal B Environ 101(3-4):504–514

57. Zhang Q, Lima DQ, Lee I, Zaera F, Chi M, Yin Y (2011) A highly active titanium dioxide

based visible-light photocatalyst with nonmetal doping and plasmonic metal decoration.

Angew Chem 50(31):7088–7092

58. Hou W, Liu Z, Pavaskar P, Hung WH, Cronin SB (2011) Plasmonic enhancement of

photocatalytic decomposition of methyl orange under visible light. J Catal 277(2):149–153

59. Wen B, Ma J, Chen C, Ma W, Zhu H, Zhao J (2011) Supported noble metal nanoparticles as

photo/sono-catalysts for synthesis of chemicals and degradation of pollutants. Sci China

Chem 54(6):887–897

60. Qu Y, Cheng R, Su Q, Duan X (2011) Plasmonic enhancements of photocatalytic activity of

Pt/n-Si/Ag photodiodes using Au/Ag core/shell nanorods. J Am Chem Soc 133

(42):16730–16733

61. Anandan S, Pugazhenthiran N, Selvamani T, Hsieh SH, Lee GJ, Wu JJ (2012) Investigation

on photocatalytic potential of Au-Ta2O5 semiconductor nanoparticle by degrading methyl

orange in aqueous solution by illuminating with visible light. Catal Sci Technol 2

(12):2502–2507

62. Jiang L, Zhou G, Mi J, Wu Z (2012) Fabrication of visible-light-driven one-dimensional

anatase TiO2/Ag heterojunction plasmonic photocatalyst. Catal Commun 24:48–51

63. Zhou MH, Zhang J, Cheng B, Yu HG (2012) Enhancement of visible-light photocatalytic

activity of mesoporous Au-TiO2 nanocomposites by surface plasmon resonance. Int J

Photoenergy 10

64. Kochuveedu ST, Kim DP, Kim DH (2012) Surface-plasmon-induced visible light

photocatalytic activity of TiO2 nanospheres decorated by Au nanoparticles with controlled

configuration. J Phys Chem C 116(3):2500–2506

65. Gomez L, Sebastian V, Arruebo M, Santamaria J, Cronin SB (2014) Plasmon-enhanced

photocatalytic water purification. Phys Chem Chem Phys 16(29):15111–15116

66. Golabiewska A, Lisowski W, Jarek M, Nowaczyk G, Zielinska-Jurek A, Zaleska A (2014)

Visible light photoactivity of TiO2 loaded with monometallic (Au or Pt) and bimetallic

(Au/Pt) nanoparticles. Appl Surf Sci 317:1131–1142

67. Ayati A, Ahmadpour A, Bamoharram FF, Tanhaei B, Manttari M, Sillanpaa M (2014) A

review on catalytic applications of Au/TiO2 nanoparticles in the removal of water pollutant.

Chemosphere 107:163–174

68. Tanaka A, Hashimoto K, Kominami H (2012) Preparation of Au/CeO2 exhibiting strong

surface plasmon resonance effective for selective or chemoselective oxidation of alcohols to

Surface Plasmon-Assisted Solar Energy Conversion 245



aldehydes or ketones in aqueous suspensions under irradiation by green light. J Am Chem Soc

134(35):14526–14533

69. Wang F, Li C, Chen H, Jiang R, Sun L-D, Li Q, Wang J, Yu JC, Yan C-H (2013) Plasmonic

harvesting of light energy for Suzuki coupling reactions. J Am Chem Soc 135(15):5588–5601

70. Huang X, Li Y, Chen Y, Zhou H, Duan X, Huang Y (2013) Plasmonic and catalytic AuPd

nanowheels for the efficient conversion of light into chemical energy. Angew Chem Int Ed 52

(23):6063–6067

71. Lang X, Chen X, Zhao J (2014) Heterogeneous visible light photocatalysis for selective

organic transformations. Chem Soc Rev 43(1):473–486

72. Garcia MA (2011) Surface plasmons in metallic nanoparticles: fundamentals and applica-

tions. J Phys D Appl Phys 44(28):283001

73. Mayer KM, Hafner JH (2011) Localized surface plasmon resonance sensors. Chem Rev 111

(6):3828–3857

74. Hartland GV (2011) Optical studies of dynamics in noble metal nanostructures. Chem Rev

111(6):3858–3887

75. Kelly KL, Coronado E, Zhao LL, Schatz GC (2003) The optical properties of metal

nanoparticles: the influence of size, shape, and dielectric environment. J Phys Chem B 107

(3):668–677

76. Ruach-Nir I, Bendikov TA, Doron-Mor I, Barkay Z, Vaskevich A, Rubinstein I (2007) Silica-

stabilized gold island films for transmission localized surface plasmon sensing. J Am Chem

Soc 129(1):84–92

77. Larsson EM, Alegret J, Kall M, Sutherland DS (2007) Sensing characteristics of NIR

localized surface plasmon resonances in gold nanorings for application as ultrasensitive

biosensors. Nano Lett 7(5):1256–1263

78. Haes AJ, Van Duyne RP (2002) A nanoscale optical biosensor: sensitivity and selectivity of

an approach based on the localized surface plasmon resonance spectroscopy of triangular

silver nanoparticles. J Am Chem Soc 124(35):10596–10604

79. Miller MM, Lazarides AA (2005) Sensitivity of metal nanoparticle surface plasmon reso-

nance to the dielectric environment. J Phys Chem B 109(46):21556–21565

80. Pena O, Pal U, Rodriguez-Fernandez L, Crespo-Sosa A (2008) Linear optical response of

metallic nanoshells in different dielectric media. J Optical Soc Am B Optical Phys 25

(8):1371–1379

81. Zhao J, Pinchuk AO, McMahon JM, Li S, Ausman LK, Atkinson AL, Schatz GC (2008)

Methods for describing the electromagnetic properties of silver and gold nanoparticles. Acc

Chem Res 41(12):1710–1720

82. Chen H, Kou X, Yang Z, Ni W, Wang J (2008) Shape- and size-dependent refractive index

sensitivity of gold nanoparticles. Langmuir 24(10):5233–5237

83. Haes AJ, Zou SL, Schatz GC, Van Duyne RP (2004) A nanoscale optical biosensor: the long

range distance dependence of the localized surface plasmon resonance of noble metal

nanoparticles. J Phys Chem B 108(1):109–116

84. Homola J, Yee SS, Gauglitz G (1999) Surface plasmon resonance sensors: review. Sens

Actuators B Chem 54(1–2):3–15

85. Homola J (2008) Surface plasmon resonance sensors for detection of chemical and biological

species. Chem Rev 108(2):462–493

86. Zheng Y, Zhong X, Li Z, Xia Y (2014) Successive, seed-mediated growth for the synthesis of

single-crystal gold nanospheres with uniform diameters controlled in the range of 5–150 nm.

Part Part Syst Charact 31(2):266–273

87. Choi KW, Kim DY, Zhong X-L, Li Z-Y, Im SH, Park OO (2013) Robust synthesis of gold

rhombic dodecahedra with well-controlled sizes and their optical properties. Crystengcomm

15(2):252–258

88. Zhou X, Liu G, Yu J, Fan W (2012) Surface plasmon resonance-mediated photocatalysis by

noble metal-based composites under visible light. J Mater Chem 22(40):21337–21354

246 G. Dodekatos et al.



89. Jain PK, Lee KS, El-Sayed IH, El-Sayed MA (2006) Calculated absorption and scattering

properties of gold nanoparticles of different size, shape, and composition: applications in

biological imaging and biomedicine. J Phys Chem B 110(14):7238–7248

90. Link S, El-Sayed MA (1999) Size and temperature dependence of the plasmon absorption of

colloidal gold nanoparticles. J Phys Chem B 103(21):4212–4217

91. Link S, El-Sayed MA (2000) Shape and size dependence of radiative, non-radiative and

photothermal properties of gold nanocrystals. Int Rev Phys Chem 19(3):409–453

92. Tsukamoto D, Shiraishi Y, Sugano Y, Ichikawa S, Tanaka S, Hirai T (2012) Gold

nanoparticles located at the interface of anatase/rutile TiO2 particles as active plasmonic

photocatalysts for aerobic oxidation. J Am Chem Soc 134(14):6309–6315

93. Chen C-J, Chen M-G, Chen CK,Wu PC, Chen P-T, Basu M, Hu S-F, Tsai DP, Liu R-S (2015)

Ag-Si artificial microflowers for plasmon-enhanced solar water splitting. Chem Commun 51

(3):549–552

94. Hou X (2014) Nonaqueous fabrication of ZnO/Au nanohybrids with enhanced photocatalytic

activity. Mater Lett 137:319–322

95. Primo A, Corma A, Garcia H (2011) Titania supported gold nanoparticles as photocatalyst.

Phys Chem Chem Phys 13(3):886–910

96. Cushing SK, Li J, Meng F, Senty TR, Suri S, Zhi M, Li M, Bristow AD, Wu N (2012)

Photocatalytic activity enhanced by plasmonic resonant energy transfer from metal to

semiconductor. J Am Chem Soc 134(36):15033–15041

97. Zhang Z, Yates JT (2012) Band bending in semiconductors: chemical and physical conse-

quences at surfaces and interfaces. Chem Rev 112(10):5520–5551

98. Hou WB, Cronin SB (2013) A review of surface plasmon resonance-enhanced

photocatalysis. Adv Funct Mater 23(13):1612–1619

99. Zhang XM, Chen YL, Liu RS, Tsai DP (2013) Plasmonic photocatalysis. Rep Prog Phys 76

(4):41

100. Kochuveedu ST, Jang YH, Kim DH (2013) A study on the mechanism for the interaction of

light with noble metal-metal oxide semiconductor nanostructures for various photophysical

applications. Chem Soc Rev 42(21):8467–8493

101. Bumajdad A, Madkour M (2014) Understanding the superior photocatalytic activity of noble

metals modified titania under UV and visible light irradiation. Phys Chem Chem Phys 16

(16):7146–7158

102. Watanabe K, Menzel D, Nilius N, Freund H-J (2006) Photochemistry on metal nanoparticles.

Chem Rev 106(10):4301–4320

103. Kale MJ, Avanesian T, Christopher P (2014) Direct photocatalysis by plasmonic

nanostructures. ACS Catal 4(1):116–128

104. Xiao Q, Jaatinen E, Zhu HY (2014) Direct photocatalysis for organic synthesis by using

plasmonic-metal nanoparticles irradiated with visible light. Chem Asian J 9(11):3046–3064

105. Yu K, Tian Y, Tatsuma T (2006) Size effects of gold nanaoparticles on plasmon-induced

photocurrents of gold-TiO2 nanocomposites. Phys Chem Chem Phys 8(46):5417–5420

106. Sakai N, Fujiwara Y, Takahashi Y, Tatsuma T (2009) Plasmon-resonance-based generation

of cathodic photocurrent at electrodeposited gold nanoparticles coated with TiO2 films.

ChemPhysChem 10(5):766–769

107. Kowalska E, Abe R, Ohtani B (2009) Visible light-induced photocatalytic reaction of gold-

modified titanium(IV) oxide particles: action spectrum analysis. Chem Commun 2:241–243

108. Nishijima Y, Ueno K, Yokota Y, Murakoshi K, Misawa H (2010) Plasmon-assisted photo-

current generation from visible to near-infrared wavelength using a Au-nanorods/TiO2

electrode. J Phys Chem Lett 1(13):2031–2036

109. Li RH, ChenWX, Kobayashi H, Ma CX (2010) Platinum-nanoparticle-loaded bismuth oxide:

an efficient plasmonic photocatalyst active under visible light. Green Chem 12(2):212–215

110. Mubeen S, Hernandez-Sosa G, Moses D, Lee J, Moskovits M (2011) Plasmonic photosensi-

tization of a wide band gap semiconductor: converting plasmons to charge carriers. Nano Lett

11(12):5548–5552

Surface Plasmon-Assisted Solar Energy Conversion 247



111. Lee YK, Jung CH, Park J, Seo H, Somorjai GA, Park JY (2011) Surface plasmon-driven hot

electron flow probed with metal-semiconductor nanodiodes. Nano Lett 11(10):4251–4255

112. Kimura K, Naya S-I, Jin-nouchi Y, Tada H (2012) TiO2 crystal form-dependence of the

Au/TiO2 plasmon photocatalyst’s activity. J Phys Chem C 116(12):7111–7117

113. Lu Y, Yu H, Chen S, Quan X, Zhao H (2012) Integrating plasmonic nanoparticles with TiO2

photonic crystal for enhancement of visible-light-driven photocatalysis. Environ Sci Technol

46(3):1724–1730

114. Hu XF, Burgi T (2012) Photoinduced electron transfer and photodegradation of malonic acid

at Au/TiO2 investigated by in situ ATR-IR spectroscopy. Appl Catal A Gen 449:139–144

115. Sa J, Tagliabue G, Friedli P, Szlachetko J, Rittmann-Frank MH, Santomauro FG, Milne CJ,

Sigg H (2013) Direct observation of charge separation on Au localized surface plasmons.

Energy Environ Sci 6(12):3584–3588

116. Wu K, Rodriguez-Cordoba WE, Yang Y, Lian T (2013) Plasmon-induced hot electron

transfer from the Au Tip to CdS rod in CdS-Au nanoheterostructures. Nano Lett 13

(11):5255–5263

117. Mubeen S, Lee J, Singh N, Kraemer S, Stucky GD, Moskovits M (2013) An autonomous

photosynthetic device in which all charge carriers derive from surface plasmons. Nat

Nanotechnol 8(4):247–251

118. Naya S-I, Niwa T, Kume T, Tada, H (2014) Visible-light-induced electron transport from

small to large nanoparticles in bimodal gold nanoparticle-loaded titanium(IV) oxide. Angew

Chem Int Ed 53(28):7305–7309

119. Bian ZF, Tachikawa T, Zhang P, Fujitsuka M, Majima T (2014) Au/TiO2 superstructure-

based plasmonic photocatalysts exhibiting efficient charge separation and unprecedented

activity. J Am Chem Soc 136(1):458–465

120. DuChene JS, Sweeny BC, Johnston-Peck AC, Su D, Stach EA, Wei WD (2014) Prolonged

hot electron dynamics in plasmonic-metal/semiconductor heterostructures with implications

for solar photocatalysis. Angew Chem Int Ed 53(30):7887–7891

121. Marchuk K, Willets KA (2014) Localized surface plasmons and hot electrons. Chem Phys

445:95–104

122. Takahiro K, Naya S-I, Tada H (2014) Highly active supported plasmonic photocatalyst

consisting of gold nanoparticle-loaded mesoporous titanium(IV) oxide over layer and

conducting substrate. J Phys Chem C 118(46):26887–26893

123. Kazuma E, Tatsuma T (2014) In situ nanoimaging of photoinduced charge separation at the

plasmonic au nanoparticle-TiO2 interface. Adv Mater Interfaces 1(3):1400066

124. Li JT, Cushing SK, Zheng P, Senty T, Meng FK, Bristow AD, Manivannan A, Wu NQ (2014)

Solar hydrogen generation by a CdS-Au-TiO2 sandwich nanorod array enhanced with Au

nanoparticle as electron relay and plasmonic photosensitizer. J Am Chem Soc 136

(23):8438–8449

125. Wu L, Li F, Xu Y, Zhang JW, Zhang D, Li G, Li H (2015) Plasmon-induced photoelec-

trocatalytic activity of Au nanoparticles enhanced TiO2 nanotube arrays electrodes for

environmental remediation. Appl Catal B Environ 164:217–224

126. Qian K, Sweeny BC, Johnston-Peck AC, Niu W, Graham JO, DuChene JS, Qiu J, Wang Y-C,

Engelhard MH, Su D, Stach EA, Wei WD (2014) Surface plasmon-driven water reduction:

gold nanoparticle size matters. J Am Chem Soc 136(28):9842–9845

127. Tian Y, Tatsuma T (2005) Mechanisms and applications of plasmon-induced charge separa-

tion at TiO2 films loaded with gold nanoparticles. J Am Chem Soc 127(20):7632–7637

128. Zhai WY, Xue SJ, Zhu AW, Luo YP, Tian Y (2011) Plasmon-driven selective oxidation of

aromatic alcohols to aldehydes in water with recyclable Pt/TiO2 nanocomposites.

ChemCatChem 3(1):127–130

129. Zheng Z, Huang B, Qin X, Zhang X, Dai Y, Whangbo M-H (2011) Facile in situ synthesis of

visible-light plasmonic photocatalysts M@TiO2 (M¼Au, Pt, Ag) and evaluation of their

photocatalytic oxidation of benzene to phenol. J Mater Chem 21(25):9079–9087

248 G. Dodekatos et al.



130. Furube A, Du L, Hara K, Katoh R, Tachiya M (2007) Ultrafast plasmon-induced electron

transfer from gold nanodots into TiO2 nanoparticles. J Am Chem Soc 129(48):14852–14853

131. Du LC, Furube A, Yamamoto K, Hara K, Katoh R, Tachiya M (2009) Plasmon-induced

charge separation and recombination dynamics in gold-TiO2 nanoparticle systems: depen-

dence on TiO2 particle size. J Phys Chem C 113(16):6454–6462

132. Du LC, Furube A, Hara K, Katoh R, Tachiya M (2013) Ultrafast plasmon induced electron

injection mechanism in gold-TiO2 nanoparticle system. J Photochem Photobiol C Photochem

Rev 15:21–30

133. Tian Y, Tatsuma T (2004) Plasmon-induced photoelectrochemistry at metal nanoparticles

supported on nanoporous TiO2. Chem Commun 16:1810–1811

134. Priebe JB, Karnahl M, Junge H, Beller M, Hollmann D, Brueckner A (2013) Water reduction

with visible light: synergy between optical transitions and electron transfer in Au-TiO2

catalysts visualized by in situ EPR spectroscopy. Angew Chem Int Ed 52(43):11420–11424

135. Hirakawa T, Kamat PV (2005) Charge separation and catalytic activity of Ag@TiO2 core-

shell composite clusters under UV-irradiation. J Am Chem Soc 127(11):3928–3934

136. Rosseler O, Shankar MV, Du MK-L, Schmidlin L, Keller N, Keller V (2010) Solar light

photocatalytic hydrogen production from water over Pt and Au/TiO2(anatase/rutile)

photocatalysts: influence of noble metal and porogen promotion. J Catal 269(1):179–190

137. Bamwenda GR, Tsubota S, Nakamura T, Haruta M (1995) Photoassisted hydrogen produc-

tion from a water-ethanol solution: a comparison of activities of Au∙TiO2 and Pt∙TiO2. J

Photochem Photobiol A Chem 89(2):177–189

138. Kumar MK, Krishnamoorthy S, Tan LK, Chiam SY, Tripathy S, Gao H (2011) Field effects

in plasmonic photocatalyst by precise SiO2 thickness control using atomic layer deposition.

ACS Catal 1(4):300–308

139. Seh ZW, Liu S, Low M, Zhang S-Y, Liu Z, Mlayah A, Han M-Y (2012) Janus Au-TiO2

photocatalysts with strong localization of plasmonic near-fields for efficient visible-light

hydrogen generation. Adv Mater 24(17):2310–2314

140. Li H, Lu W, Tian J, Luo Y, Asiri AM, Al-Youbi AO, Sun X (2012) Synthesis and study of

plasmon-induced carrier behavior at Ag/TiO2 nanowires. Chem Eur J 18(27):8508–8514

141. Park JY, Kim SM, Lee H, Naik B (2014) Hot electron and surface plasmon-driven catalytic

reaction in metal-semiconductor nanostructures. Catal Lett 144(12):1996–2004

142. Jiang DH, Zhou W, Zhong XH, Zhang YG, Li XH (2014) Distinguishing localized surface

plasmon resonance and Schottky junction of Au-Cu2O composites by their molecular spacer

dependence. ACS Appl Mater Interfaces 6(14):10958–10962

143. Qiu J, Zeng G, Pavaskar P, Li Z, Cronin SB (2014) Plasmon-enhanced water splitting on

TiO2-passivated GaP photocatalysts. Phys Chem Chem Phys 16(7):3115–3121

144. Amrollahi R, Hamdy MS, Mul G (2014) Understanding promotion of photocatalytic activity

of TiO2 by Au nanoparticles. J Catal 319:194–199

145. Maier SA, Atwater HA (2005) Plasmonics: localization and guiding of electromagnetic

energy in metal/dielectric structures. J Appl Phys 98(1):011101

146. Ingram DB, Christopher P, Bauer JL, Linic S (2011) Predictive model for the design of

plasmonic metal/semiconductor composite photocatalysts. ACS Catal 1(10):1441–1447

147. Hao E, Schatz GC (2004) Electromagnetic fields around silver nanoparticles and dimers. J

Chem Phys 120(1):357–366

148. Esteban R, Borisov AG, Nordlander P, Aizpurua J (2012) Bridging quantum and classical

plasmonics with a quantum-corrected model. Nat Commun 2012:3

149. Chung T, Lee S-Y, Song EY, Chun H, Lee B (2011) Plasmonic nanostructures for nano-scale

bio-sensing. Sensors 11(11):10907–10929

150. Zhang X, Zhu Y, Yang X, Wang S, Shen J, Lin B, Li C (2013) Enhanced visible light

photocatalytic activity of interlayer-isolated triplex Ag@SiO2@TiO2 core-shell

nanoparticles. Nanoscale 5(8):3359–3366

Surface Plasmon-Assisted Solar Energy Conversion 249



151. Zhang X, Zhao J, Wang S, Dai H, Sun X (2014) Shape-dependent localized surface plasmon

enhanced photocatalytic effect of ZnO nanorods decorated with Ag. Int J Hydrog Energy 39

(16):8238–8245

152. Li J, Cushing SK, Bright J, Meng F, Senty TR, Zheng P, Bristow AD, Wu N (2013)

Ag@Cu2O core-shell nanoparticles as visible-light plasmonic photocatalysts. ACS Catal 3

(1):47–51

153. Melancon MP, Lu W, Yang Z, Zhang R, Cheng Z, Elliot AM, Stafford J, Olson T, Zhang JZ,

Li C (2008) In vitro and in vivo targeting of hollow gold nanoshells directed at epidermal

growth factor receptor for photothermal ablation therapy. Mol Cancer Ther 7(6):1730–1739

154. Baffou G, Quidant R (2013) Thermo-plasmonics: using metallic nanostructures as nano-

sources of heat. Laser Photonics Rev 7(2):171–187

155. Jain PK, Huang X, El-Sayed IH, El-Sayed MA (2008) Noble metals on the nanoscale: optical

and photothermal properties and some applications in imaging, sensing, biology, and med-

icine. Acc Chem Res 41(12):1578–1586

156. Baffou G, Quidant R, Girard C (2009) Heat generation in plasmonic nanostructures: Influ-

ence of morphology. Appl Phys Lett 94(15):153109

157. Herzog JB, Knight MW, Natelson D (2014) Thermoplasmonics: quantifying plasmonic

heating in single nanowires. Nano Lett 14(2):499–503

158. Baffou G, Polleux J, Rigneault H, Monneret S (2014) Super-heating and micro-bubble

generation around plasmonic nanoparticles under cw illumination. J Phys Chem C 118

(9):4890–4898

159. Wang C, Ranasingha O, Natesakhawat S, Ohodnicki PR Jr, Andio M, Lewis JP, Matranga C

(2013) Visible light plasmonic heating of Au-ZnO for the catalytic reduction of CO2.

Nanoscale 5(15):6968–6974

160. Christopher P, Xin H, Linic S (2011) Visible-light-enhanced catalytic oxidation reactions on

plasmonic silver nanostructures. Nat Chem 3(6):467–472

161. Adleman JR, Boyd DA, Goodwin DG, Psaltis D (2009) Heterogenous catalysis mediated by

plasmon heating. Nano Lett 9(12):4417–4423

162. Evanoff DD, Chumanov G (2005) Synthesis and optical properties of silver nanoparticles and

arrays. ChemPhysChem 6(7):1221–1231

163. Wiley BJ, Chen Y, McLellan JM, Xiong Y, Li Z-Y, Ginger D, Xia Y (2007) Synthesis and

optical properties of silver nanobars and nanorice. Nano Lett 7(4):1032–1036

164. Sankar M, Nowicka E, Carter E, Murphy DM, Knight DW, Bethell D, Hutchings GJ (2014)

The benzaldehyde oxidation paradox explained by the interception of peroxy radical by

benzyl alcohol. Nat Commun 2014:5

165. Zhou J, Ren F, Zhang S, Wu W, Xiao X, Liu Y, Jiang C (2013) SiO2-Ag-SiO2-TiO2 multi-

shell structures: plasmon enhanced photocatalysts with wide-spectral-response. J Mater

Chem A 1(42):13128–13138

166. Lin S-J, Lee K-C, Wu J-L, Wu J-Y (2012) Plasmon-enhanced photocurrent in dye-sensitized

solar cells. Sol Energy 86(9):2600–2605

167. Abdi FF, Dabirian A, Dam B, van de Krol R (2014) Plasmonic enhancement of the optical

absorption and catalytic efficiency of BiVO4 photoanodes decorated with Ag@SiO2 core-

shell nanoparticles. Phys Chem Chem Phys 16(29):15272–15277

168. Li JT, Cushing SK, Zheng P, Meng FK, Chu D, Wu NQ (2013) Plasmon-induced photonic

and energy-transfer enhancement of solar water splitting by a hematite nanorod array. Nat

Commun 4:1–8

169. Kong B, Tang J, Selomulya C, Li W, Wei J, Fang Y, Wang Y, Zheng G, Zhao D (2014)

Oriented mesoporous nanopyramids as versatile plasmon-enhanced interfaces. J Am Chem

Soc 136(19):6822–6825

170. Zhang X, Liu Y, Lee S-T, Yang S, Kang Z (2014) Coupling surface plasmon resonance of

gold nanoparticles with slow-photon-effect of TiO2 photonic crystals for synergistically

enhanced photoelectrochemical water splitting. Energy Environ Sci 7(4):1409–1419

250 G. Dodekatos et al.



171. Zhan ZY, An JN, Zhang HC, Hansen RV, Zheng LX (2014) Three-dimensional plasmonic

photoanodes based on Au-embedded TiO2 structures for enhanced visible-light water split-

ting. ACS Appl Mater Interfaces 6(2):1139–1144

172. Erwin WR, Coppola A, Zarick HF, Arora P, Miller KJ, Bardhan R (2014) Plasmon enhanced

water splitting mediated by hybrid bimetallic Au–Ag core-shell nanostructures. Nanoscale 6

(21):12626–12634

173. DeSario PA, Pietron JJ, DeVantier DE, Brintlinger TH, Stroud RM, Rolison DR (2013)

Plasmonic enhancement of visible-light water splitting with Au-TiO2 composite aerogels.

Nanoscale 5(17):8073–8083

174. Wang G, Ling Y, Wang H, Lu X, Li Y (2014) Chemically modified nanostructures for

photoelectrochemical water splitting. J Photochem Photobiol C Photochem Rev 19:35–51

175. Bowker M, Millard L, Greaves J, James D, Soares J (2004) Photocatalysis by au

nanoparticles: reforming of methanol. Gold Bull 37(3-4):170–173

176. Daskalaki VM, Kondarides DI (2009) Efficient production of hydrogen by photo-induced

reforming of glycerol at ambient conditions. Catal Today 144(1–2):75–80

177. Su R, Tiruvalam R, Logsdail AJ, He Q, Downing CA, Jensen MT, Dimitratos N, Kesavan L,

Wells PP, Bechstein R, Jensen HH, Wendt S, Catlow CRA, Kiely CJ, Hutchings GJ,

Besenbacher F (2014) Designer titania-supported Au-Pd nanoparticles for efficient

photocatalytic hydrogen production. ACS Nano 8(4):3490–3497

178. Tanaka A, Sakaguchi S, Hashimoto K, Kominami H (2012) Preparation of Au/TiO2

exhibiting strong surface plasmon resonance effective for photoinduced hydrogen formation

from organic and inorganic compounds under irradiation of visible light. Catal Sci Technol 2

(5):907–909

179. Fu X, Long J, Wang X, Leung DYC, Ding Z, Wu L, Zhang Z, Li Z, Fu X (2008)

Photocatalytic reforming of biomass: a systematic study of hydrogen evolution from glucose

solution. Int J Hydrog Energy 33(22):6484–6491

180. Hisatomi T, Kubota J, Domen K (2014) Recent advances in semiconductors for

photocatalytic and photoelectrochemical water splitting. Chem Soc Rev 43(22):7520–7535

181. Fang J, Cao SW, Wang Z, Shahjamali MM, Loo SCJ, Barber J, Xue C (2012) Mesoporous

plasmonic Au-TiO2 nanocomposites for efficient visible-light-driven photocatalytic water

reduction. Int J Hydrog Energy 37(23):17853–17861

182. Tanaka A, Sakaguchi S, Hashimoto K, Kominami H (2014) Photocatalytic reactions under

irradiation of visible light over gold nanoparticles supported on titanium(IV) oxide powder

prepared by using a multi-step photodeposition method. Catal Sci Technol 4(7):1931–1938

183. Tanaka A, Sakaguchi S, Hashimoto K, Kominami H (2013) Preparation of Au/TiO2 with

metal cocatalysts exhibiting strong surface plasmon resonance effective for photoinduced

hydrogen formation under irradiation of visible light. ACS Catal 3(1):79–85

184. Zhang ZY, Li AR, Cao SW, Bosman M, Li SZ, Xue C (2014) Direct evidence of plasmon

enhancement on photocatalytic hydrogen generation over Au/Pt-decorated TiO2 nanofibers.

Nanoscale 6(10):5217–5222

185. Yan J, Wu G, Guan N, Li L (2013) Synergetic promotion of the photocatalytic activity of

TiO2 by gold deposition under UV-visible light irradiation. Chem Commun 49

(100):11767–11769

186. Sreethawong T, Yoshikawa S (2005) Comparative investigation on photocatalytic hydrogen

evolution over Cu-, Pd-, and Au-loaded mesoporous TiO2 photocatalysts. Catal Commun 6

(10):661–668

187. Murdoch M, Waterhouse GIN, Nadeem MA, Metson JB, Keane MA, Howe RF, Llorca J,

Idriss H (2011) The effect of gold loading and particle size on photocatalytic hydrogen

production from ethanol over Au/TiO2 nanoparticles. Nat Chem 3(6):489–492

188. Yuzawa H, Yoshida T, Yoshida H (2012) Gold nanoparticles on titanium oxide effective for

photocatalytic hydrogen formation under visible light. Appl Catal B Environ 115:294–302

Surface Plasmon-Assisted Solar Energy Conversion 251



189. Jovic V, Chen WT, Sun-Waterhouse D, Blackford MG, Idriss H, Waterhouse GIN (2013)

Effect of gold loading and TiO2 support composition on the activity of Au/TiO2

photocatalysts for H2 production from ethanol-water mixtures. J Catal 305:307–317

190. Kowalska E, Mahaney OOP, Abe R, Ohtani B (2010) Visible-light-induced photocatalysis

through surface plasmon excitation of gold on titania surfaces. Phys Chem Chem Phys 12

(10):2344–2355

191. Yan JQ, Wu GJ, Dai WL, Guan NJ, Li LD (2014) Synthetic design of gold nanoparticles on

anatase TiO2 {001} for enhanced visible light harvesting. ACS Sustain Chem Eng 2

(8):1940–1946

192. Cui ET, Lu GX (2014) New evidence for the regulation of photogenerated electron transfer

on surface potential energy controlled co-catalyst on TiO2 – the investigation of hydrogen

production over selectively exposed Au facet on Au/TiO2. Int J Hydrog Energy 39

(15):7672–7685

193. Wang Y, Yu JG, Xiao W, Li Q (2014) Microwave-assisted hydrothermal synthesis of

graphene based Au-TiO2 photocatalysts for efficient visible-light hydrogen production. J

Mater Chem A 2(11):3847–3855

194. Liu Y, Yu H, Wang H, Chen S, Quan X (2014) Efficient H2 production over Au/graphene/

TiO2 induced by surface plasmon resonance of Au and band-gap excitation of TiO2. Mater

Res Bull 59:111–116

195. Singh GP, Shrestha KM, Nepal A, Klabunde KJ, Sorensen CM (2014) Graphene supported

plasmonic photocatalyst for hydrogen evolution in photocatalytic water splitting. Nanotech-

nology 25(26):1–11

196. Roy SC, Varghese OK, Paulose M, Grimes CA (2010) Toward solar fuels: photocatalytic

conversion of carbon dioxide to hydrocarbons. ACS Nano 4(3):1259–1278

197. Dhakshinamoorthy A, Navalon S, Corma A, Garcia H (2012) Photocatalytic CO2 reduction

by TiO2 and related titanium containing solids. Energy Environ Sci 5(11):9217–9233

198. Tu W, Zhou Y, Zou Z (2014) Photocatalytic conversion of CO2 into renewable hydrocarbon

fuels: state-of-the-art accomplishment, challenges, and prospects. Adv Mater 26

(27):4607–4626

199. Das S, Daud WMAW (2014) A review on advances in photocatalysts towards CO2 conver-

sion. RSC Adv 4(40):20856–20893

200. Habisreutinger SN, Schmidt-Mende L, Stolarczyk JK (2013) Photocatalytic reduction of CO2

on TiO2 and other semiconductors. Angew Chem Int Ed 52(29):7372–7408

201. Ma Y, Wang X, Jia Y, Chen X, Han H, Li C (2014) Titanium dioxide-based nanomaterials for

photocatalytic fuel generations. Chem Rev 114(19):9987–10043

202. Neatu S, Macia-Agullo JA, Concepcion P, Garcia H (2014) Gold-copper nanoalloys

supported on TiO2 as photocatalysts for CO2 reduction by water. J Am Chem Soc 136

(45):15969–15976

203. Qu Y, Duan X (2013) Progress, challenge and perspective of heterogeneous photocatalysts.

Chem Soc Rev 42(7):2568–2580

204. Wang Z, Liu Y, Huang B, Dai Y, Lou Z, Wang G, Zhang X, Qin X (2014) Progress on

extending the light absorption spectra of photocatalysts. Phys Chem Chem Phys 16

(7):2758–2774

205. Lou Z, Wang Z, Huang B, Dai Y (2014) Synthesis and activity of plasmonic photocatalysts.

ChemCatChem 6(9):2456–2476

252 G. Dodekatos et al.



Top Curr Chem (2016) 371: 253–324
DOI: 10.1007/128_2015_650
# Springer International Publishing Switzerland 2015
Published online: 13 August 2015

Advanced and In Situ Analytical Methods

for Solar Fuel Materials
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Abstract In situ and operando techniques can play important roles in the develop-

ment of better performing photoelectrodes, photocatalysts, and electrocatalysts by

helping to elucidate crucial intermediates and mechanistic steps. The development of

high throughput screening methods has also accelerated the evaluation of relevant

photoelectrochemical and electrochemical properties for new solar fuel materials. In

this chapter, several in situ and high throughput characterization tools are discussed

in detail along with their impact on our understanding of solar fuel materials.
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Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, 45470

Mülheim an der Ruhr, Germany

tueysuez@kofo.mpg.de

The revisiting of the field of solar fuels, now almost 45 years after the seminal work

by Fujishima and Honda [1], has been aided by the development of improved

measurement techniques and synthesis methods which were previously unavailable.

The establishment of standardmethods, efficiency definitions, and reporting protocols

for photoelectrochemical systems for solar hydrogen production is considerable

progress towards obtaining accurate and consistent evaluation of the performance

of photoelectrode and photocatalyst materials. Readers interested in these protocols

are encouraged to consult [2, 3] for methods pertaining to photoelectrochemical

systems and the chapter by Takanabe for slurry photocatalyst configurations.
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Equally important is the development of improved characterization techniques

to better understand the mechanisms of photocatalytic or electrocatalytic reactions.

Because of the nature of photoelectrochemistry, in which the reaction conditions

comprise light excitation, aqueous electrolyte, and often electrical biasing, the

materials properties in operando or in situ can be difficult to study. In situ charac-

terization is particularly useful for enabling improved correlation between obser-

vations, such as quantities of generated hydrogen or measured photocurrents, with

the multitude of processes that work together to make the end results possible

(Fig. 1).

This has, for example, drawn attention to important considerations related to side

reactions that were previously not identified or quantified. For instance, simulta-

neous acquisition of current-voltage curves with O2 detection on photoanodes

(either using electrochemical mass spectroscopy [4] or fluorescence-based sensor

probes [5, 6]) has revealed important potential-dependent photocorrosion processes

in n-type (In,Ga)N nanowires [4] and electrolyte salt decomposition observations in

Fig. 1 Characterization methods for studying solar fuel absorbers and catalysts reviewed in this

chapter including, starting at the top and going clock-wise: in situ X-ray spectroscopies,

high throughput scanning electrochemical microscopy, in situ Raman spectroscopy, impedance

spectroscopy techniques, operando TEM, in situ optical characterization, and high throughput

screening platforms. This figure is partially adopted from other figures in this chapter
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WO3 [5, 6]. Although the photocatalytic decomposition of electrolyte salt anions

(e.g., Cl�, HSO4
�, ClO4

�) by WO3 is certainly an undesired side-reaction for

solar-driven water splitting, the concept was exploited in a regenerative photoelec-

trochemical cell using a reversible anionic redox couple that demonstrated a very

large open-circuit photovoltage [7]. This illustrates just one example of how in situ

characterization can not only improve fundamental understanding but also lead to

completely new insights, directions, and opportunities.

In terms of understanding mechanistic aspects related to the photocatalyst or

electrocatalyst materials, in situ spectroscopic methods have long been used in the

field of heterogeneous catalysis. A review of common methods used by surface

scientists to study materials under reaction conditions, such as ambient pressure

X-ray photoelectron spectroscopy (AP-XPS), high-pressure scanning tunneling

microscopy (HP-STM), sum frequency generation (SFG) vibrational spectroscopy,

and time-resolved Fourier transform infrared (FTIR) spectroscopy can be found in

the review by Somorjai et al. [8]. These techniques are particularly useful for

obtaining surface composition and oxidation state information (AP-XPS), elucidat-

ing the surface structure (HP-STM), and identifying reaction intermediates (SFG,

FTIR). In situ experiments are particularly advantageous when using surface

sensitive techniques, as artifacts from contaminants introduced during sample

transfers or ion beam cleaning can be avoided [9].

Many of these methods have been developed further to probe materials relevant

for solar fuel applications. Synchrotron-based X-rays provide high intensity exci-

tation sources which, when coupled with in situ reactors, allow for the monitoring

of electronic structure and surface compositional changes as a function of temper-

ature and/or applied voltage. AP-XPS at synchrotron sources has been adopted in

various configurations for investigating materials used in energy applications.

Schl€ogl et al. described the chemical reactivity of a Pt electrode surface under

oxygen evolution reaction (OER) conditions for low temperature gas phase elec-

trolysis using in situ near-ambient-pressure (NAP)-XPS with a water pressure in the

region of millibars [10]. The combination of this technique with online product

analysis allowed for detection of the intermediate species during gas phase water

electrolysis. An AP-XPS setup capable of detecting high kinetic energy photoelec-

trons (up to 7 keV) was constructed by Liu and co-workers which could reach

pressures up to 110 Torr [11]. A three-electrode electrochemical cell was achieved

by employing a “dip and pull” technique to create a stable, thin electrolyte layer

tens of nanometers thick on a Pt working electrode. The Pt electrode was investi-

gated under OER conditions and the formation of both Pt2+ and Pt4+ interfacial

species was identified, with the divalent state proposed to be the result of a kinetics-

driven product. In another in situ AP-XPS study, Jaramillo and Nilsson showed that

the surface sites on amorphous molybdenum sulfides experienced a gradual chem-

ical composition change from MoS3 to MoS2 under hydrogen evolution

conditions [12].

In Sect. 2 of this chapter, Braun discusses several other characterization tech-

niques commonly performed at synchrotron sources, such as X-ray absorption

spectroscopy (XAS) and extended X-ray absorption fine structure (EXAFS).
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These methods have long been used to investigate the structures of natural photo-

synthesis components and have also been extended to solar fuel materials, such as

α-Fe2O3 (hematite) photoanodes under water oxidation conditions [13] and the Co–

Pi water oxidation catalyst developed by Nocera’s group under active biasing

conditions [14, 15]. In the latter case, the determination of the catalyst structure

was particularly challenging because of the amorphous nature of Co–Pi, making

X-ray diffraction and transmission electron microscopy (TEM) methods less useful.

However, by performing XAS on Co–Pi inside an electrolysis cell during activity

catalysis, Kanan et al. were able to infer that the active material was composed of

bis-μ-oxo/hydroxo-linked Co ions and developed a molecular cobaltate cluster

model to describe the local structure responsible for the catalytic activity [15]. In

situ XAS has also recently been used to probe the transfer of carriers between the

light absorber and the co-catalyst where the chemical reactions take place. For

example, Yoshida et al. studied the photoexcited hole transfer from SrTiO3

photoelectrodes to MnOx co-catalysts and found the migration of holes was greater

under applied biases and stronger light irradiation, as expected based on the

photoelectrochemical activity measurements [16].

Electron paramagnetic resonance (EPR) or electron spin resonance (ESR) is a

powerful spectroscopy technique used to explore paramagnetic compounds, spe-

cies, or radicals to provide information on their geometric and electronic structure

and chemical environments. EPR probes paramagnetic species by means of mag-

netic dipole transitions and a spectrum is obtained by sweeping the externally

applied magnetic field. This spectroscopy technique is commonly used for the

detection and identification of free radicals and paramagnetic centers. For instance,

Cox et al. used ex situ EPR spectroscopy to resolve the electronic structure of the

oxygen-evolving complex in photosystem II prior to O–O bond formation

[17]. Gray and co-workers studied the charge separation of the titania photocatalyst

Degussa P25 (which contains small rutile crystallites mixed with anatase crystal-

lites) under light irradation using EPR and attributed the enhanced photocatalytic

activity to the junction areas between the two phases, which allowed rapid electron

transfer from rutile to anatase [18]. Britt and Nocera applied the EPR method in

operando electrochemical water oxidation at neutral pH using Co–Pi as catalyst

[19]. Their EPR study showed paramagnetic signals corresponding to populations

of both Co(II) and Co(IV) species. They found that when increasing the voltage,

the population of Co(IV) rises whereas that of Co(II) decreases. This phenomenon

confirmed the formation of Co(IV) species during water oxidation which strongly

supported the mechanism of OER over Co–Pi. Combination of this spectroscopy

technique with operando conditions can provide information about intermediate

species and enable better mechanistic understanding of various chemical reactions.

Absorption and vibrational spectroscopies have long been important character-

ization tools for researchers working on light absorbing and catalytic materials, so it

is not unexpected that there has been much research activity in developing in situ

methods for characterizing solar fuel materials. Transient absorption (TA) methods

have been quite useful for probing charge carrier dynamics and lifetimes. For

example, TA spectra acquired (from the visible to near IR wavelengths at
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femtosecond to microsecond timescales) under biasing that promoted electron or

hole accumulation conditions allowed for the spectral signatures of electrons and

holes in hematite photoanodes to be determined [20]. TA kinetics studies showed

that 98% of the photogenerated holes decayed within 6 μs, indicating that electron-
hole recombination is a major limiting factor in the efficiency of hematite-based

electrodes. In another example, ultrafast TA was used to probe the kinetics of the

first hole transfer (namely the oxidation of hydroxide ion to form hydroxyl radical)

at the SrTiO3/electrolyte interface as a function of surface hole potential in an in

situ electrochemical cell, demonstrating that TA is an effective method for sepa-

rating out the kinetics of a single step from subsequent steps under relevant, i.e.,

high quantum efficiency, reaction conditions [21]. In situ photoelectrochemical

ultrafast TA can also be used to examine the role of defects and surface treatments

on the charge carrier dynamics and, hence, generated photocurrents, as was recently

performed on ZnO nanowires [22].

In situ Raman spectroscopy is also being increasingly used to study spectral

features of solar fuel materials under reaction conditions, particularly as Raman

spectroscopy does not have interference from the water signal as in Fourier

transform infrared (FTIR) spectroscopy, its complementary technique. In Sect. 3,

Ranjan presents the fundamentals of Raman spectroscopy and recent developments

in in situ and surface enhanced Raman methods for probing the water oxidation and

CO2 reduction reactions, particularly for investigating the structures of metal oxide

electrocatalysts. Various methods used to enhance Raman signals and improve

sensitivity of the technique are also described.

Time-resolved FTIR spectroscopy can be used to obtain information regarding

the molecular nature of active sites, with in situ FT-IR able to provide real time

monitoring of reaction intermediates. Frei et al. were able to detect a surface

hydroperoxide intermediate on iridium oxide water oxidation catalysts during

operation with a visible light excited sensitizer [23]. On cobalt oxide water oxida-

tion catalysts, time resolved FT-IR spectroscopy showed formation of intermedi-

ates, namely surface superoxides (the three-electron oxidation intermediate

absorbing at 840 cm�1) and oxo Co(IV) sites (the one-electron oxidation interme-

diate absorbing at 1,013 cm�1) [24]. In situ FT-IR has also been employed to

monitor the intermediates and products of CO2 reduction. For instance, the forma-

tion of formate and methoxy adsorbates could be detected over Cu based catalysts

[25]. From the combination of the aforementioned in situ methods, it is clear that a

great deal of information regarding the nature of the electronic, structural, and

surface properties of the catalyst, as well as the important intermediates in the

chemical reactions and catalyst active sites, can be obtained.

Electrochemical methods, long used for evaluation of photocurrent generation,

can also reveal a great amount of fundamental materials properties. In Sect. 4, La

Mantia provides an overview of electrochemical impedance methods used to study

the semiconductor/electrolyte interface. These techniques, commonly used in semi-

conductor photoelectrochemical characterization, were expanded to obtain a better

understanding of mechanistic aspects in dye-sensitized solar cells and now for

photoelectrochemical water-splitting systems [26].
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For visualization of catalyst structures in operando conditions, in situ micros-

copy methods can provide valuable information. Scanning probe techniques such as

atomic force microscopy (AFM), scanning tunneling microscopy (STM), and

scanning electrochemical microscopy (SECM) have been well adapted to

accomodate liquid cells, biasing, and light irradiation functionalities. In STM, a

fine conducting probe is held close to the sample surface and an electrical signal is

produced from the tunneling of electrons between the surface and the probe tip. The

sharp probe tip can be slowly scanned across the surface at a distance on the order of

the diameter of one atom. This kind of scan can provide the finest details of the

surface and can enable the study of surface structure atom by atom. By using low

temperature STM, Hou and co-workers were able to observe tbe photocatalytic

dissociation of water on terminal Ti sites of a TiO2 surface under UV light

irradiation [27]. An STM study on the adsorption of water on a reduced rutile

TiO2 (110) surface showed that, at a temperature of 50 K, an isolated water

monomer adsorbs on top of a Ti(5f) atom [28]. When the coverage is increased,

water molecules form one-dimensional chain structures along the Ti row direction.

This study provided insights into the nature of hydrogen bonding in the initial

stages of wetting of the TiO2 photocatalyst. In another study using STM, the

dissociation of CO2 molecules was investigated on a TiO2 (110) surface [29]. The

observed dependence of the dissociation rate in the tunneling current suggested that

the reduction of CO2 was induced by a single electron attachment. Kelvin probe

force microscopy (KPFM) has been widely applied to solar cells to study the

surface potential of materials. Liu et al. adopted this technique to a photochemically

relevant nanowire nanostructure and examined the photoresponse of the surface

potential at the semiconductor/electrolyte interface and semiconductor/semicon-

ductor ( p-Si/n-TiO2) heterojunctions [30]. Under UV illumination, a higher surface

potential was observed on the n-TiO2 side relative to the potential of the p-Si side,
which was attributed to the recombination of majority carriers at the Si/TiO2

interface. These findings show that this approach can be used to investigate charge

separation and transport in heterojunctions to understand better the fundamental

processes occuring and enable better design of photoeletrodes.

The development of in situ TEM methods has the potential for substantially

improving our understanding of the atomic-level structure-property relationships of

photocatalysts and electrocatalysts under reaction conditions. The investigation of

heterogenous catalyst particles under dynamic reaction conditions (e.g., in the

presence of gas mixtures) using in situ environmental TEM has been going on for

some time [31, 32]. Recently, the field of in situ TEM in general has undergone an

explosive evolution, particularly with regard to (or perhaps, as a result of) sophis-

ticated sample holders, with once highly novel liquid cells and electrical/electro-

chemical biasing setups now available at many institutions. The liquid cell

configuration reported in 2012 based on solutions encapsulated between two

graphene layers and used to observe colloidal platinum nanocrystal growth [33] is

impressive considering that graphene was only isolated and properly characterized

for the first time in 2004 [34]. A recent review contains more than 30 citations since

2011 describing in situ TEM studies on lithium battery materials [35]; it is not

Advanced and In Situ Analytical Methods for Solar Fuel Materials 259



unreasonable to expect a similar, if not greater, output for solar fuel materials, which

includes many more potential candidates for investigation, considering all the

photoabsorber and electrocatalysts possible for water splitting and CO2 reduction.

In Sect. 5, the contribution by Miller, Zhang, and Crozier describes the state-of-

the-art for using in situ TEM to characterize solar water-splitting-related materials.

Similar to the simultaneous photocurrent and in situ O2 detection experiments

described earlier, in situ TEM studies have led to some unexpected observations,

such as the formation of an amorphous, Ti3+ rich layer one to two monolayers thick

on anatase TiO2 under exposure to light and water vapor [36] (which is described in

more detail in Sect. 5), and photocorrosion and morphology changes in Ni/NiO

core-shell co-catalysts decorated on Ta2O5 [37] and TiO2 light absorbers [38]. In

situ observations of electrolytic H2 production using gold electrodes have also

revealed new insights into the nucleation processes of H2 bubbles, namely that

they initially dissolve in the solution and nucleate about 6–8 nm away, not directly

on the electrodes [39].

The development of aberration-corrected electron microscopes allows for spatial

resolution down to 0.5 Å [40], with 1 Å routine. However, the energy resolution of

electron energy loss spectroscopy (EELS) performed in an electron microscope is

typically around 1 μm or more. Recently, the electron probe has been optimized to

an energy width of ~10 meV and size <1 nm using a monochromated scanning

transmission electron microscope (STEM), which has enabled the access of vibra-

tional signals never possible before, such as the EELS detection of hydrogen in

TiH2 [41]. EELS has also been used to quantitatively analyze the composition of

gas (mixtures of CO, CO2, CH4, O2, and H2, air) in an environmental TEM with

accuracies of 15% or better [42, 43], which, along with mass spectrometry (e.g.,

using a residual gas analyzer interfaced to the reaction cell [44]), undoubtedly

proves to be useful for characterizing products of water splitting and CO2 reduction

catalyst materials with simultaneous atomic structural characterization of the par-

ticles during the reaction.

It did not take long for the community to realize that the simple binary oxides

such as TiO2, WO3, and Fe2O3 would be inadequate as light absorbers for solar fuel

applications because of the sheer number of materials requirements (e.g., stability,

band gaps, band edge energies, charge carrier lifetime, etc.). Without even consid-

ering different crystal structures and complex composition ratios, there are about

20,000 possible ternary oxide compositions and >220,000 possible combinations

for quaternary oxides [45]. For this reason, combinatorial and high throughput

methods have been investigated to aid with materials discovery. Although high

throughput analysis of photoelectrochemical properties is more involved than, say,

screening the binding affinity of potential drugs to biological targets [46], there has

been significant success in establishing the methods to perform three-electrode

electrochemical measurements to obtain a variety of relevant properties, such as

the dark open circuit potential (OCP), OCP shift under illumination, peak-

photocurrent, steady state photocurrent, external quantum efficiency (EQE), and

incident-photon-conversion-to-electron efficiency (IPCE). With this information,

one can quickly evaluate several critical properties about the semiconductor, for
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example whether it is an n- or p-type material, the Fermi level or flat-band potential,

the steady-state photocurrent onset voltage, the potential-dependent photocurrent,

surface recombination rate, and presence of possible light or voltage-induced

corrosion reactions [47]. In Sect. 6, Haber and Gregoire provide an overview of

the high throughput screening methods employed for characterizing solar fuels

materials. The contribution from Park in Sect. 7 focuses on the scanning electro-

chemical microscopy (SECM) methods utilized for screening photocatalysts, and in

Sect. 8 Batchellor et al. describe in more detail the high throughput UV–Vis

absorption screening methods.

Acknowledgements We would like to thank the MAXNET Energy Consortium of

the Max Planck Society and the RESOLV Cluster of Excellence (EXC 1069)

funded by the Deutsche Forschungsgemeinschaft (DFG) for support. We thank

Dr. Kun Chen for his help with preparing Fig. 1.

2 X-Ray and Neutron Spectroscopy Methods

for Photosynthesis and Photoelectrochemistry

Artur Braun
Empa, Swiss Federal Laboratories for Materials Science and Technology,
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2.1 Introduction

This section presents an overview of the X-ray and neutron spectroscopy methods

used in the field of photosynthesis and photoelectrochemistry. A conceptual differ-

ence arises from these related but different fields. The analytical methods used in

photosynthesis are mainly derived from molecular structure and similar chemists’
concepts, whereas photoelectrochemistry is typically semiconductor photoelectro-

chemistry and thus derived from condensed matter physics and surface science.

Looking at these two dissimilar fields, I consider photoelectrochemistry on organic

materials to range in between them.

2.2 Characterization of Hydrogenases

Photoelectrochemical water splitting plus CO2 reduction to produce solar hydro-

carbon fuels is basically the reproduction of the photosynthesis cycle found in

nature. Hydrogenases are enzymes that catalyze the reversible oxidation of mole-

cular hydrogen. The center of the hydrogenase macromolecule is a unit of two

metal ions (Fe and Ni) which are bridged by two sulfur ions (Fig. 2).
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The crystal structures of such enzymes are known largely from multiwavelength

anomalous X-ray diffraction (MAD phasing) [48, 49] obtained from single crystals.

To understand the function of hydrogenases, information on the chemical bond

lengths has been a topic of interest for a long time. X-Ray absorption spectroscopy

(XAS) has been of great service for this task. EXAFS [50] spectroscopy allows for

the determination of the first and second molecular coordination shells between Ni–

S or Ni–Fe, for example. For this, the EXAFS oscillations are Fourier transformed

into real space information. In contrast to X-ray diffraction, EXAFS is a structure

determination method which requires no crystallographic long range order. Short

range order such as in a molecule is sufficient. The X-ray spectroscopy methods

including EXAFS are element specific. It is therefore possible to discriminate

different bond lengths in a molecule with metal centers. The hydrogenases contain

an iron–sulfur cluster, which spectroscopically cannot be distinguished from the

aforementioned Fe–S bond. Therefore, determination of the Fe–S bond length has

always been problematic, whereas the Ni–S bond can be identified with ease by

EXAFS because there is no other Ni-containing component in hydrogenases which

could cause interference with the Ni–S co-factor.

Figure 3 shows a Ni EXAFS spectrum of the Ni[(S2C2)Ph2]2 model compound

with absorption oscillations in the range 8,350–9,000 eV, indicating near range order

in the molecular coordination shells around the Ni central atom. This X-ray absorp-

tion spectrum is then transformed from the X-ray energy scale (eV) to the electron

wave momentum reciprocalspace, i.e., the k-vector, whereas the absorbed intensity

is multiplied with the third power of the k-vector (Fig. 3, top right). The Fourier

transform of this signal then yields the radial distribution of statistically significant

molecular distances in the coordination shell, as shown in Fig. 3 (lower right).

The majority of Ni hydrogenase EXAFS studies report the presence of trace

amounts of Cu [52] in the sample or in the measurement apparatus. Because Cu is

next to Ni in the periodic table of elements, it shows up in the high energy tail of the

Fig. 2 Structural representation of the hydrogenase macro-molecule from Desulfovibrio gigas
bacteria, plus the structural formula of the [NiFe] active site

262 C.K. Chan et al.



EXAFS spectrum of Ni and thus impairs the accuracy of Ni EXAFS data. This is

clearly visible in Fig. 3 (left) where at 9,000 eV a new absorption edge from Cu

shows up. Hence, the EXAFS oscillations from Ni which extend beyond 9,000 eV

are overshadowed from the Cu absorption, and therefore the determined Ni–S

distances are not accurate. With a dual energy window subtraction procedure, as

presented by Dr. Weiwei Gu [52], the EXAFS spectrum can be corrected for the Cu

contamination and thus yields Ni-S distances with improved accuracy [51]. The

difference in results when using this subtraction procedure is illustrated in Fig. 4

(left), where the Ni EXAFS spectra from the Desulfovibrio gigas hydrogenase were
treated in the conventional way (dashed spectrum) or with the range-extended

procedure (solid line spectrum).

Because of the double energy window correction, two Ni–S bonds in as-isolated

hydrogenase are found with distance of 2.2 Å, as well as Ni–S bonds in the 2.35 Å
range. The Ni–O distance was evident at 1.91 Å. The as-isolated Ni–Fe distance

could not be unambiguously determined. Upon reduction in hydrogen, two Ni–S

distances persist at 2.2 Å, but the aforementioned other Ni–S distances increase to

2.47 Å. The Ni–Fe distances are determined to be 2.52 Å, supported by good

simulations and in agreement with crystal structures of reduced hydrogenase.

From good fits to structural models, it appears that a Ni–O distance with 2.03 Å
is present – information which was not evident from the crystal structure is obtained

from XRD. Based on these data it was, for example, possible to discuss the spin

state of the reduced hydrogenase.

Fig. 3 (Left) Demonstration of the dual energy window subtraction procedure. Ni spectrum for a

Cu-doped sample of Ni[(S2C2)Ph2]2 (solid line); Cu spectrum for the same (solid line) starting at

9,000 eV; and result of subtracting a weighted portion of the Cu spectrum from the Ni spectrum

(dashed line). (Right) Comparison of k space (top) and Fourier-transformed (bottom) EXAFS
spectra for a Ni[(S2C2)Ph2]2 sample without Cu contamination (solid line) vs corrected spectra for
a Cu-doped sample (dashed line). Reprinted from Gu et al. [51] with kind permission from

Dr. Weiwei Gu. Copyright 2003, Elsevier
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X-Ray spectroscopy methods are not only element specific. Their advantage is

that they can reveal the molecular structure and electronic structure, which

includes, for example, the determination of the oxidation states of cations or ligands

in compounds and also spin states. Changes in the oxidation state manifest typically

in a shift of the X-ray absorption or X-ray emission spectrum vs the X-ray energy

scale; this is consequently called a “chemical shift”. In many cases, the chemical

shift can be used for a valuable quantitative determination of the oxidation state,

more so and also with more ease than, for example, by chemical titration [53, 54].

The oxygenases are proteins which contain the oxygen evolving the complex in

Photosystem II (PS II), which is a Mn–Ca–O cluster with two manganese ions

bridged by two oxygen ions. It is understood that virtually all oxygen in the

atmosphere is created by the PS II of the plankton in the oceans. Manganese

undergoes a complete redox cycle during photosynthesis, which can be monitored

with XAS at the Mn K-shell. Of interest is, for example, whether the Mn3+ species

exists in the high spin or low spin configuration. The electronic spin leaves no easy

visible signature in the XAS or X-ray absorption near edge structure (XANES)

spectra at the Mn K-edge.

An alternative method is X-ray emission spectroscopy, which probes the occu-

pied states. This method is very sensitive for the spin state. In this particular case,

we applied K-β spectroscopy, where we excited the sample with 11,000 eV X-rays

and then probed the K-β emission profile. It should be noted that the Mn redox

cycles observed with X-ray spectroscopy, in this particular case K-β spectroscopy,

uncovers the analogous chemical processes around Mn in PS II and in Mn oxide-

based lithium battery cathodes [54, 55].

The aforementioned methods are typical for X-rays with energies that probe the

3d metal K-shell absorption edges, such as at 3,500 eV photon energy and above.

Because of their high attenuation, they are suitable for in situ experiments with

Fig. 4 (Left) Conventional (dashed curves) and range-extended (solid curves) EXAFS Fourier

transforms for (top line) as-isolated and (bottom line) for H reduced hydrogenase from

desulfovibrio gigas. (Middle) Fourier-filtered EXAFS k-space spectra (solid line) and best fits

(dotted line) for (top line) as-isolated and (bottom line) H reduced hydrogenase. (Right) EXAFS
Fourier transforms for the spectra (solid line) and the best fits (dashed line) reported in the left
panel. Reprinted with permission from Gu et al. [51]. Copyright 2003, Elsevier
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spectro-electrochemical cells. One recent example is shown by Kanan et al. [15]

where XANES and EXAFS spectra at the cobalt K-edge were recorded for their

cobalt–phosphate water oxidation catalysts. It was thus possible to monitor changes

of the Co oxidation state and bonding lengths upon electrocatalyst operation for

water splitting.

The hydrogenase also undergoes a catalytic cycle which includes

“unready,”“ready,” and “active” states, during which the electronic structures of

Ni and Fe change (Fig. 5, left). As already mentioned in the beginning, the Fe

electronic structure is very elusive because it escapes spectroscopic detection

because of the proximity of Fe in the [NiFe] active sites to the Fe–S cluster nearby.

A functional description of the involved Ni-states is provided in Sect. 7.3.1

Fig. 5 (Left) Relationship between different forms of hydrogenase throughout the catalytic cycle

of unready, ready, and active states. Four-digit numerals refer to the CO infrared stretching

vibration frequencies (in wavenumbers, 1/cm) of the corresponding Ni– bonds. (Right) Comparison

of oxidized Desulfovibrio gigas spectra with those of Ni(III) model compounds. Top to bottom:
(“ionic Ni(III)”) (a) K3Ni-(III)F6, (b) Ni

III(cyclam)Cl2(ClO4), and (c) simulation of a Ni(III) L-edge

spectrum. Covalent complexes: (d ) [NiIIIpdtc2]
2-, (e) (n-Bu4)Ni

III [S2C2(CF3)2]2, and ( f ) (Et4N)
[NiIII(S2C2Ph2)]2. Spectra from as-isolatedDesulfovibrio gigas hydrogenase using open (g), capped
(h), and sealed (i) containers. Reprinted (adapted) with permission from Wang et al. [56] with kind

permission from Dr. Hongxin Wang. Copyright 2000, American Chemical Society
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“Overview of the catalytic cycle” in [57]. These states have been investigated with

infrared spectroscopy, electroparamagnetic resonance spectroscopy, and X-ray

spectroscopy. Figure 5 (right) [56] shows a set of Ni L-edge spectra (Ni2p) which

show a pronounced spectroscopic doublet with L3 and L2 absorption peaks at

around 853 and 871 eV (2p3/2 and 2p1/2 states). Specifically, the spectra of hydro-

genase are compared with Ni(III) containing model compounds. The three top

spectra are obtained from model Ni compounds with preferential ionic bonding,

showing distinct fine structures, particularly in the 2p3/2 state at around 850–

857 eV, with the crystal field peak splitting into t2g and eg orbital symmetry.

Spectrum “c” shows, for example, a simulated multiplet spectrum. Covalent com-

pounds, such as the complexes in spectra d, e, and f show typically more diffuse

spectra with less peculiar sharp features. However, additional features at around

857 eV which originate from charge transfer processes are visible as satellite peaks.

The bottom three spectra, g, h, and i, were recorded from Desulfovibrio gigas
hydrogenase which was kept under different protective environments. Spectrum g

was measured in the ultrahigh vacuum chamber after exposure to ambient environ-

ment. Spectrum h was recorded with the sample being transported from a nitrogen

glove box to the ultrahigh vacuum chamber at the synchrotron end station in a

capped sample contained, and spectrum i was obtained from the hydrogenase which

was transported in an airtight or sealed cell to the synchrotron beamline. Hydro-

genases are sensitive to oxygen exposure and therefore subject to degradation,

which can to some extent be detected in spectral changes.

Hence, although all aforementioned compounds including the hydrogenases

were nominally in the Ni(III) state, peculiar differences in the spectra suggest that

L-edge spectroscopy gains more information than just the chemical valence of the

cation. Multiplet simulations allow for elaborate electronic structure determination

such as charge transfer, spin states, and crystal field splitting [58].

The high oxidation states of cations often go along with 3d electron holes, the

determination of which can be particularly well accomplished for the case of Ni

with L-edge near edge X-ray absorption fine structure (NEXAFS) spectroscopy.

This was demonstrated by Dr. Hongxin Wang in Fig. 6, which shows the systematic

variation of Ni L-edge multiplets of various Ni model compounds with oxidation

states from Ni(I) to Ni(IV). A first observation is that the 2p3/2 peak intensity, the

“white line,” is increasing vs the normalization threshold of the spectra with

increasing oxidation state. Quantitative “study” of the normalized and integrated

intensity of the L3 and L2 peaks turns out to scale linearly with the suggested

nominal formal Ni oxidation states. Moreover, the same linear behavior turns out to

hold for the number of Ni 3d holes with surprisingly good accuracy.

2.3 Characterization of Metal Oxides

There may be situations where we are interested in the molecular structure of the

ligand molecules in electrode compounds, for example in metal oxides or metal
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chalcogenides. The relevance of the anion ligands is given by the fact that they are

highly functional as far as the electronic transport properties of the compounds

are concerned, such as in electrodes in batteries, ceramic fuel cells, and photoelec-

trochemical cells. For example, the oxygen ions in metal oxides provide charge

transport via the oxidation state of the cations and their spins. The conducted

electrons interact with these quantities via the exchange interaction, which is

rationalized by the Goodenough–Kanamori rules. In addition to this, the O2p

orbital can provide electron holes, either by doping or by external transient excita-

tion. We begin this discussion with an example from solid oxide fuel cell cathodes,

which are typically built from metal oxides with ABO3-type perovskite structure

such as LaSrMn oxide. An illustrative example is LaSrFe oxide. The parent

compound LaFeO3 is an electronic insulator with a large band gap and is thus not

conducting. The iron oxidation state is Fe3+. Substitution on the A-site of the La3+

with Sr2+ forces the Fe3+ partially into Fe4+. To a chemist, the suggestion of Fe4+

species sounds exotic. Yet, the substitution forces the Fe into an extreme oxidation

state which makes the LaSrFe-oxide conducting because of the formation of

electron holes, which actually originate from the O2p orbitals of the adjacent

oxygen. The electronic structure of Fe is 3d64s2. When we remove four electrons

by oxidation, the Fe4+ then becomes 3d5L, where L stands for the O2p ligand hole.

The chemist can live with this notation because the half full 3d shell is maintained,

and the Fe is spectroscopically still a 3d5-type species.

Fig. 6 (Left) Comparison of normalized L edge absorption spectra of Ni complexes. From top to
bottom: (1) Na[NiI“S4”] (green) and Na[NiI“N4”] (red); (2) [Ni

II
2“LS1”] (blue), Ni

IIF2 (red), and
NiII“S4” (green); (3) Li[NiIII(κ4-mac*)] (blue) and K3Ni

IIIF6 (red); (4) KNiIVIO6 (red). (Right)
Integrated intensity of the L edge resonance, normalized to the non-resonance absorption back-

ground, as a function of formal oxidation state (I, II, III, IV). The dotted green line represents the
best estimate for the purely ionic limit, using an 8.66:1 intensity-to-3d holes conversion ratio

(where Ni(κ4-mac*) is Li[Ni(κ4-mac*)]. Reprinted (adapted) from Wang et al. [59] with kind

permission from Dr. Hongxin Wang. Copyright 1998, American Chemical Society
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Experimental spectroscopic evidence is then provided in the oxygen K-shell

X-ray absorption spectra, which are recorded with X-ray energy of around 520–

560 eV. Whereas the LaFeO3 with Fe
3+ has in the pre-edge a nice eg–t2g doublet, the

substituted compound with a portion of Fe4+ shows an additional peak in the

NEXAFS spectra, representative of the electron hole, L. It has been shown that

the relative spectral weight of this hole peak scales exponentially with the elec-

tronic conductivity of the compound [60, 61].

We have applied oxygen NEXAFS spectroscopy to iron oxide photoelectrodes

after they had been operated under DC bias in KOH electrolyte for different

durations. It turned out that photoelectrochemical (PEC) operation forms a new

structure in the valence band which can be associated with an oxyhydroxy-type

surface functionality. The new peak is quite elusive because it is positioned in the

intensity minimum between the well pronounced eg–t2g doublet and the Fe4sp-O2p

hybridized states. Experiments with films of different thickness show that the new

state is formed at the surface [13]. Its proximity to the readily known FeOOH peak

suggests that its structure is similar to that of –OOH, but it is not identical to

FeOOH because of the slight energy difference.

Carrying out such experiments in situ is very challenging. To allow for sufficient

X-ray photon flux to the photoelectrode, ultrathin X-ray windows made from

100 nm thick Si3N4 are used. These are generally rigid enough to sustain the

pressure difference between ambient pressure and the ultrahigh vacuum chamber

at the synchrotron end station. Figure 7 illustrates how the photoelectrode assembly

is mounted on a PEEK plastic sample holder which contains liquid electrolyte in a

three-electrode arrangement developed at Lawrence Berkeley National Laboratory.

With this experimental setup, it was for the first time possible to look into the

role of the oxygen atoms of iron oxide during PEC water oxidation. From Fig. 7

(top, left) it becomes clear that the X-rays are passing through the vacuum chamber

to the Si3N4 window, the metal current collector, the iron oxide photoelectrode, and

the KOH electrolyte. Only the latter two lend their spectroscopic signature to the

oxygen NEXAFS spectrum because they contain oxygen. The attenuation length

for X-rays of 520 eV is around 0.4 μm. The transmission of the electrode assembly

is below 50%.

The green solid line spectrum in Fig. 8 was obtained from the liquid cell shown

in Fig. 7 in operation under light and 500 mV bias potential. Comparison of the

spectra recorded under bias potentials from 100 to 900 mV under dark and light

conditions shows the striking emergence of two new spectral signatures in the

oxygen pre-edge which could be associated with O2p-type and Fe3d-type electron

holes. These can be switched on and off with a bias ranging from 400 to 800 mV

and visible light [65]. The shaded area peaks between 525 and 527 eV, as obtained

by deconvolution and least square fitting of the spectrum, have been associated with

transitions into the charge transfer band (CTB) and upper Hubbard band (UHB)

[65]. It turns out that the higher energy hole state can be associated with a capacitive

surface defect state as determined from impedance spectroscopy [66, 67]. Closer

investigation of the green “in situ”spectrum in Fig. 8 shows that it is actually a

convolution from hematite and water (KOH electrolyte) spectra. A “dry” hematite
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spectrum (orange solid line) with the typical t2g–eg doublet at 528.6 and 530 eV

from hybridized O2p – Fe3d states is shown for reference. We have deconvoluted

this part of the “in situ” spectrum for the well-known t2g–eg doublet plus a smaller

peak at 531 eV, which is known to originate from FeOOH (three dotted peaks with

orange color).

At 533.25 eV, the in situ spectrum shows a clear peak which is not known from

hematite, but from liquid water [63, 64, 68], which we have plotted along with two

experimental NEXAFS spectra obtained from liquid water (solid dark blue spec-

trum) and water in the gas phase (light blue solid spectrum) [63]. When comparing

the in situ spectra recorded at 100–900 mV under light (not shown here), we notice

an increase of the intensity in the spectral minimum at 532 eV when the potential is

approaching 500 mV. At about this X-ray energy, one expects a peak which can be

Fig. 7 (Top left) Schematic of hematite film coated on metal current collector on Si3N4 X-ray

window, facing the electrolyte at the right side. The red–yellow color gradient illustrates the

parabolic profile of the charge carrier depletion layer produced by the applied DC bias. Energy

band levels and charge transport directions are shown along with two emerging hole states in the

valence band density of states. (Bottom left) Design of the PEEK® plastic liquid cell with Si3N4

frame, with three-electrode wires, electrolyte compartment, channels, and cell holder for insertion

in UHV recipient. Reprinted with permission from Jiang et al. [62]. Copyright 2010, Elsevier. (Top
right) UHV recipient with attached solar simulator, shining light through vacuum window on

liquid cell during PEC operation and NEXAFS data acquisition. (Bottom right) Video camera

image of the mounted PEEK® cell in operation during NEXAFS data recording. Beamline 7 at the

Advanced Light Source
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attributed to the gas phase of water. The relative energy position of this peak

depends on the available hydrogen bonds which constitute ice (solid water), liquid

water, and water vapor [63, 64]. According to Cavalleri et al., “breaking an

accepting H-bond has very little effect on the absorption spectrum. A broken

donating H-bond, however, is identified through a strong pre-edge feature in

XAS” [68]. I believe that in photoelectrochemical water splitting approaching

500 mV bias, the increase in the intensity minimum plus a very slight redistribution

of intensity towards lower energy by 0.5 eV is an experimental manifestation of

hydrogen bond breaking.

2.4 Proton Pump Bacteriorhodopsin and Neutron
Spectroscopy Methods

In the previous section, we saw how X-ray (NEXAFS) spectra allow for indirect

conclusions on the protons in the aqueous KOH electrolyte during PEC water

splitting. Because X-rays interact with electrons, X-ray-based methods are not

best suited for direct detection and investigation of light elements with very few

electrons, particularly hydrogen or protons. Rather, methods with a large scattering

cross section for protons are suitable for this purpose, such as neutron scattering and

neutron spectroscopy.

Fig. 8 Oxygen 1 s

NEXAFS spectra of

hematite film in contact

with KOH electrolyte in the

in situ liquid cell under light

and 500 mV DC (green
spectrum), spectrum from

dry hematite nanoparticles

in UHV (red spectrum),
spectrum of liquid water

and gas phase water from

Myneni et al. [63] and

Hetényi et al. [64]
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Bacteriorhodopsin is a membrane protein which, by absorption of light, can

build up a proton concentration gradient and thus produce energy for the

ATP-synthase. Bacteriorhodopsin contains chromophores and can be considered

to be a genuine proton pump [69, 70]. Prior to light absorption, the chromophores

are present as isomer mixtures of cis- and trans-configuration. Upon light absorp-

tion, the trans-configurations become converted into cis-configurations, which

cause morphological changes in the protein with an energetic imbalance of protons,

which in turn has influence on the protonation of functional Schiff bases in the

protein. The proton is moved in the extracellular direction to regain energetic

balance. Further proton shifts follow before the protein regains its initial configu-

ration (¼morphological) and energetic state, ready for another such proton pump

action. These steps are characterized by protein states which can be determined and

distinguished by optical spectroscopy, and is thus called a “photocycle” (Fig. 9).

The aforementioned conformational changes in the proteins occur during light

activation and cause changes in the proton transport properties. Such conforma-

tional changes can be detected better by neutron diffraction, rather than by X-ray

diffraction, because of the large scattering contrast between the protein and asso-

ciated water. Using deuterated water (D2O) allows for enhanced scattering

contrast in neutron diffraction. Figure 10 shows neutron diffractograms of bacteri-

orhodopsin recorded at low temperature (93 K) in two different photo-excited

Fig. 9 Schematic for the photocycle of the membrane protein bacteriorhodopsin with character-

istic spectroscopy states and proton motion activity. Adapted from Pieper et al. [71] and Patzelt

et al. [72]
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states, i.e., BR-568 (solid line) and at an intermediate position in the photocycle,

referred to as state M. The Bragg reflections are indexed vs a hexagonal lattice.

We notice minute but clearly distinguishable changes in the peak heights for the

(2,0), (2,1), (2,2), (3,1), (4,0), (4,1), and (4,2) indexed Bragg peaks, which are

interpreted as structural signatures for conformational changes [73].

Because protons are being moved throughout the bacteriorhodopsin transport

channels, it is possible to record protonic “photocurrents” in bacteriorhodopsin

electrode assemblies with electroanalytical techniques [74]. Using electrochemical

impedance spectroscopy it should therefore be possible to study the proton dynam-

ics and charge transfer in bacteriorhodopsin electrode assemblies [74]. Such elec-

trode assemblies have been made, for example, bacteriorhodopsin/TiO2 nanotube

arrays hybrid systems [70, 75] for solar PEC water splitting.

For the investigation of ionic charge carrier dynamics at the molecular scale,

quasi-elastic neutron scattering has been shown to be a suitable method [76, 77]. I

show here an example on a comparable system, i.e., ceramic proton-conducting

electrolytes for intermediate temperature solid oxide fuel cells [78]. In this particular

case, we have a ceramic membrane of yttrium substituted barium cerate, such as

BaCe0.9Y0.1O3�δ with ABO3 perovskite structure, which contains engineered oxy-

gen vacancies to be filled with oxygen ions from water molecules when the mem-

brane is exposed to water vapor or humidity. The two protons from the water

molecule forms hydroxyl bonds O–H with the adjacent oxygen ions in the crystal

lattice. Upon temperature activation, the O–H bonds break and the H+ protons

become mobile charge carriers [79]. The neutron scattering spectrum typically

shows a peak with a finite width, which originates from the elastically scattered

neutrons from the atoms in the crystalline structure of the probed sample. The

temperature-activated mobility of the protons causes a diffusive proton motion

Fig. 10 Neutron diffraction intensities of purple membrane stacks in D2O of the light-adapted

ground state BR-568(�) and of the M intermediate of the photocycle (. . .) at 93 K. Neutron counts
as a function of the detector angle 2θ are shown. Reflections are indexed according to a hexagonal
lattice. Reproduced from Dencher et al. [73] with kind permission from the author. Copyright

1989, National Academy of Sciences
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visible in the neutron spectrum as a broadening of the peaks, the quasi-elastic

scattering, as demonstrated in Fig. 11. The width of this diffuse scattered intensity

is given by the diffusivity of the protons. By deconvolution of the neutron spectrum

into elastic and quasi-elastic contributions we are able to determine the diffusivity

and, via the Nernst–Einstein relation, the proton conductivity at the molecular scale.

To study the proton dynamics in bacteriorhodopsin, such as with quasi-elastic

neutron scattering (QENS), we need to be sure about the particular spectroscopic

state in the photocycle. Because these photoactivated states have limited lifetimes,

it is necessary to synchronize the photoactivation steps with the QENS probing

steps. Practically, this amounts to a typical combined spectroscopic pump probe

experiment. This has been done recently with success (Fig. 12) [71].

At this point, it should be stated that the right sample preparation becomes more

important the more sophisticated an experiment becomes. For example, in the

aforementioned X-ray absorption studies, particularly for quantitative EXAFS

studies in a transmission sampling geometry (Fig. 3), it is necessary to optimize

the sample thickness to “one absorption length,” which is the sample thickness

weighted with its mass density, to avoid loss of photons by extensive absorption and

avoid spectroscopic artifacts by multiple scattering. This holds particularly for

operando and in situ experiments where several methods are applied to the very

same sample. In a heterogeneous sample with different elements, the optimum

sample thickness also depends on which particular element is being investigated

[50]. Soft X-ray spectroscopy experiments (NEXAFS) are typically done in reflec-

tion mode, where the requirements for optimum sample thickness are more relaxed.

In the in situ NEXAFS studies on photoelectrochemical water splitting (Fig. 7),

however, the sample thickness needs to be chosen carefully when specific spectral

information is required on the electrode bulk, depletion layer range, electrode/

electrolyte interface, and electrolyte region. With a 100 nm thick iron oxide film,

Fig. 11 Neutron scattering spectra from ceramic proton conductor recorded at 620, 720, and

820 K, deconvoluted into elastic and quasi-elastic contributions. The quasi-elastic lines broaden

significantly with increasing temperature. Reproduced with permission from Chen

et al. [77]. Copyright 2013, Elsevier

Advanced and In Situ Analytical Methods for Solar Fuel Materials 273



no information from the bulk and depletion layer can be extracted and no signature

from the electrolyte is visible in the measurement geometry shown in Fig. 7.

It should be noted that exposure to X-rays can cause radiation damage to the

sample, although X-rays are typically not as damaging to the sample as, for

example, the electron beam in an electron microscope. Neutrons, in contrast, hardly

cause any radiation damage to the samples shown here. One shortcoming of neutron

experiments is the need for a large amount of sample, which is typically a result of

the small neutron flux. A QENS experiment needs around 300 mg of protein

materials, which is a very large amount in the protein community. The optical

absorption of this amount of material is so huge that virtually all light from

excitation is absorbed. Then there arises another problem. The fraction of bacteri-

orhodopsin reaching the intermediate state “M” depends on the absorbance of the

protein and the quantum efficiency of the entire photocycle. To allow for combined

optical and QENS experiments it was necessary to lower the sample amount to

30 mg, which required a correspondingly longer data acquisition time [80, 81].

Fig. 12 Transient absorbance changes (top left) in bacteriorhodopsin at 412 nm at room temper-

ature after laser excitation at 532 nm and t¼ 0 obtained using a laser pulse energy of 8 mJ cm�2

and a laser pulse repetition time of 400 ms, i.e., exactly those conditions used for the light-excited

QENS experiments. Black diamonds and arrows indicate the arrival times of the neutron pulses at

the sample relative to the laser pulse in two different measurement modes, i.e., experiments

without (B, black diamonds) and with time selection (C, arrows), respectively. Here, the letters
B and C correspond to the subscripts of the fit functions to the respective QENS spectra (right).
Reprinted with permission from Pieper et al. [71]. Copyright 2009, John Wiley and Sons
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3 In Situ Raman Spectroscopy for Probing Solar Fuel
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Max Planck Institute for Chemical Energy Conversion, Stiftstrasse 34-36,

45470 Muelheim an der Ruhr, Germany
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3.1 Introduction

The phenomenon of Raman scattering was first reported by the Indian physicist

C.V. Raman in 1928 [82]. Raman scattering is very low in probability compared to

elastic light scattering (Rayleigh scattering). To measure a Raman spectrum, one

needs a high intensity monochromatic light source. Initially, such facilities were

cumbersome affairs with mercury lamps, dark rooms, and filters. Only after the

advent of lasers could Raman spectroscopy become an effective tool in a chemist’s
laboratory and increase its usage for molecular spectroscopy. Cheap and easily

maintained lasers and improved optical detection via charge coupled detection

(CCD) devices have now made Raman spectroscopy a routine technique. Figure 13

shows a schematic drawing of a typical Raman spectrometer.

Fig. 13 (Left) Schematic diagram of a typical Raman spectrometer. (Right) The phenomena of

light scattering in a vibrating diatomic molecule
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3.2 Overview of Light Scattering

3.2.1 Raman Effect

When monochromatic electromagnetic radiation is shines on a vibrating molecule,

three types of scattering events can occur (Fig. 13).

1. The photon is elastically scattered (Rayleigh scattering); molecules are excited

from a vibrational level ν¼ 0 to a virtual level and then return back to the

ν¼ 0 level. In such a case, the scattered light is of identical wavelength to the

exciting light. This event has the highest probability.

2. The photon is inelastically scattered (Raman scattering); molecules are excited

from vibrational level ν¼ 0 to a virtual level and come back to ν� 1 level. Thus

the scattered light is of higher wavelength than the exciting light. Such a line in

the spectrum is called a stokes line and is the most common type of scattering

probed within Raman spectroscopy.

3. Inelastic scattering may also result from molecules being excited from level

ν¼ n (where n� 1) to the virtual level and then return to the ν< n level with the
scattered light having a lower wavelength than the exciting light. Such lines are

called Raman antistokes lines. For any molecular system elastic (type 1) scat-

tering is most common (Rayleigh). These lines are very high in intensity and can

easily overpower type 2 (stokes) and type 3 (antistokes) lines unless filtered out

from the spectrum. A typical Raman spectrum consists of inelastically scattered

stokes lines (type 2) which are much higher in intensity compared to antistokes

lines because of the much lower population of ν> 0 levels compared to the

lowest ν¼ 0 level at room temperature.

3.2.2 Molecular Vibrations

Under harmonic approximation, a vibrating diatomic molecule can be essentially

thought of as two atoms linked to each other by a spring of force constant k. The

potential energy of such a spring can be expressed as a parabolic potential V Δrð Þ
¼ 1=2kΔr2 where Δr is the displacement from equilibrium position re. Real

systems are more complex and better represented by a Morse-type potential V Δrð Þ
¼ De 1� e�aΔrð Þ as shown in Fig. 13. The strength of the bond is reflected in the

force constant ke (steepness of the V(Δr)) around the equilibrium position. De is the

bond dissociation energy.

A vibrating molecule can be thought of as an oscillating dipole interacting with

the electrical component of the electromagnetic spectrum. In absorption spectros-

copy, a polychromatic light source shines on a molecule and the quanta of light

absorbed, hν, corresponds to the difference in the energy levels within the molecule.

When the photon energy matches the energy difference between two vibrational

levels, then vibrations inside the molecules get excited. In general, infrared (IR) and

Raman spectroscopy are both used to probe vibrations within molecules. However,
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the two phenomena are physically very different. IR spectroscopy is physically

based on absorption and Raman spectroscopy is based on scattering as explained

earlier. Being physically very different, the two spectroscopies have very different

selection rules. For a vibrational mode to be IR active, the vibration must result in a

change in the overall dipole moment (μ) of the molecule (∂μ∂r 6¼ 0). In a Raman active

mode, the vibration should change the polarisability (α) of the molecule (∂α∂r 6¼ 0).

For a simple molecule this usually means that antisymmetric vibrations are

IR-active and symmetric vibrations are Raman-active. In complex molecules

where the symmetry is not straightforward, vibrations usually contribute either

more or less towards Raman and IR intensities. The two techniques essentially

provide complementary information on vibrations. Arrival of quantum chemical

calculations has further developed the technique with the possibility to model and

assign complex vibrational modes present in large molecules, solids, and even

proteins.

3.3 Recent Developments

Over the years, Raman spectroscopy has become a very powerful technique to

collect molecular data because of the high chemical information content and its

ease of application. Raman spectroscopy can be performed under ambient or

specialized atmospheres (high pressure, high vacuum) and this allows studies of

catalytic systems under in situ conditions. Coupling of Raman spectrometers to

optical and scanning probe microscopes have resulted in coupling chemical infor-

mation to highly spatially resolved information provided by these microscopes.

Because Raman scattering is a weak phenomenon, significant enhancement in the

Raman signal is desirable when studying molecules in low concentrations. Various

methods that enhance Raman signals have been developed over the years, i.e.,

surface enhanced Raman spectroscopy (SERS) [83], resonance Raman spectros-

copy (RRS) [84, 85], SERRS (combination of SERS and RS), tip-enhanced Raman

spectroscopy (TERS) [86], etc. Raman spectroscopy remains a developing field

with new additions to a well-known technical repertoire. In the following section

we cover only a small part of recent applications of Raman spectroscopy in the

context of challenges relevant to production of solar fuels.

3.3.1 Plasmonic Enhancement Effect

Surface Enhanced Raman Spectroscopy (SERS) allows for the study of chemical

species in low concentrations. Signal enhancement results from electromagnetic

enhancement through localized surface plasmons [83, 87]. Surface plasmons are

collective oscillations of conduction electrons in a metal. For electromagnetic

enhancement, a substrate made of Ag, Au, or Cu has to be used although surface
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plasmons are not limited to only these metals. Nanoscale dimensions significantly

enhance the SERS effect and this makes surface roughening useful. As described in

the later sections, SERS has been used to good effect to study electrode materials.

The same effect when achieved through scanning probe microscopy (SPM) is

referred to as Tip Enhanced Raman Spectroscopy (TERS) where a tip made of

Au/Ag/Cu is brought close to the sample to observe the electromagnetic enhance-

ment effect on the Raman spectra of the molecules [86]. Sometimes both substrate

and tip are made of Au, allowing for electromagnetic enhancement within the

cavity formed between the tip and substrate [88]. TERS thus allows for the use of

planar (no roughness) and well-defined single crystalline surfaces as substrate

materials. A tip curvature of several nanometers results in high spatial resolution

in the nanometer range as only molecules in the cavity region are detected. Raman

laser spots typically a few micrometers in size are used. The tip is placed within this

region. Such an arrangement usually provides very high spatial resolution in the

nanometer range. In combination with SPM, the TERS allows for mapping of

chemical heterogeneities in the nanometer scale. Recently, Zhang and coworkers

managed to map the submoleculer details of a porphyrin-type molecule (H2-TBPP)

supported on Ag(111) surface using TERS, opening up the possibility of chemically

studying a single catalytic site in situ [89].

3.3.2 Resonance Enhancement Effect

Resonance enhancement happens when the intermediate virtual level involved in

Raman scattering (Fig. 13) is close to a vibrational level of the molecule in the first

electronically exited state [84, 85]. Such a situation provides significant enhance-

ment in Raman scattering (~104 to 106). This allows for studying molecules in

extremely low concentrations (10�8 M). Resonance Raman (RR) remains ideal for

studying chromophores present within proteins which can be prepared and studied

in situ in extremely low concentrations. Lately, new catalytic systems have been

designed to mimic biologically active systems in the context of oxygen activation

chemistry (oxygen reduction reaction). When adsorbed on a typical SERS active

surface, the enhancement effect can be derived from both RR and SERS effects

(SERRS). SERRS has been used to investigate electron transfer (redox) processes

in cytochrome C immobilized on electrodes [90]. In a similar fashion, Chatterjee

et al. have used SERRS to study ligand effects on Fe-porphyrin-based catalysts in

the oxygen reduction reaction [91]. Their studies indicate that a high spin Fe

(II) center is likely to prefer an inner sphere model of electron transfer to reduce

oxygen compared to a low spin Fe(II) center which prefers an outer sphere electron

transfer to reduce O2 to O2
�.

Raman spectroscopy continues to develop with additions of new techniques and

applications, making it increasingly useful and accessible. In the next section we

describe some of the recent applications of in situ Raman spectroscopy in the

context of solar fuel production.
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3.4 Applications

Renewable hydrogen remains central to a sustainable energy economy [92]. A large

number of methods such as hydroelectricity, wind turbines, solar panels, etc.,

generate electricity that needs to be utilized or stored. Water splitting remains

one of the primary ways to convert electricity to chemical energy and store it

long term. Platinum remains as a close to ideal catalyst for the hydrogen evolution

reaction (HER) but the OER still has significant challenges. Although a large

number of transition and noble metal oxides show some activity for oxygen

evolution, the inherent slowness of oxygen evolution and catalyst corrosion effec-

tively mean such systems are far from efficient. Because most catalysts change

when they are active, it becomes very important to study them under in situ

conditions. SERS remains one of the most accessible techniques for studying

electrochemical water oxidation on metal oxides because there is no interference

from water signal in the range for typical M–O vibrations for the oxides. Au is

relatively inert for oxygen evolution compared to transition metal catalysts such as

Co, Ni, and Mn oxides. This allows for such oxides to be studied for the OER using

Au as a substrate.

Yeo et al. have studied cobalt oxides as OER catalysts using in situ SERS

[93]. The Co oxides were deposited on Au electrodes in 0.4 monolayer (ML) to

87ML quantities. The sub-monolayer CoOx (with Raman peak at 609 cm�1) showed

high activity with turnover frequencies ~40 times that of bulk or thick layers of

electrodeposited Co. The peak red shifted to 579 cm�1 with OER. Authors argued

that such a red shift is associated with oxidation of Co3+ species all the way to Co4+

species with analogies to similar oxidation of LiCoO2 to form Co4+ species in Li-ion

cathodes. For thick Co oxide layers, the usual deposition occurs in the form of

Co3O4, which is the thermodynamically stable oxide under deposition conditions.

Under conditions of OER, the Co3O4 is oxidized to CoO(OH) with its characteristic

peak at 505 cm�1. Eventually, CoOx species with Co–O stretching frequency at

579 cm�1 could be detected. It is believed that it is the CoOx species that are really

active for the OER. Studies on Ni oxides [94] by the same authors revealed that upon

OER, the clean Ni surface forms a layer of γ-NiOOH which upon potential cycling-

based aging results in formation of the more active β-NiOOH. Based on ratios of

peak intensities of peaks at 479 and 560 cm�1, the authors proposed formation of an

active yet different oxide that formed above 0.52 V (vs Hg/HgO reference) com-

pared to the already known forms of Ni oxides and hydroxides.

Ranjan et al. have studied electrodeposited manganese oxides as catalysts for

water oxidation using the in situ cell shown in Fig. 14 [95]. SERS results show a

catalyst whose structure is potential dependent (Fig. 14). Although the deposited

catalyst has an α-MnO2 type structure at open circuit potential, the catalyst changes

to a different MnOx form upon water oxidation reactions at potentials above 1.4 V

vs RHE (reversible hydrogen electrode).

The catalyst/electrolyte interface is complex and is influenced by both potential

and electrolyte composition. As the data has all the implicit information of potential
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and electrolyte composition, its can be systematically used to understand and single

out the dominant effects (of potential, pH, and ions in electrolytes) on the nature of

catalyst structure [95]. Such structural information can also be correlated with

electrochemical activity with appropriate product yield measurements. All the in

situ structural information of the catalyst can be visualized using contour plots as

shown in Fig. 15. This shows two very distinct structural profiles of the catalyst–

electrolyte system in 0.1 M NaOH and 0.1 M H2SO4 mostly arising out of the

difference in pH in this case. The method is effective even for identifying subtle

differences.

Pure hydrogen comes with its own challenges of storage. Liquid hydrocarbon

fuels have the advantage of being commonly used within the existing infrastructure

and provide very high energy densities compared to gaseous H2. Natural photosyn-

thesis combines water oxidation to oxygen with CO2 reduction to biomass and

Fig. 14 (Left) Cross section of an in situ SERS cell for probing water oxidation reaction on metal

oxides. A typical cell consists of a Teflon or polyether ether ketone (PEEK) body which provides

good chemical resistance at room temperature in aqueous electrolytes. Available Raman probe,

reference (e.g., Ag/AgCl), and counter electrodes (platinum wire) are usually accommodated

through the cell design. A roughened Au pellet is a typical substrate because of its relative

inertness at water oxidation potentials. In the cell shown above, the Au pellet is contacted through

a glassy carbon rod. A platinized Pt wire acts as the counter electrode. (Right) In situ Raman

spectra showing structural changes occurring in electrodeposited manganese oxide during water

oxidation. Potentials shown are with respect to the RHE
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oxygen. If atmospheric CO2 could be used to create the hydrocarbons, the overall

scheme would remain carbon neutral, even with the use of hydrocarbons as fuels.

This makes CO2 reduction a key component of producing solar fuels. CO2 reduc-

tion has been attempted using both chemical and electrochemical techniques but we

focus on the electrochemical part in the following text.

As in electrochemical water splitting, electrochemical CO2 reduction poses great

challenges. The nature of carbonaceous species derived from CO2 depends heavily

on the pH of the electrolytes and additives. Carbonates and bicarbonates dominate

at alkaline pH. Because CO2 reduction happens at very negative potentials (~1.4 V

vs Ag/AgCl), losses through the HER are common on various catalysts. For

increased efficiency of CO2 reduction, suppression of H2 evolution is desirable.

Schmitt and coworkers studied Ag catalysts for CO2 reduction with DAT

(3,5-diamino-1,2,4-triazole) as an additive using in situ SERS [96]. In 1 M KOH

and Ca(OH)2 solution, addition of 10 mM DAT caused the H2 evolution onset to

shift negative by 200 mV. In the potential regime for CO evolution from CO2

(�1.4 V vs Ag/AgCl), the currents were higher in the presence of DAT. In situ

SERS studies showed that during a cathodic potential sweep, carbonate species are

removed from the electrode at �0.5 V. Ag in the presence of DAT forms an Ag–

DAT complex which suppresses H2 evolution. On the Ag surface, CO can bind to

various surface sites which show a very strong potential-dependent Stark tuning of

the C–O stretch frequency, indicative of the strong electronic influence of the Ag

surface on adsorbed CO. In the presence of DAT, the C–O stretching frequency for

on-top coordinated CO shifted to higher values with reduced Stark tuning, indicat-

ing reduced coordination of CO to the Ag surface. This effect is believed to result in

easier removal of CO from the catalyst surface, thus reducing the overpotential of

CO2 reduction. During the CO2 reduction experiment on Ag, CH2 stretching and

scissoring peaks were also formed alongside CO; such CH2 signals were indicative

of the formation of hydrocarbon chains. Formation of liquid hydrocarbon fuels

from water and CO2 using renewable energy remains the holy grail of solar fuel

production.

Fig. 15 Contour plots of Raman spectra vs applied potential (vs RHE) of electrodeposited

manganese oxides on Au in alkaline and acidic media
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4 Electrochemical Impedance Spectroscopy Applied
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4.1 Introduction

Electrochemical impedance spectroscopy is a method widely used to investigate

electrochemical cells. It involves perturbing the system with a sinusoidal wave and

recording its response. Under small perturbations, the response of the system is also

a sinusoidal wave with the same frequency as the perturbation. It does, however,

show a time delay. The impedance spectrum is then defined by the ratio of the

Fourier transform of the potential, u, and the Fourier transform of the current:

Z ωð Þ ¼ F u½ � ωð Þ
F i½ � ωð Þ ð1Þ

where the Fourier transform of a function g is given by

F g½ � ωð Þ ¼
ð T
0

g tð Þe� jωtdt ð2Þ

where t is the time domain, T is the total recording time of the signal, and j is the
imaginary unit. Given the finiteness of the data set, the Fourier transform is defined

with the integral between 0 and T, instead of the usual mathematical definition with

the integral between�1 and +1. As with the impedance spectrum, it is possible to

define an admittance spectrum:

Y ωð Þ ¼ F i½ � ωð Þ
F u½ � ωð Þ ¼

1

Z ωð Þ ð3Þ

The impedance is a complex number and is composed of a real part and an

imaginary part. The real part represents the resistance for the charged species to

move through the system, whereas the imaginary part represents the difficulty for

the charged species to be separated in the system.

One of the most intriguing advantages of electrochemical impedance spectros-

copy is that it can be used to explore a wide range of time domains, from 10�6 down

to 105 s. Therefore, it can be used to observe a variety of phenomena, such as charge

accumulation and transfer at an interface, transport of electroactive species, adsorp-

tion/desorption phenomena, and chemical reactions related to electroactive species.
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The shape of the impedance spectra is a result of the convolution of the different

phenomena in the time domain, each having a well-defined shape and dependence

in the frequency domain. At the same time, this is also one of its disadvantages:

because of the complexity of phenomena that can occur in an electrochemical

system, impedance spectra can be very difficult to interpret without a proper

physico-chemical model of the system.

It also has to be taken into account that, when a two-electrode cell configuration

is used, the impedance of the whole electrochemical cell is measured, i.e., the

positive and negative electrode and also the electrolyte. In contrast, if only the

impedance of the working electrode is to be measured, it is important that a three-

electrode cell configuration is used. However, the use of a reference electrode can

cause severe distortions in the impedance spectra, depending on the position of the

reference electrode, the relative dimensions of the counter and working electrodes,

and the ratio between the volume of the electrolyte and the area of the solid/liquid

interface [97, 98].

4.2 Representation of Impedance Spectra

The impedance is a complex number, and therefore its representation in a graphical

form is more complicated than the graphical representation of real data. The most

common representations are the Nyquist plot and the Bode plot. In the Nyquist plot,

the opposite of the imaginary part of the impedance, �Im(Z ), is represented as a

function of the real component of the impedance, Re(Z ), as shown in Fig. 16.

It is important that the graph is plotted with equal scales for the x and y axes. By
using this representation, different graphical methods exist to extrapolate the physical

constants from the data. However, the explicit information on the frequency domain is

lost, and therefore often the most important and/or characteristic frequencies are
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Fig. 16 Nyquist plot of an

impedance spectrum, which

reports the negative of the

imaginary part vs the real

part of the impedance using

equal scales for the axes.

Sometimes, characteristic

frequencies are indicated
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indicated in the plot. In the Bode plot, the modulus and phase of the impedance are

reported in two separate axes or graphs as a function of the frequency (Fig. 17).

Typically, the frequency and modulus of the impedance are reported in loga-

rithmic scales. The modulus, Z, and the phase, ϕ of the impedance are defined

through the real and imaginary components by (4) and (5), respectively:

Z ωð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re Zð Þ2 þ Im Zð Þ2

q
ð4Þ

ϕ ωð Þ ¼ a tan
Im Zð Þ
Re Zð Þ
� �

ð5Þ

The Bode plot is particularly useful when the value of the modulus of the imped-

ance changes by several orders of magnitudes in the frequency range explored. For

example, this occurs in blocking electrodes, in which the imaginary part of the

impedance scales linearly with the inverse of the frequency. Under these condi-

tions, the Nyquist plot appears as a straight line that tends towards infinity as the

frequency decreases, and the features at high frequency are not clearly visible.

There is a third possible representation of impedance data, which is less common

because it uses a 3-D plot (Fig. 18). In this case, the x axis is logarithmic and reports

the value of the frequency, whereas the y and z axes are linear and report the value

of real and imaginary part of the impedance, respectively. This last graph has the

same advantages of the Nyquist plot, which is the projection in the y–z plane of the
3-D curve, but maintains the frequency information of the data set.

4.3 Validation of the Data: Kramer–Kronig Transformations

The real and the imaginary parts of the impedance spectra of an electrochemical

system are not two sets of independent data. A correlation exists between these two

sets of data which is called the Kramer–Kronig transformation. For a system that
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Fig. 17 Bode plot of an

impedance spectrum.
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in logarithmic scale
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responds to the principles of linearity, causality, and stability, the following equa-

tions hold:

Re Z ωð Þ½ � ¼ R1 � 2

π

ð1
0

x � Im Z xð Þ½ � � ω � Im Z ωð Þ½ �
x2 � ω2

dx ð6Þ

Im Z ωð Þ½ � ¼ 2ω

π
�
ð1
0

Re Z xð Þ½ � � Re Z ωð Þ½ �
x2 � ω2

dx ð7Þ

From (6) and (7) it becomes clear that the use of the Kramer–Kronig trans-

formations is limited by the impossibility of measuring the impedance spectrum

between 0 and 1 frequency. Several techniques have been developed for solving

the Kramer–Kronig transformation by using a finite set of impedance data. The

most commonly used is an algorithm based on a wide distribution of Voigt elements

(a capacitance and a resistance in parallel) in series with different time constants

[99, 100], or a general equivalent circuit which considers a cascade of time

constants [101]. Another very powerful technique is based on the logarithmic

Hilbert transform. The logarithmic Hilbert transform uses the principle of the

Kramer–Kronig transformation to determine (8) and (9), which connect the mod-

ulus and the phase of the set of impedance data:

ln Z ωð Þj j½ � ¼ ln R1½ � � 2

π

ð1
0

xϕ xð Þ � ωϕ ωð Þ
x2 � ω2

dx ð8Þ

ϕ ωð Þ ¼ 2ω

π
�
ð1
0

ln Z xð Þj j½ � � ln Z ωð Þj j½ �
x2 � ω2

dx ð9Þ

Although a proper transformation requires the full set of data between 0 and1, (8)

can be approximated by (10) [102]:

Fig. 18 Three-dimensional

plot of an impedance

spectrum. The frequency

axis is in logarithmic scale.

The other two axes report

the real and the negative of

the imaginary part of the

impedance
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ln Z ωð Þj j½ � � K þ 2

π

ð ω
ω0

ϕ xð Þ
x

dx� π

6

d ϕ xð Þ½ �
dlnω

ð10Þ

where K is a constant and ω0 is the highest frequency investigated. If the phase of

the impedance data is known with sufficient precision, it is possible to use the

Hilbert transform to confirm the stability, causality, and linearity of the system, thus

removing eventual instabilities in time, which are the main artifacts in electro-

chemical systems. Especially in photoelectrochemical systems, when the imped-

ance spectrum is acquired under illumination, instabilities can be observed because

the impedance itself depends on the intensity of the light; in fact most sources are

unstable over time. In these circumstances, the Hilbert transform is a powerful tool

for improving the quality of the data at low frequencies. Several programs for EIS

analysis contain algorithms that check the impedance data for consistency through

the Kramer–Kronig transformation.

4.4 Physical Modeling and Equivalent Circuit

Extracting physical information from the impedance data is a complicated task

and requires the development of appropriate models that describe, in a simplified

way, the electrode/electrolyte interface and bulk phenomena related to transport

and recombination of charge carriers or chemical reactions. The model should

take into consideration that the electrode/electrolyte interface may be non-planar,

as in the case of the mesoporous electrodes often used in dye-sensitized solar cells

and photoelectrochemical cells. The model should also consider whether the

impedance spectra were acquired only for the working electrode, or in a

two-electrode cell configuration. In this section the principles of physical modeling

and fitting are presented.

4.4.1 Equivalent Circuit of a Photoelectrochemical Cell in the Dark

Equivalent circuits are based on the mathematical description of the physico-

chemical phenomena in the investigated system. The description of the electrode/

electrolyte interface has to include the charge accumulation and the charge transfer.

The charge accumulation represents the formation of the double layer at the liquid/

solid interface, and may include adsorption phenomena (e.g., H+ or CO2 adsorp-

tion); the charge transfer is the passage of the electron from the electrode to the

reactive species. In the equivalent circuit, these two processes appear in parallel and

typically can be represented by a capacitor and a resistor, respectively (Fig. 19a).

However, when mass transport through diffusion also has to be taken into account, a

so-called Warburg element has to be added to the previous equivalent circuit. For

example, in photoelectrochemical cells used for water splitting, diffusion of protons
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to the photocathode must occur for production of hydrogen. Similarly, in the case of

CO2 reduction, the Warburg element is related to the phenomenon of diffusion of

CO2 from the bulk of the solution to the surface of the electrode. Although the

diffusion process is located in the bulk of the solution, the Warburg element takes

into account not the diffusion itself but the variation in concentration of reactants

and products at the electrode interface, which is controlled by the transport mech-

anism. Therefore, the Warburg element is located in series with the charge transfer

process, and not in series with the whole interface (Fig. 19b, c).

As anticipated, a porous electrode composed of nanostructured or mesoporous

semiconductors (e.g., titania, tungsten oxide, iron oxide) has a further complication

in the modeling of the ac response: the interface between the electrode and

electrolyte is distributed in space. Under these circumstances, the electrode cannot

be considered as composed of a single interface, but rather the different interfaces

are distributed and separated by the ohmic drop in solution and in the solid phase. In

general, this class of equivalent circuits are called transmission line models. Rather

sophisticated ones can be found in [101, 103–106]. Using the transmission line

model, and the description of the electrode/electrolyte interface previously devel-

oped, one obtains an equivalent circuit as in Fig. 20. Other examples of equivalent

circuits used in the literature for describing the semiconductor in dye-sensitized

solar cells can be found in [107]. Such models are rarely considered in the

description of the impedance spectra in the case of the photogeneration cells.

Fig. 19 (a) Equivalent circuit of an electrochemical interface. (b, c) The model includes the

diffusion process, although (b) is wrong from the physico-chemical point of view, and (c) is the

right representation for the diffusion. Rct is the charge transfer resistance; CH is the capacitance of

the interface; W is the Warburg element, representing the diffusion

Fig. 20 Equivalent circuit of a porous electrode. RS and RE are the ionic and electronic resistances

in the pores, respectively; Z is the interfacial impedance, which could be represented by the

equivalent circuit in Fig. 19a or c
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4.4.2 AC Response of a Semiconductor in the Dark

Although the charge accumulation at the interface is typically described by a

capacitive element, it is experimentally observed that, even for strongly polarizable

electrodes, the interface rarely behaves as a pure capacitor. In the case of the

semiconductor/electrolyte interface, the situation is further complicated by the

fact that the lower concentration of charge carriers in the electrolyte generates a

considerably extended space charge region in the semiconductor. In the case of an

ideal semiconductor/electrolyte interface, the charge accumulation in the semicon-

ductor can be described by a pure capacitance, which is dependent on the polari-

zation potential, UE, through the Mott–Schottky equation [108]:

C�2
SC UEð Þ ¼ � 2

εε0 ej jND,A

� �
UE � U fb � kBT

ej j
� �

ð11Þ

where Ufb is the flat band potential, ε the relative dielectric constant, ε0 the

permittivity of vacuum, ND,A the number of donors or acceptors per unit of volume,

and |e| the absolute charge of the electron. The + or � is dependent on the type of

semiconductor, with + for n-type and � for p-type. The Mott–Schottky equation

can be used only for crystalline semiconductors with a single donor or acceptor

level completely ionized. This is typically a rare case, especially in nanocrystalline

materials, where the large presence of defects necessitates a proper treatment,

which is closer to the description of an amorphous semiconductor. In particular, it

has to be taken into consideration that the high defectiveness of some semiconduc-

tors, such as TiO2, can influence their electronic structure and create electronic

states in the band gap (Fig. 21a). Such electronic states are localized, and therefore

they can only exchange electrons with the conduction or valence band. However,

Fig. 21 (a) Electronic structure of a highly defective semiconductor. EC is the bottom of the

conduction, EV is the top of the valence band, and EF is the Fermi energy level. (b) Bode plot of the

impedance of the semiconductor in (a). The minimum in the phase at 30 Hz shows the frequency

dispersion caused by the presence of electronic states in the mobility gap
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their mobility is too low to contribute to the conductivity of the charge carriers in

the extended bands. The exchange of electrons between the states in the mobility

gap and the extended bands is typically slow, and can be detected by impedance

spectroscopy, in the form of a time constant dispersion, as shown in Fig. 21b. A

time constant dispersion represents a non-ideal capacitance, i.e., a capacitance the

value of which is dependent on the frequency. The frequency dependence of the

capacitance depends on the energy losses during the accumulation of charge

carriers, caused by the electron capture/emission process in the mobility gap. In

fact, the capacitance of the semiconductor can be approximated by (12) [109]:

C�1
SC UE;ωð Þ � � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

εε0 ej jN
p

 !
1þ ln

UE � U fb

ψC

� �� �
ð12Þ

ψC ¼ �kBTln ωτ0ð Þ � ΔEF ð13Þ

where N is the density of states in the mobility gap, τ0 the time constant of electron

exchange between extended bands and localized states, and ΔEF the difference

between the edges of the extended bands and the Fermi level (conduction band for

an n-type semiconductor, valence band for a p-type semiconductor). More infor-

mation is given in [110–115].

4.4.3 Equivalent Circuit of a Photoelectrochemical Cell Under

Illumination

To understand the limitations, behavior, and charge transfer/recombination mech-

anism, electrochemical solar cells are often investigated in dark conditions and

under illumination. In the latter case, one often refers to photoimpedance. The

illumination generates charge carriers in the semiconductors, which are separated

by means of the electric field. The minority charge carrier is then transferred to the

reactive species in the electrolyte, whereas the majority carrier travels along the

semiconductor and is transferred to the other electrode. The minority carrier can

therefore be used for the electrochemical reaction. As a consequence, the

photoimpedance depends on the intensity of the light source and the wavelength

of light through the amount of minority photogenerated charge carriers. Because the

light is absorbed following an exponential law (the Beer–Lambert law), the charge

carriers are not generated homogeneously. The same phenomenon appears in a

dye-sensitized solar cell, in which the dye is distributed along the thickness of the

mesoporous TiO2. The spatial distribution of photogenerated carriers influences the

photoimpedance spectra by introducing a further source of time constant distribu-

tion. Under these conditions, the porous electrode model should take into consid-

eration not only the potential drop in the solid phase and liquid phase but also the

inhomogeneity of the interfacial impedance, Z, which now depends on the position

inside the electrode (see Fig. 20). The equivalent circuit is no longer given by the
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classic transmission line model, which can be found in the literature. The exact

solution in this case is unclear, and typically a constant phase element is used

instead of a capacitor to describe the time dispersion at the distributed interface.

The constant phase element takes into account both 2-D and 3-D time constant

distributions [116, 117], and its interpretation is rather arbitrary. Another possibility

is to consider an exponentially changing charge transfer resistance, Rct, and to solve

the transmission line model numerically for the different frequencies.

4.5 Final Remarks

Electrochemical impedance spectroscopy is widely used to obtain relevant infor-

mation about the mechanism of reaction and/or limitations in electrochemical

systems, as, for example, in the analysis of the solar water-splitting mechanism in

hematite photoanodes [26]. Especially when photoimpedance (impedance under

illumination) is recorded, it is important that the light source is stable and that the

impedance data are validated through Kramer–Kronig transform algorithms. The

recovery of information on the phenomena occurring in the photoelectrochemical

cells from impedance spectra requires the application of a physical model, which

can be expressed though an equivalent circuit. Here, it is important to describe the

system with proper complexity, also taking into account the experimental data. The

model should take into consideration that the electrode/electrolyte interface may be

distributed in the space, and that the light absorption and charge carrier

photogeneration may not be constant throughout the whole system. The use of a

constant phase element to describe the capacitance of the interface could introduce

an uncertainty in the physical meaning of the parameters.

5 In Situ Characterization of Photocatalytic Materials

in an Environmental Transmission Electron Microscope

Benjamin K. Miller, Liuxian Zhang, and Peter A. Crozier (*)

School for Engineering of Matter, Transport and Energy, Arizona State University,

Tempe, AZ 85287, USA

crozier@asu.edu

5.1 Introduction

Heterogeneous catalysis is a key process for converting reactants into products and

plays a critical role in chemical and energy transformations [118, 119]. During

catalysis, the structure of the catalyst may vary in a complex way with changes in
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the pressure of reactants and products as well as temperature. To build a structure–

reactivity–performance correlation and achieve a fundamental understanding of

catalytic mechanisms, the electronic and geometric structure of the catalyst must be

determined at the atomic level. For many catalysts, the active form of the material

may exist only under reaction conditions and must be characterized to develop a

fundamental understanding of structure–reactivity relations. Environmental trans-

mission electron microscopy (ETEM) is at present the only technique available to

perform in situ characterization of a high surface area catalyst with atomic resolu-

tion. In this approach, reactants are allowed to flow over the TEM sample (often

during in situ heating) and the changes in the nanocatalysts are recorded using TEM

imaging, diffraction, or spectroscopy techniques [120]. For in situ observation of

photocatalysts, the materials must be observed not only in the presence of reactant

and product species but also during in situ light illumination. In addition to allowing

the active form of the catalyst to be observed, the in situ approach can also provide

important information on deactivation mechanisms such as photocorrosion of

co-catalyst components [121, 122].

5.2 In Situ TEM for Photocatalytic Observations

Only a couple of groups have successfully incorporated light sources into environ-

mental transmission electron microscopes, permitting gas–solid–light interactions

to be observed at atomic resolution on nanoparticle systems. So far, no groups have

developed in situ capabilities that combine liquid cells with light illumination or

liquid, light, and electrical biasing for photoelectrocatalysis. The first work to

attempt to study photocatalytic processes was performed on a system in which an

optical fiber was attached to a high vacuum TEM (i.e., no in situ gas or liquid

exposure). The system was employed to observe the photodecomposition of

polyhydrocarbon compounds on a TiO2 film [123]. The same group was also able

to observe photocatalytic nucleation of Au nanoparticles on a TiO2 nanoparticle

under UV irradiation [124]. Two groups have developed in situ light illumination

systems for ETEM. The Danish Technical University group has developed a light

illumination holder compatible with an FEI Titan ETEM [125]. Lenses are used to

focus a laser beam onto the TEM sample and their system was employed to

investigate the photodecomposition of a Cu2O photocatalyst to Cu metal under

UV irradiation in an H2O environment [126]. They also showed in situ

photodeposition of Pt nanoparticles on a support [125].

The Arizona State University (ASU) group has also developed a fiber optic-

based system that allows light of variable wavelengths to illuminate a photocatalyst

in the environmental TEM [127]. In their design, the fiber is introduced through a

port on the side of the TEM which provides greater flexibility in the choice of

sample holder. One advantage of this approach is that thermal processing of the

catalyst (such as reduction or oxidation of co-catalyst components) can be

performed in situ in the ETEM. This allows the system to be put into a well-

defined state, making fundamental structure–reactivity measurements possible. The
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ASU system is also compatible with liquid cell holders, allowing, for example,

water-splitting catalysts to be studied in the presence of liquid or vapor phase

reactants. A brief description of the ASU system is given below. More details can

be found in the paper by Miller and Crozier [127].

5.3 Design Considerations for In Situ Illumination Under
Reactive Gas Conditions

A number of constraints are imposed on the design of the in situ illumination system

so that the electron optical performance of the TEM is not degraded. The TEM is

designed to allow the local structure of a material to be imaged with atomic

resolution. It is important to be able to tilt samples so that low-order crystallo-

graphic zone-axis orientations are parallel to the incident electron beam. The

optical fiber must be introduced to the ETEM without negatively affecting sample

tilting. The location of the maximum light intensity on the sample must coincide

with the electron optical axis. Moreover, it would be ideal if substantial light

intensity can strike the sample when it is tilted by at least �20	 to allow the crystal

orientation to be varied. A further constraint of the design was the necessity to be

able to employ hot stages in experiments. Many hot stages have a somewhat bulky

furnace around the TEM sample which can block light from an oblique angle

striking the center of the sample.

A schematic diagram of a design which addresses these constraints is shown in

Fig. 22 [36]. In this case, the fiber was inserted into an available port (often used for

installing an energy dispersive X-ray spectrometer) on a FEI Tecnai F20 environ-

mental transmission electron microscope. In this instrument, the TEM sample sits

between the upper and lower pole pieces of the objective lens and the pole piece gap

is 5.4 mm. The EDX port is located perpendicular to the TEM sample rod port and

the fiber approaches the sample region at close to a horizontal orientation. A

600-μm silica core, silica clad, solarization resistant fiber was used to carry the

light into the microscope. This fiber is compatible with visible and ultraviolet light,

Fig. 22 Schematic diagram

of the overall geometry of in

situ fiber illumination

system. Reprinted with

permission from Zhang

et al. [36]. Copyright 2013,

American Chemical Society
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making it ideal for studying photocatalysts with bandgaps ranging from the infrared

to the ultraviolet region. The fiber is clad with aluminum to avoid charging by

secondary and backscattered electrons. The alumina cladding was also useful to

avoid outgassing in the high vacuum of the TEM.

A more detailed cross sectional illustration of the geometric relationship

between the fiber, the pole pieces, and the hot stage furnace is shown in Fig. 23.

This illustrates the space constraint problem. Ideally, we would like to bring the

fiber towards the sample as close to vertical as possible to avoid shadowing from the

hot stage furnace and maximize the light intensity on the sample. In practice, the

shallow angle of the objective lens pole piece, the limited opening of the port, and

the small space between the upper and lower pole pieces force the fiber to approach

at an angle of 15	 with respect to the horizontal. The front end of the fiber was cut at
a maximum angle of 30	 to refract more light onto the middle of the TEM sample.

A bellows and micrometer manipulator was constructed to allow the exact position

of the fiber to be adjusted to center the light on the optical axis of the microscope.

This manipulator structure also provided the high vacuum feedthrough for the fiber.

An external fiber was coupled to the fiber inside the TEM at this vacuum

feedthrough. This external fiber was used to transport light from a source to the

internal fiber.

Any light source can be employed with this arrangement, although it is important

to couple the light efficiently to the end of the external fiber (which is also 600 μm
in diameter). At present, we use a high brightness white light source manufactured

by Energetiq. The emitted intensity varies by only about a factor of 5 over the

wavelength range of 200–800 nm. The distribution of emitted intensity is shown in

Fig. 24. The high brightness allows a substantial fraction of the emitted intensity to

be coupled into the fiber using a parabolic mirror arrangement. With optical bench

testing, we were able to map out the distribution of light striking the TEM sample.

A photodetector was built into a TEM holder so that the light intensity could be

Fig. 23 Cross sectional

view of pole piece gap

showing fiber orientation

relative to upper and lower

pole pieces
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measured in situ. The spatial distribution and intensity of light striking the TEM

sample is shown as a contour plot in Fig. 24. The intensity “hot spot” region that

contains intensity greater than 90% of the maximum is approximately 0.2
 0.4 mm

in size. The peak intensity is about 1,400 mW/cm2, which is about a factor of

10 higher than the solar flux. Thus, this system is suitable for investigating changes

induced in the catalyst under close to ambient illumination conditions. To achieve

higher fluxes on the sample a suitable laser must be used.

5.4 In Situ Observations of Anatase Nanoparticles

This system is currently being employed to investigate the evolution of

photocatalysts under light and water vapor conditions. Many photocatalysts are

composed of a light-harvesting semiconductor coupled to one or more co-catalysts.

For reactions in water, oxides such as TiO2 or Ta2O5 can serve as good model

systems because of their stability, although with bandgaps in the range 3–4.4 eV

they absorb mostly in the ultraviolet region. Figure 25 shows a sequence of images

recorded from anatase nanoparticles after in situ exposure to light and water vapor

at a pressure of 1 Torr11. The initial anatase nanoparticle was well defined and

bounded mainly by the low energy {101} and shorter {002} surfaces.

Fig. 24 (Top) Maximum intensity of the light incident on the TEM sample as a function of

wavelength. (Bottom) Light intensity incident on the sample as a function of position. Reprinted

with permission from Miller and Crozier [127]. Copyright 2013, Cambridge University Press
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The particles appear crystalline on the surface and the surface is smooth and

atomically abrupt. There was no obvious evidence for any structural change taking

place during this initial observation. Titania is well known to undergo radiolysis

under electron beam irradiation in the TEM [128, 129]. To ensure that electron

beam effects are negligible, we take advantage of the relative uniformity of the

anatase sample to look at the structure of different groups of anatase particles after a

prescribed exposure to gas and light. After the initial period of light exposure, an

initial set of anatase particles were examined. After a second period of light

exposure, a second set of fresh anatase crystals, not previously exposed to the

electron beam, were examined. After each observation, the electron beam is turned

off. This procedure ensures that electron beam effects are kept small during the in

situ processing of the anatase.

Figure 25 also shows that after 12 h exposure to light and H2O, the first one or

two layers at the anatase surface show roughening and amorphization. Over

30 fresh areas which were not previously exposed to the electron beam were

checked and all showed some degree of surface amorphization and roughness. No

surface change was observed when the anatase crystals were exposed to light in an

H2 atmosphere or in the microscope vacuum, showing that water plays a critical

role in the observed phase change on the anatase surface. Spatially resolved EELS

was performed on an aberration corrected JEOL ARM 200 F to compare the

oxidation state of the Ti in the center and surface of the anatase particle (Fig. 25,

middle, inset). The L23 edge from the center of the anatase shows the characteristic

crystal field splitting in which the L3 line at 457 eV and L2 line at 459 eV are split

into doublets corresponding to excitations of the 2p3/2 and 2p1/2 subshells to

unoccupied t2g and eg orbitals. The Ti L23 edge recorded from the surface layer

shows pronounced broadening of the L3 and L2 lines and the relative peak height is

consistent with Ti in the +3 oxidation state [130, 131].

The observed surface amorphization and roughness can be explained by the

photogeneration of oxygen vacancies and the resulting dissociation of water at

these defect sites. On exposure to UV light or high energy electrons, electron-hole

Fig. 25 The change taking place on the surface of anatase nanoparticles in the presence of water

vapor and light. (Left) Initial anatase particles before illumination. (Middle) Anatase particles after
12 h exposure to water and light showing amorphous surface layer. Inset is the EELS spectra of the

Ti L23 edge recorded from the center (blue) and surface (red) of the particle. (Right) Higher
magnification image showing disordered layer a few monolayers in thickness. Reproduced

(adapted) with permission from Zhang et al. [36]. Copyright 2013, American Chemical Society
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pairs are generated which may diffuse to the crystal surface. The photogenerated

electrons tend to reduce Ti4+ to Ti3+, whereas trapped holes neutralize surface

oxygen leading to emission from the surface, leaving behind oxygen vacancies

[132]. High resolution electron energy loss spectroscopy (HREELS) and tempera-

ture programmed desorption (TPD) have confirmed that water molecules are

dissociatively adsorbed, filling the vacancies and forming hydroxyl groups

[133]. STM results and density functional theory (DFT) calculations suggest that

one bridging hydroxyl group at the original vacancy site and another at the adjacent

bridging oxygen position are formed [134–136]. With continued irradiation, the

degrees of hydroxylation of the surface increase and eventually destabilize the

crystallinity of the top layer, leading to the formation of a continuous amorphous

layer of hydroxylated titania.

Our observations show that this process is self-limiting because the thickness of

the disordered layer remains constant under continuous exposure to water and light.

This is reasonable because anatase is known to be a stable photocatalyst in an

aqueous environment during exposure to light. Continued irradiation of the hydrox-

ylated surface presumably results in the generation of additional oxygen vacancies

on the surface. Because the amorphous layer thickness does not significantly

increase with time, this implies that most of these vacancies are filled by additional

dissociation of water from the gas phase rather than diffusion of oxygen from the

interior of the anatase particle. Thus the underlying bulk structure of the anatase is

preserved although our TEM images show the TiO2 layer just below the surface is

significantly perturbed by the amorphous top layer.
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6.1 Introduction

In the fields of chemistry and materials science, high throughput experimentation

encompasses a suite of techniques typically applied to combinatorial chemistry and

materials discovery problems. For well-established technologies such as catalytic

synthesis of commodity chemicals, high throughput techniques can be readily
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applied to optimize materials and processes [137], a common industrial strategy not

well documented in the literature. For emerging or future technologies, such as

solar fuel generation, judicious application of high throughput methods can accel-

erate technology development and offer insights into fundamental materials sci-

ence. As documented in a series of recent review articles [138–142], this mode of

high throughput research has been used to explore a wide variety of functional

materials. As evident in these reviews and associated literature, applying a high

throughput strategy for a particular application requires development of specialized

materials synthesis and screening techniques. In the field of solar fuels, the recent

introduction of high throughput experimentation, most notably by the McFarland

and Parkinson groups [143–148], has been followed by rapid advancement in

screening techniques.

As detailed in other sections of this book, solar fuels technology involves the

integration of several functional materials. Here we discuss high throughput

methods for evaluating solid state materials, in particular photoabsorbers, hetero-

geneous electrocatalysts, and photocatalysts. Most high throughput solar fuels

research has focused on improving materials for anodic OER, although we note

that many of the instruments are equally applicable to evaluation of the cathode

HER. High throughput discovery of solar fuels materials faces the challenges

common to all high throughput materials discovery: (1) instruments and measure-

ments that closely resemble the functional device under operational conditions

provide the most relevant information but are exceedingly challenging to make

truly high throughput and (2) the highest throughput techniques, in particular

parallel measurement schemes, typically provide semi-quantitative or qualitative

classification information, requiring additional experimentation to demonstrate

material performance credibly. These challenges are met through a twofold

approach using creative engineering to accelerate vastly measurements and scien-

tific insight to design screens for specific fundamental performance metrics

carefully.

6.2 High Throughput Synthesis

High throughput evaluation of inorganic material libraries requires high throughput

syntheses. For a survey of high throughput synthesis techniques, we refer the reader

to excellent review articles [138–142] and note here the chemical deposition

techniques most utilized for solar fuels applications. Photocatalyst libraries have

been synthesized using combinatorial cathodic electrodeposition [144] and thermal

calcination of mixtures of metal salts, which can be rapidly deposited using inkjet

printing of precursor solutions [146]. This latter technique has also been success-

fully employed for deposition of electrocatalysts [149] and a related technique

involving photochemical decomposition of mixtures of metal complexes has

yielded highly active amorphous catalysts [150]. These techniques have generally

been used to produce thin film composition samples with lateral dimensions of 1–
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10 mm. The associated screening tools must accommodate evaluation of material

performance on samples of this size.

6.3 High Throughput Screening

Optical absorption measurements are important for the evaluation of

photoabsorbers and photocatalysts. High throughput optical characterization of

materials has been employed for mapping composition-dependent optical proper-

ties, including the band gap of semiconductors [151] and various performance

metrics for transparent conducting oxides [152, 153]. Here we focus on the rela-

tively advanced evaluation techniques involving electrochemical and photoelec-

trochemical measurements. For high throughput screening of photocatalysts,

Jaramillo et al. [145] deployed an automated version of a standard photoelectro-

chemical cell, as described in Fig. 26.

By using an O-ring seal to isolate a select composition sample, a standard three-

electrode photoelectrochemical cell was established with the back contact of the

sample serving as the working electrode, enabling a suite of standard techniques

including spectral photon-to-current conversion efficiency and characterization of

the illuminated open circuit potential. Automation of standard methods provides a

direct relationship between the high throughput data and that of conventional

research methods, but creating a bulk electrochemical cell for each composition

sample requires extensive solution handling and inherently limits measurement

throughput.

To accelerate measurement throughput by eliminating the preparation of indi-

vidual electrochemical cells, a gasket-free design was developed by Jin and col-

laborators [154] based on a scanning drop cell architecture from the field of

electrochemical microscopy [155]. The high throughput scanning drop cell (SDC)

establishes sample-specific electrochemical contact to the working electrode by

continuously flowing electrolyte solution over a given sample. As shown in Fig. 27,

the solution contact is localized by strategically-placed suction tubes that wick

away the flowing solution, generating an electrolyte drop that can be rastered across

a planar electrode at speeds exceeding 5 mm s�1. This novel drop-restricting

scheme circumvents the need for a gasket or similar contact-based solution con-

finement mechanism, permitting on-demand cell movement without vertical

motion. By minimizing the data collection “down time,” -this instrument maxi-

mizes the throughput for serial three-electrode measurements. Incorporation of a

fiber-optic into the cell – perpendicular to the planar working electrode with the

illumination at the center of the drop – enables collection of the full range of

photoelectrochemical measurements.

Important distinctions remain between these automated serial measurements and

traditional electrochemical techniques, including the lack of sample rotation to

control mass transport and the lack of membrane-separated anolyte and catholyte

to avoid, for example, products of the counter electrode reaction from reaching the
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working electrode. Mass transport issues can be particularly important for high

current density or long-duration experiments where electrochemical measurements

are compromised by depletion of reactants or saturation of products. The SDC

mitigates these effects by maintaining continuous flow over the working electrode

to replace the drop volume every ~0.1 s. Addition of the capability to pump

differentially fresh electrolyte over the counter electrode sweeps the products of

the counter electrode reaction away from the drop and the working electrode. The

serial photoelectrochemistry instruments can also be used to evaluate heteroge-

neous electrocatalysts, particularly for the HER and OER. Evaluation of catalysts

generally involves higher current densities, making the SDC flow cell advantageous

compared to cell designs with static solution. The excellent performance of this

high throughput electrochemical cell can be used to measure not only performance

but also fundamental electrochemical properties such as reversible redox potentials

of the catalyst film and Tafel parameters [156].

Fig. 26 Serial photoelectrochemical measurement in which a standard O-ring sealed electro-

chemical cell is established for each sample. Reproduced with permission from Muster

et al. [145]. Copyright 2005, American Chemical Society
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Although the SDC architecture maximizes the throughput of serial measure-

ments, several parallel and quasi-parallel measurement techniques have been

developed with various compromises in throughput, data quality, and experiment

versatility. For screening photocatalysts, the approach taken by the Parkinson group

includes parallel sample contact by immersing the entire material library on a

common working electrode in electrolyte [146]. Sample-resolved photocurrent

measurements are obtained by rastering a light beam matching the sample size.

Because the light source can be rastered quickly, the measurement throughput is

effectively limited by the response time of the materials. Measurement sensitivity

can be enhanced by modulating the illumination and employing lock-in amplifica-

tion, which is particularly important because of the relatively large dark currents

arising from the large unilluminated areas of the working electrode. Modifications

to this screening strategy include electrical isolation of the samples on small area

working electrodes coupled with multiplexing electronics so that only the active

working electrode is chosen to coincide with the illuminated sample, as demon-

strated by Katz et al. [157]. Conceivably, the experiment could be further

parallelized by simultaneously illuminating all samples and using individual amme-

ters for each sample. Although the parallel and quasi-parallel measurement

schemes provide rapid identification of hit materials, the shared solution contact

introduces measurement limitations and opportunities for artifacts such as cross-

contamination of the samples. The working electrode cannot be effectively polar-

ized far from open circuit with libraries containing unstable constituents which

could leach and redeposit on other samples.

This ensemble of high throughput photoelectrochemical techniques provides

limited ability to measure the illuminated open circuit potential or the flat-band

Fig. 27 The high

throughput scanning drop

cell establishes a three-

electrode electrochemical

cell for each 1 mm2 sample

in a material library. The

cell includes an integrated

fiber optic, providing high

throughput electrochemical

and photoelectrochemical

measurements. Reproduced

with permission from

Gregoire et al. [154].

Copyright 2013, AIP

Publishing LLC
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potential of a material. Rigorous measurement of these quantities requires that, at

the working electrode surface, the electrolyte exclusively contacts the semiconduc-

tor material, but high throughput samples and instruments often allow an electrolyte

shunt to the back contact or to neighboring samples [157]. As discussed by

Jaramillo et al. [143], the serial measurement techniques noted above can be used

to measure photocurrent as a function of potential, with the open circuit

photovoltage estimated as the extrapolated potential for zero photocurrent.

The high throughput photoelectrochemical experiments referenced above pro-

vide screening of photocatalytic activity, particularly for the OER. Although stable,
efficient photocatalysts are desirable for solar fuels technology, the photoanode of

an integrated water-splitting device typically includes an electrocatalyst coupled to

the light absorber to enhance reactivity for the OER. The applicability of these

techniques for screening photoabsorbers for their light absorption and charge

separation performance must be considered. For an n-type semiconductor, requiring

performance of the OER in the screen means that the charge transfer across the

solid–liquid interface may be limited by the ability of the particular semiconductor

surface to catalyze the requisite reaction. As a result, the measured photocurrent

does not reflect the fundamental semiconductor characteristics of most importance

when used in an integrated solar fuels device. Consequently, these screens may not

identify the materials capable of producing the most efficient integrated device.

To illustrate this limitation, the impact of poor electrocatalytic properties on the

short-circuit photocurrent, one of the most common figures of merit used in these

measurements, should be considered. The anode photoabsorber must have a valence

band potential positive of the equilibrium OER potential to create an energetic

driving force for charge transfer across the interface. To maximize efficiency, this

valence band potential should be just large enough to provide an optimized OER

catalyst with the requisite overpotential to drive the OER at the desired rate.

Figure 28 schematically illustrates the impact of band-edge position and of catalysis

on the ultimate efficiency of double junction solar fuels devices. Two 1.6 eV band

gap photoanodes with different band edge positions are represented by the blue and

red solid rectangles. The blue photoanode may yield relatively high performance

when screened without a catalyst because its very positive valence band potential

creates a large thermodynamic driving force for OER which overcomes kinetic

limitations. In contrast, the red photoanode would by itself produce a lower photo-

current in an OER photocatalyst screen, but when coupled with an effective catalyst,

photocatalysis of the OER is attained with high efficiency. Although detailed

discussion of integrated devices is beyond the scope of this chapter, we have

calculated an approximate efficiency for photoelectrolysis of H2 using the red and

blue photoanodes. For both cases, Fig. 28 shows a paired photocathode (dashed

lines) for creating a tandem photoelectrochemical cell in which the band overlap at

the semiconductor junction is 0.3 V and the photocathode conduction band lies

0.35 V above the HER equilibrium potential. For these tandem cells, the theoretical

solar-to-hydrogen conversion efficiency of the blue tandem is approximately 5%

whereas the efficiency of the red tandem is in excess of 20% [158]. Considering the
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device-level performance, the high throughput photocatalyst screening techniques

would miss potentially high performing photoabsorber materials.

To develop a high throughput screen that avoids selective discovery of

sub-optimal photoabsorbers, the kinetic limitation of the interfacial reaction must

be removed. One approach is the addition of a sacrificial hole acceptor to the

electrolyte, such as Na2SO3, which was successfully implemented into a high

throughput screen by Ye et al. [159] using a custom SECM instrument. Alterna-

tively, the measurement can benefit from implementing a traditional semiconductor

characterization technique in which a well-defined asymmetric junction is intro-

duced to measure the charge separation and voltage generation properties of the

semiconductor. One strategy for forming a well-defined junction is to contact the

semiconductor with a liquid containing a one-electron reversible redox couple, such

as a metallocene system [160]. For experiments employing such semiconductor/

liquid contacts, the redox system in the liquid is not photoexcited and serves to

transport the charge across the interface with minimal kinetic limitations. Xiang

et al. [161] recently developed a high throughput instrument that measures photo-

current generated by a semiconductor with a metallocene junction. The instrument

includes a common working electrode contact and parallel electrolyte contact as

described above [146], but the measurement requires a carefully tailored cell

geometry and small, multiplexed counter electrodes to provide efficient collection

of the photogenerated current. By performing a standard semiconductor character-

ization experiment in a high throughput platform, semiconductors with appropriate

photoabsorber properties can be identified.

Fig. 28 Illustration of the impact of photoanode valence band position on (1) its performance in a

high throughput screen of OER photocatalysis and (2) the efficiency for photoelectrolysis of H2 in

a tandem light absorber device. Both photoanodes (solid rectangles) have 1.6 eV gap and the

photocathodes (dashed rectangles) are matched to provide 0.3 V band overlap at the semiconduc-

tor junction and a conduction band 0.35 V negative of the H2/H
+ potential. The blue scenario has a

theoretical efficiency near 5%, and the red tandem has theoretical efficiency in excess of 20%
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6.4 High Throughput Evaluation of Electrocatalysts

We note above the efficacy of the SDC instrument for serial screening of

electrocatalysts. To attain higher throughput, a parallel scheme is required in

which the entire library is used as a common working electrode in an electrochem-

ical cell. The most common strategy for parallel screening is to introduce an

imaging technique to identify active catalyst samples. That is, with the entire library

held at the same working electrode potential, the measured current indicates the

total activity of the library, and a complementary measurement to resolve catalytic

activity spatially is required. Several imaging techniques have been employed to

image local changes in pH using a dissolved fluorescent molecule [148, 162, 163] or

a pH-sensitive membrane [164]. Such techniques provide massive parallelization of

catalyst evaluation but suffer from limitations on the electrolyte pH and poor

control of the electrochemical environment. Imaging of the local concentration of

a reaction product can be employed, alleviating the pH requirements on the

electrolyte. Local detection of O2 generation is an operational principle of the

SECM experiment described above [159], which is a scanning probe technique

that provide excellent spatial resolution but is not a truly parallel measurement.

Recently reported screening approaches include parallel imaging of evolved oxy-

gen by a fluorescence technique [165] or direct imaging of bubbles generated on the

catalyst surface [166]. All parallel catalyst screening techniques yield impressive

sample throughput, but the disconnect between the high throughput measurement

and traditional electrochemistry measurements requires substantial follow-up work

to enable the newly discovered electrocatalysts to make an impact on the field.

An important omission from the described set of advanced high throughput

instruments for solar fuels materials discovery is one for evaluating catalysts for

the CO2 reduction reaction (CO2RR). For both photocatalysts and dark

electrocatalysts, measurement of catalytic current without product analysis is

insufficient to evaluate a material’s performance. First, catalysis of the CO2RR is

inherently in competition with the HER. Second, the product distribution from the

CO2RR is of great importance for solar fuels applications. High throughput mea-

surements must be developed for determining the branching ratio between the HER

and CO2RR and between the CO2RR products at different potentials under different

reaction conditions. The ultimate objective is to discover electrocatalyst materials

that selectively reduce CO2 to a single product.

6.5 Concluding Remarks

This brief summary of high throughput measurements highlights the advanced

material evaluation experiments being applied to the discovery of solar fuels

materials. The discussion emphasizes the need to consider carefully the relationship

between the material properties evaluated in high throughput and the ultimate
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technological application of the materials. A precise description of the ultimate,

integrated device greatly facilitates the definition of the desirable materials prop-

erties. This in turn enables design of high throughput screens to measure perfor-

mance metrics which are directly transferable to the target application. Effective

high throughput experiments must adhere to the range of operational conditions that

are relevant for a deployable technology, which may evolve as the technology

matures. For all high throughput materials discovery efforts, the ultimate utility of

the high throughput screen hinges upon establishing and reporting the relationship

between a material’s performance metrics and its operation in the target

application.
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7.1 Introduction

The development of an efficient and robust photocatalyst with the required factors

for the practical generation of solar fuels has been a long-standing challenge of

photochemistry and materials science over many decades [1, 167, 168]. In order to

convert solar energy to chemical energy efficiently through photolysis of water,

photoelectrodes should be (1) chemically stable in highly oxidative and reductive

conditions in the aqueous solution, (2) physically resilient to endure high temper-

ature and pressure under strong light irradiation, and (3) characterized with suitable

conduction/valence band edge positions to undergo the proton reduction and water

oxidation reactions with maximum photovoltages [169]. Many binary, ternary, and

quaternary transition metal oxides and chalcogenides have been extensively stud-

ied, but no photocatalyst with the optimum stability and activity has been discov-

ered yet [170]. Combinatorial screening coupled with rapid synthesis have been

employed as versatile tools for the discovery of many biological, organic, and

inorganic materials with specific properties needed for different applications

304 C.K. Chan et al.

mailto:Hyun S.Parkhspark@kist.re.kr


[171]. The tools have also been utilized to develop promising multi-component

photocatalysts for solar energy conversion devices [143, 146, 157, 172, 173]. This

chapter mainly deals with the rapid screening of photocatalysts using SECM [174,

175] and also briefly describes in situ electrochemical characterization of

photoelectrodes using SECM techniques.

7.2 Rapid Screening and In Situ Characterizations
of Photocatalysts with SECM

7.2.1 Photocatalyst Array Preparation

The rapid screening of photocatalysts needs fast and facile preparation of numerous

photocatalysts with ternary, quaternary, or more compositions on conducting sub-

strates. Different techniques, including ink-jet printing [157, 176], sputtering [172],

and electrodeposition [143, 177], have been implemented to create the

photocatalyst libraries on a small electrode. The photocatalyst spot arrays fabri-

cated using a piezoelectric dispensing tip is an example of the material collections

for the rapid screening with SECM [178]. To create the photocatalyst spot arrays,

the piezoelectric tip for dispensing precursor droplets (MJ-AB-01-60, MicroFab) is

attached to an XYZ-stage which is controlled by the SECM and personal computer

system (Model 1550A Solution Dispenser, CH Instruments, Fig. 29). The substrate

for photocatalyst spot arrays should be (1) electrically conductive, (2) chemically

and thermally stable for sample preparations, and (3) (photo-)electrochemically

inert to record the photocurrent produced only at the photocatalysts without back-

ground reactions. Fluorine-doped tin oxide (FTO) coated glass is often employed as

the conductive supporting electrode which is photoelectrochemically inert with a

large optical band-gap, i.e., approximately 3.6 eV [179]. It is also thermally

supportable to form the photocatalysts with heat treatments up to approximately

550	C [146]. Solutions of metal nitrates or metal chlorides dissolved in the aqueous

Fig. 29 (a) Schematic configurations of the SECM dispenser system to create the photocatalyst

arrays. (b) Photographic images of the SECM stage equipped with a piezoelectric dispensing tip.

The tip is positioned near the FTO glass surface with a distance of a few hundreds of μm between

them
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or organic solvents are frequently used as precursors to prepare the array electrodes

of photocatalysts. The dispensing tip gives solution drops of a few picoliters, and

the drop sizes are controlled by varying the potentials and pulse durations applied to

the dispensing tip.

The photocatalyst array preparation should be performed carefully so that the

efficiency of numerous photocatalysts is accurately measured in the screening

process. Each spot should have a uniform size and thickness to ensure identical

light absorption conditions over the entire array, because the light absorption

efficiency is directly related to the photocatalytic performance. Figure 30a shows

a schematic design of the phocatalyst arrays and the photograph in Fig. 30b

shows dispensed spot arrays with size and thickness uniformity in accordance

with the designed patterns [180]. The spot array electrode in Fig. 30b consists of

55 photocatalyst spots with a uniform thickness of approximately 400 nm and

diameter of approximately 250 μm. The distances between spot arrays are large

enough, i.e., 800 μm, to record the photoresponse at a single spot electrode under

the fiber optic light irradiation without any interference from the photocurrent

generated at adjacent spots. The arrays are subsequently annealed in different

atmospheric environments to convert the precursor chemicals to oxide, nitride, or

chalcogenide semiconductor crystals. For example, quaternary chalcogenide

photocatalyst arrays of ZnxCd1�xSySe1�y are prepared in Fig. 30b [180]. The

relative atomic compositions in the multi-component materials are controlled by

varying the number of dispensed droplets and the concentrations of precursor

solutions as programmed in the array patterns.

7.2.2 Rapid Screening of Photocatalyst Arrays

When the array electrodes are produced by the solution dispensing and thermal

treatments, the electrodes are placed in the electrolyte solution and an optical

Fig. 30 (a) Schematic representation, (b) photographic image, and (c) SECM photocurrent map

of photocatalyst spot arrays of ZnxCd1�xSySe1�y. Each spot has different compositions of Zn,

Cd, S, and Se as indicated in Fig. 30a. Polysulfide redox electrolytes (Sn
2�/S2�) were used to

record the photocurrent in Fig. 30c. Reproduced with permission from Liu et al. [180]. Copyright

2010, American Chemical Society
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fiber is connected to the XYZ stage of the SECM for scanning the sample arrays

(Fig. 31). The optical fiber is also coupled to a light source to irradiate the spot

arrays immersed in the electrolyte solution. Scanning parameters, i.e., the optical

fiber diameter, distances between the optical fiber and array electrodes, scan rates,

and applied potentials, should be determined in consideration of the single spot

size and the whole array dimensions [178]. For example, the optical fiber with a

diameter of 400 μm was positioned 100 μm above the electrode surface with a

scan rate of 500 μm s�1 to obtain the SECM image in Fig. 30c [180]. The array

electrode serves as the working electrode in a typical three-electrode configura-

tion with reference and counter electrodes in a single compartment cell

(Fig. 31b). The photocurrent at individual spots is measured with applied poten-

tials as the optical fiber scans over the arrays. The SECM image obtained from

the photocatalyst screening provides quantitative relationships between the

photocurrent and material compositions of photocatalysts. For example,

Zn0.3Cd0.7S0.8Se0.2 was found as the “hot spot” with the highest photoactivity

among the prepared materials in Fig. 30c. When promising compositions of the

photocatalyst are identified from the screening process, bulk electrodes of the

optimum compositions are fabricated to elucidate their physicochemical proper-

ties further. By using the combinatorial screening methods, metal dopants or

additives to BiVO4 [181], Fe2O3 [146, 175], and ZnO [143], oxygen evolution

electrocatalysts for BiVO4 [182], and photosensitizers for TiO2 [183] have been

successfully found and studied for solar water splitting.

7.2.3 Other In Situ Characterization with SECM

In addition to the screening of photocatalysts for enhanced performance, other

valuable electrochemical characteristics of photocatalysts, including Faradaic and

quantum efficiencies [184], minority carrier diffusion length [185], or reaction

Fig. 31 (a) Schematic representation and (b) photographic image of SECM equipped with the

optical fiber for screening photocatalyst arrays. Reproduced with permission from Lee

et al. [175]. Copyright 2008, American Chemical Society
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kinetics and surface coverage of water oxidation intermediates at photoelectrodes

[186], have been evaluated using SECM characterization methods combined with

various probe techniques. For example, in situ characterization of silicon photo-

cathodes with the combined SECM and scanning photocurrent spectroscopy

(SPCM) techniques are shown in Fig. 32. In Fig. 32, an ultramicroelectrode

(UME) and a focused laser beam are simultaneously employed to collect the

hydrogen molecules generated at Pt electrocatalysts deposited on p-doped Si

electrodes (tip collection of SECM) and spatial variation of the external quantum

efficiency of the photocathode is recorded under the focused laser beam irradia-

tion (local excitation of SPCM) [185]. By using similar combinations of SECM/

SPCM, the Faradaic efficiency of water oxidation reactions at unstable

photoanodes, e.g., Ta3N5, was obtained by the tip collection/substrate generation

mode of SECM [184]. Furthermore, the surface coverage and reaction kinetics of

water oxidation intermediates, i.e., hydroxyl radicals, were quantified at BiVO4

and TiO2 electrodes with the surface interrogation mode of SECM [186]. These

Fig. 32 (a) Schematic configuration of SECM combined with SPCM. (b) Photograph of Pt/p-

doped Si photocathode arrays with an ultramicroelectrode and a focused laser beam positioned for

the SECM–SPCM measurements (inset). (c, d) SPCM quantum efficiency and SECM

tip-collection images obtained from the SECM–SPCM measurements. Reproduced with permis-

sion from Esposito [185]. Copyright 2013, Nature Publishing Group

308 C.K. Chan et al.



types of characterization are useful to obtain analytical insights and develop

strategies for how the photocatalytic efficiency can be improved further. The

development of hydrogen and oxygen evolution (dark-)electrocatalysts are also

important applications of the rapid screening techniques for efficient solar water

splitting [173, 187].

8 In Situ Characterization of the Optical Properties

of Electrocatalysts

Adam S. Batchellor, Lena Trotochaud, and Shannon W. Boettcher (*)

Department of Chemistry and Biochemistry, University of Oregon, Eugene,

OR 97403, USA

swb@uoregon.edu

8.1 Introduction

The development of efficient photoelectrochemical (PEC) water-splitting cells

necessitates the use of electrocatalysts at the anode and cathode surfaces to help

reduce the overpotentials associated with the oxygen and hydrogen evolution half-

reactions. To avoid using spatially separate light-absorbing (photovoltaic) and

water-splitting (electrolyzer) devices to drive the evolution of O2 and H2, catalysts

can be deposited directly onto the light absorbing semiconductor electrodes

(or buried photovoltaic junction). One major challenge that arises from physically

coupling the catalysts and photoelectrodes in this way is that catalysts parasitically

absorb light when operated under the electrochemical conditions required for water

splitting [188]. This parasitic absorption by the catalyst reduces the number of

photons that can reach the electrode surface, and thereby limits the number of

electron-hole pairs that can be created and used to drive the redox reactions.

The efficiency of the individual components (e.g., catalysts, semiconductor

electrodes) that would complete a water-splitting cell has been investigated [189,

190]. Recently, an increase in both modeling and experimental work has taken

place to see how these components fare in composite systems [182, 191–

207]. Although high-throughput screening has been used to predict which catalysts

may contain ideal optical properties (low absorption) [208], little work has directly

investigated the photocatalytic properties of the current state-of-the-art catalysts. In

situ ultraviolet/visible (UV–Vis) spectroscopy is a valuable method for quantita-

tively evaluating the optical properties of catalysts under working conditions. The

light-absorbing effects can then be incorporated into “opto-electrochemical”

models of composite water-splitting cells.
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8.2 Electrochromism in Catalyst Materials

Electrochromism is the process through which a material changes color in conjunc-

tion with a redox reaction. As many catalysts are (semi)transparent upon deposi-

tion, and become darker upon oxidation, a general description of their

electrochromic behavior is

R
bleached

! O
colored

þ ne� ð14Þ

This behavior can be valuable for applications including “smart” windows capable

of improving the energy efficiency of buildings [209, 210]. However, the same

behavior can negatively affect the performance of composite catalyst/semiconduc-

tor water-splitting photoelectrodes where the incident photons must first pass

through the (colored) catalyst prior to being productively absorbed in the

semiconductor.

Seike and Nagai used in situ spectroscopy to investigate the electrochromic

properties of 3d transition metal oxides (TMOs) (e.g., NiOx, CoOx, TiOx, MnOx,

CrOx) [211]. These materials are important in the context of solar fuels because

many of the same 3d TMOs have drawn attention as water oxidation catalysts

because of their relatively large abundance and low cost compared to precious

metal catalysts. In the colored, high-optical-absorption state, electrochromic TMOs

such as NiOx would parasitically absorb photons en route to the semiconductor

surface, thus diminishing PEC performance. Seike and Nagai found that NiOx has a

high coloration efficiency compared to the other 3d TMOs studied. Practically, this

means that very little charge needs to be injected (via oxidation of the film) to cause

a large change in the optical density of NiOx. The source of this coloration process

is not well understood, despite considerable efforts to understand the electronic

properties of the material. Possible sources have been postulated to include crystal

defects [212], the presence of high valency Ni (to include Ni4+) [213], metal oxygen

charge transfer [214], and phase changes arising from ion insertion [215].

NiOx, which converts to Ni(OH)2 following electrochemical conditioning in

basic media [216], is one of the most promising OER catalysts when small

concentrations (~10%) of Fe are added [217]. Under conditions relevant to the

OER in base, the reaction is

Ni OHð Þ2
transparent light greenð Þ

þOH� ! NiOOH
dark colored

þH2Oþ e� ð15Þ

To maintain charge neutrality, the transfer of electrons between the catalyst and the

electrode must be accompanied by the transfer of ions into or out of the film. Under

OER conditions, every Ni site exposed to electrolyte, whether at the surface of the

Ni(OH)2 or as part of a disordered (i.e., only locally ordered) ion-permeable (oxy)

hydroxide phase, is oxidized and thus contributes to optical absorption.
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8.3 In Situ UV–Vis Absorption and Reflection Spectroscopy

From the above discussion of electrochromism, it is apparent that the optical

properties of OER catalysts must be measured in situ to understand and account

for their effects on photoabsorption in the underlying semiconductor elements in a

photoelectrochemical cell. A spectrophotometer can measure the amount of light

that passes through the catalyst, which is the optical transmittance. Example in situ

experimental setups employed by Trotochaud et al. and Corrigan and Knight are

shown in Fig. 33 [188, 213].

In these cells, the electrochemical potential of the catalyst can be controlled and

poised at/near the potential of OER onset while the optical spectra are recorded.

The catalysts are typically supported on a transparent conducting oxide electrode.

In Fig. 33a the counter electrode (CE) was held above the path of the incident light

and in Fig. 33b the CE had a section removed to permit the incident light to pass

through. We note that in these setups there can be a significant (diffuse) scattered

component to transmission and reflection spectra (especially for thicker films), and

therefore these measurements are ideally made in an integrating sphere. In the work

by Trotochaud et al., a second cell was designed for use with an integrating sphere

to collect reflectance spectra and very thin films were used for the in situ transmis-

sion measurements where diffuse scattering was negligible.

The transmittance of a NiOOH/Ni(OH)2 catalyst over a range of potentials is

shown in Fig. 34. The transmittance was nearly independent of potential from 0 to

0.45 V vs Hg/HgO, where the catalyst remains in its bleached state and Ni is

formally in the 2+ oxidation state. Then, as the Ni in the film was oxidized to 3+/4+

over the potential range from 0.45 to 0.55 V vs Hg/HgO, the catalyst became

colored and the transmittance decreased significantly. Once colored (i.e., at

Fig. 33 In situ electrochemical cells employed by (a) Trotochaud et al. and (b) Corrigan and

Knight to collect optical spectroscopy data on catalysts films. In (a), thin-film electrocatalysts were

deposited by spin-coating onto the ITO substrate prior to electrode fabrication. (a) is reproduced

with permission from Trotochaud et al. [188]. Copyright 2013, American Chemical Society. (b) is

reproduced with permission from Corrigan et al. [213]. Copyright 1989, The Electrochemical

Society
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potentials higher than the Ni oxidation wave), the transmittance showed little

variation as the potential was further increased.

All incident photons on a surface must be absorbed, reflected or transmitted:

1 ¼ Aþ Rþ T ð16Þ

where A, R, and T are the wavelength-dependent absorption, reflection, and trans-

mission processes, respectively. The fraction of light passing through a material

I with respect to the incident (non-reflected) light Io follows Beer’s law as given by

I ¼ Ioe
�αt ð17Þ

where α is the absorption coefficient, which is an intrinsic property of the solid, and

t is the thickness. The transmittance of a material is related to α by

T ¼ I=Ioð Þ ¼ e�αt: ð18Þ

If α is known for a given material, the optimal thickness t of catalyst film for use

with a photoelectrode can be determined such that T is maximized over the

wavelength region of interest for the photoelectrode, maintaining a low

overpotential for the reaction of interest. However, directly determining α for a

catalyst in situ can be challenging. This is because, for any particular measurement,

the measured value of T is that for the entire electrochemical/optical cell, not simply

the transmittance of the catalyst layer Tc. The optical effects of the cell walls

(typically glass or quartz) as well as the underlying transparent conductive oxide

(TCO) substrate need to be properly accounted for such that the intrinsic

wavelength-dependent absorption by the catalyst film ac(λ) can be extracted. This

Fig. 34 (a) Cyclic voltammetry (CV) and (b) transmission spectra of NiOx film measured at

potentials ranging from 0 to 0.6 V vs Hg/HgO in 0.05 V increments. Each line in (b) was taken at a
potential corresponding to the dots on the CV, with the top transmission line corresponding to the

lowest potential. Reproduced with permission from Trotochaud et al. [188]. Copyright 2013,

American Chemical Society

312 C.K. Chan et al.



is important if the optical data collected from catalyst films on TCO electrodes are

to be used to predict optical effects of the catalyst on different semiconductor

photoelectrodes. To accomplish this, an optical model is needed that accounts for

the reflection (r) and absorption (a) probabilities at each of the various interfaces

the light encounters during the experimental measurement. These events are

depicted in Fig. 35. Approximations to such a model (for instance, ignoring various

higher order reflection terms) to make its solution analytically tractable are

discussed in [188].

From ac(λ), the transmission probability at a given wavelength once the photon

has reached the catalyst, Tc(λ), can then be found by

Tc λð Þ ¼ 1� ac λð Þ ð19Þ

and the absorption coefficient of the catalyst α(λ) can be calculated from

α λð Þ ¼ �lnTc λð Þ=t ð20Þ

where t is the thickness of the film. Figure 36 shows the extracted absorption

coefficients of the ~2 nm thick transition metal oxide water oxidation catalysts

studied by Trotochaud et al., as well as the calculated transmission probabilities for

a mixed Ni/Fe oxyhydroxide film as a function of film thickness. The transmission

losses are significant even for films only a few nanometers thick.

For catalysts, this thickness dependence of the transmission probability poses an

interesting problem, as two competing effects are pitted against one another.

Increasing the catalyst loading lowers the overpotential required to pass a given

oxygen-evolution current, reducing voltage losses from kinetics. However, a

thicker catalyst layer also parasitically absorbs more light, thus decreasing the

total photocurrent generated by the photoanode. Furthermore, the high coloration

efficiency of Ni discussed previously manifests itself here, as the values of α(λ)
measured in situ are seen to be greater for the Ni-based catalysts than those of the

other metal oxides studied.

Fig. 35 Cross-sectional view showing the light path through an in situ liquid cell. The symbols

a and r signify absorption and reflection probabilities, respectively, with the subscripts indicating
the location of the optical event as described below. The spatial location of the arrows and symbols
along the vertical scale of the diagrams is not significant. Reproduced with permission from

Trotochaud et al. [188]. Copyright 2013, American Chemical Society
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8.4 Identification and Optimization of Catalyst Films
for Solar Water-Splitting Photoanodes

The ultimate measure of an electrocatalyst’s utility for photoelectrochemical water

splitting is how it performs in a prototype device. Defining reasonable figures of

merit allow one to determine which catalysts offer the best combination of high

turnover frequency (mol product/mol active site/s) at low overpotential and low

parasitic optical absorption, without the need to test each particular catalyst indi-

vidually in a complete solar water-splitting device as a function of catalyst loading.

Trotochaud et al. and Gregoire et al. described figures of merit based on experi-

mentally measured data [188, 208].

The approach described by Trotochaud et al. is summarized here, and later

compared to that of Gregoire et al. The amount of light at a given wavelength λ
reaching the semiconductor surface is a function of the incoming light flux, F(λ),
multiplied by the corresponding catalyst transmission probability, Tc(λ, t). The
optical efficiency, φopt, is defined as

φopt tð Þ ¼
ð
F λð Þ � Tc λ; tð Þ=

ð
F λð Þ ð21Þ

over the range of the electromagnetic spectrum available to the photoelectrode as

determined by its band gap. For example, an n-Fe2O3 photoanode with a band gap

of 2.2 eV only absorbs photons with λ� (1,240/2.2)� 560 nm. The optical effi-

ciency is a function of the catalyst film thickness (i.e., catalyst loading) produced by

the dependence of Tc on t, as shown in Fig. 37.

For thin films <1 nm, the φopt(t) of all catalysts approaches unity, as there is too
little material to absorb a significant fraction of incoming photons. For films >50–

100 nm thick, φopt(t) tends towards zero – even relatively transparent films absorb

Fig. 36 (a) Effective absorption coefficient α(λ) calculated for the active catalyst films. (b)

Transmission probabilities Tc(λ) calculated for Ni0.9Fe0.1Ox films of varying thickness.

Reproduced with permission from Trotochaud et al. [188]. Copyright 2013, American Chemical

Society
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the majority of photons as their thickness becomes sufficiently large. It is interest-

ing to note that because of the high absorption coefficient of Ni-based catalyst films,

their corresponding φopt(t) values are much lower than those of the Ni-free films.

Combining the optical properties with the independently measured catalytic

properties (we assume the activity, i.e., catalytic current density at a given

overpotential scales linearly with film thickness) [216] allows us to define the

optocatalytic efficiency of the films, ΦO–C:

ΦO�C ¼ Pmax=Po,max ð22Þ

where Po,max is the maximum power achievable in the electrode with a hypothetical

“perfect” catalyst that has no parasitic optical absorption and infinitely fast kinetics

for O2 evolution, and Pmax is the power achievable with the addition of the real

catalyst (including optical and kinetic voltage losses). Trotochaud et al. calculated

power curves and then determined ΦO–C values for some of the most promising

catalysts as seen in Fig. 38.

All catalyst films studied reached their maximum ΦO–C at less than 10 nm. The

highest performing system is predicted to be the Ni/Fe catalyst with aΦO–C value of

0.64. This ΦO–C is achieved with a film thickness of less than 0.5 nm. In fact, all

Ni-based catalysts had their max ΦO–C values at less than 1 nm thickness, with a

steep drop-off in efficiency with increasing thickness. This is because of their high

absorption coefficient as mentioned previously. IrOx, on the other hand, is predicted

to reach its maximumΦO–C at 8.8 nm because of its lower absorption coefficient. In

the case of IrOx, the advantage of more-transparent catalysts in the trade-off

between lower overpotential and higher parasitic absorption is exemplified; an

incremental increase in the thickness of IrOx up to 10 nm decreases the voltage

loss more substantially than it increases the parasitic light absorption.

In work by Gregoire et al., a related optocatalytic FOM is proposed [208]. In

order to determine the optocatalytic efficiencies of over 5,000 catalysts via high-

throughput experimentation, only a snapshot of the catalysts’ properties at 0.45 V

overpotential was input into the model. The thickness-dependence was also not

investigated (which would have been challenging in such a high-throughput

Fig. 37 Optical efficiency

φopt(t) of active catalyst
films as a function of

thickness t, assuming an

optical band gap of 1.8 eV

for the absorbing

semiconductor and AM 1.5

solar flux. Reproduced with

permission from

Trotochaud et al. [188].

Copyright 2013, American

Chemical Society
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screening approach) and thus no ideal parameters were determined for any one

particular catalyst. The optical properties were also not screened in situ and

therefore any electrochromic behavior was not accounted for. Despite the different

goals and approaches, the two works come to some similar conclusions, namely that

a Ni/Fe-based film would be a good catalyst for a composite PEC device.

8.5 Tailoring of Catalyst Optical Properties

When the relevant properties of a catalyst (e.g., ac) have been ascertained, it may be

possible to tune the optical properties of the catalyst by adjusting composition and

not affecting the catalyst behavior. In an effort to develop “optically passive”

counter electrodes for electrochromic applications, Azens et al. have shown that,

by varying the Ce concentration in Ti and W films, they were able to create a

transparent film without the typically observed electrochromic response [218]. In a

related study, Monk et al. show that, by mixing various TMOs in amorphous multi-

cation oxides, the wavelength of the maximum in the electrochromic absorption

band can be tailored [219]. Extending these approaches to water oxidation catalysts,

it could be possible to adjust the optical properties of a film without a significant

change in catalytic performance. Given the large range of compositions including

Ni, Fe, Ce, Ti, Co, etc., now found to have relatively high catalytic activity [156,

190, 208, 220], there are likely mixed oxide compositions that could be found

which also have low optical absorption.

For example, Gregoire et al. found two regions of interest in the quaternary

system studied [208]. The first is the high catalytic performance of the predomi-

nately Ni/Fe system and the other is the high optocatalytic performance with a film

composition of Fe0.23Co0.13Ni0.07Ti0.57Ox. This particular system is interesting

because of the (relatively) poor catalytic performance of films containing

Fig. 38 (a) Photoelectrode current voltage curves for Ni0.9Fe0.1Ox and (b) optocatalytic efficiency

ΦO–C as a function of thickness t for different catalysts, assuming an optical band gap 1.8 eV for

the absorbing semiconductor and AM 1.5 solar flux. Reproduced with permission from Trotochaud

et al. [188]. Copyright 2013, American Chemical Society
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significant concentrations of Ti. However, the extremely high transmission prop-

erties of films containing large concentrations of Ti are capable of overcoming its

catalytic limitations with respect to the combined figure of merit. It is reasonable to

assume that a system with a large Ti content would likely never have been explored

by researchers searching solely for a highly catalytically active catalyst. This

identification opens up a new system to be explored and optimized and exemplifies

the value of high throughput investigations.

8.6 New Horizons for In Situ Optical Spectroscopy for Solar
Fuels Material Characterization

Beyond determining the optical properties of catalyst films in the context of solar

fuels, there are other directions that can be taken to exploit the benefits of in situ

optical spectroscopy. Because of the electronic properties of certain elements,

analytical techniques are sometimes incapable of acquiring the same data on all

materials of interest. Brückner used in situ parallel UV–Vis/EPR/on-line gas

chromatography to investigate the oxidation state of a chromium oxide catalyst

during the dehydrogenation of propane [221]. Cr6+ is not detectable by EPR, but

EPR is able to distinguish between Cr3+ and Cr5+. Cr6+ is identifiable via UV–Vis

spectroscopy through its charge-transfer transitions. By measuring the UV–Vis

spectra as the temperature was varied, the absorption band was shown to disappear

as relevant reaction temperatures were reached, ruling out Cr6+ as a possible active

site. In a separate work, Brückner used in situ parallel UV–Vis/EPR/Raman spec-

troscopy to elucidate the oxidation state of V in a V/TiO2 film [222], showing that

several species of V4+ are actively engaged in the dehydrogenation of propane.

In composite PEC cells, the catalyst films are not the only material that interfere

with the incoming flux of light. Because of the production of H2 and O2 at the

electrode surfaces, the presence of bubbles also needs to be accounted for. The

decrease in efficiency caused by the formation of bubbles comes from both ohmic

losses [223] and optical losses because of enhanced scattering [224–228]. As the

bubbles are only formed under reaction conditions, the use of in situ optical

techniques is paramount to the quantification of these losses.

8.7 Summary

In conclusion, if catalysts are to be utilized in a composite water-splitting cell, both

their catalytic and optical properties need to be optimized. In situ optical methods

such as UV–Vis spectroscopy provide the basis for combined optocatalytic figures

of merit and guide the design of improved materials through tailoring of the catalyst
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absorption bands and electrochromic properties as well as potentially providing

insight into catalyst mechanisms.
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115. La Mantia F, Stojadinović J, Santamaria M, Di Quarto F (2010) ChemPhysChem 13

(12):2910–2918

116. Huang VMW, Vivier V, Orazem ME, Pebere N, Tribollet B (2007) J Electrochem Soc 154

(2):C81–C88

117. Hirschorn B, Orazem ME, Tribollet B, Vivier V, Frateur I, Musiani M (2010) Electrochim

Acta 55(21):6218–6227

118. Ertl G, Kn€ozinger H, Weitkamp J (1997) Handbook of heterogeneous catalysis. VCH,

Weinheim

119. Somorjai GA, Li Y (2010) Introduction to surface chemistry and catalysis. Wiley-VCH,

New York

120. Crozier PA, Hansen TW (2015) MRS Bull 40:38–45

121. Zhang L, Liu Q, Aoki T, Crozier PA (2015) J Phys Chem C. doi:10.1021/jp512907g

122. Liu Q, Zhang L, Crozier PA (2015) Appl Catal Environ 172:58–64

123. Yoshida K, Yamasaki J, Tanaka N (2004) Appl Phys Lett 84:2542–2544

124. Yoshida K, Nozaki T, Hirayama T, Tanaka N (2007) J Electron Microsc (Tokyo) 56:177–180

125. Cavalca F, Laursen AB, Kardynal BE, Dunin-Borkowski RE, Dahl S, Wagner JB, Hansen

TW (2012) Nanotechnology 23:6

126. Cavalca F, Laursen AB, Wagner JB, Damsgaard CD, Chorkendorff I, Hansen TW (2013)

ChemCatChem 5:2667–2672

127. Miller BK, Crozier PA (2013) Microsc Microanal 19:461–469

128. Crozier PA, McCartney MR, Smith DJ (1990) Surf Sci 237:232–240

Advanced and In Situ Analytical Methods for Solar Fuel Materials 321

http://dx.doi.org/10.1021/jp512907g


129. McCartney MR, Crozier PA, Weiss JK, Smith DJ (1991) Vacuum 42:301–308

130. Brydson R, Sauer H, Engel W, Thomas JM, Zeitler E, Kosugi N, Kuroda H (1989) J Phys

Condens Matter 1:797–812

131. Lazar S, Botton GA, Wu M-Y, Tichelaar FD, Zandbergen HW (2003) Ultramicroscopy

96:535–546

132. Sakai N, Fujishima A, Watanabe T, Hashimoto K (2003) J Phys Chem B 107:1028–1035

133. Henderson MA (1996) Langmuir 12:5093–5098

134. Wendt S, Matthiesen J, Schaub R, Vestergaard EK, Laegsgaard E, Besenbacher F, Hammer B

(2006) Phys Rev Lett 96:4

135. Wendt S, Schaub R, Matthiesen J, Vestergaard EK, Wahlstrom E, Rasmussen MD,

Thostrup P, Molina LM, Laegsgaard E, Stensgaard I, Hammer B, Besenbacher F (2005)

Surf Sci 598:226–245

136. Bikondoa O, Pang CL, Ithnin R, Muryn CA, Onishi H, Thornton G (2006) Nat Mater

5:189–192

137. Bohmer N, Roussiere T, Kuba M, Schunk SA (2012) Comb Chem High Throughput Screen

15:123

138. Green ML, Takeuchi I, Hattrick-Simpers JR (2013) J Appl Phys 113:231101

139. Barber ZH, Blamire MG (2008) Mater Sci Technol 24:757

140. Koinuma H, Takeuchi I (2004) Nat Mater 3:429

141. Muster TH, Trinchi A, Markley TA, Lau D, Martin P, Bradbury A, Bendavid A, Dligatch S

(2011) Electrochim Acta 56:9679

142. Sun S, Ding J, Bao J, Luo Z, Gao C (2011) Comb Chem High Throughput Screen 14:160

143. Jaramillo TF, Baeck S-H, Kleiman-Shwarsctein A, McFarland EW (2004) Macromol Rapid

Commun 25:297–301
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