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Abstract. We introduce a new behavior of weighted unranked tree
automata. We prove a characterization of this behavior by two fragments
of weighted MSO logic and thereby provide a solution of an open equiv-
alence problem of Droste and Vogler. The characterization works for
valuation monoids as weight structures; they include all semirings and,
in addition, enable us to cope with average.

1 Introduction

In 1967, Thatcher investigated the theory of pseudoterms (nowadays known
as unranked trees) and pseudoautomata (or unranked tree automata), see [30].
Since then, this theory has been further developed, cf. e.g. [2,3,22,26,27] and
Chapter 8 of [8], due to the development of the modern document language
XML and the fact that (fully structured) XML-documents can be formalized
as unranked trees. An automaton model for unranked trees with ordered data
values was investigated in [29], and important closure properties of symbolic
unranked tree transducers were given in [32,19]. In [15,21], weighted automata
on unranked trees over semirings were investigated in order to be able to deal
with quantitative queries. For further background on weighted tree automata we
refer to [11,18].

Weighted logics over semirings represent another approach for the inves-
tigation of quantitative aspects. For words, a weighted MSO logic which is
expressively equivalent to weighted word automata was developed in [9]. Several
analogous formalisms followed for infinite words [13], ranked trees [14], infinite
trees [28], trace languages [25], picture languages [17], texts [23], and nested
words [24].

In [15] a logic counterpart for weighted unranked tree automata over semi-
rings was established. More precisely, each unranked tree series which is defin-
able in syntactically restricted MSO logic is recognizable [15, Thm.6.5], and
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every recognizable unranked tree series is MSO-definable [15, Thm.5.9] and, if
the semiring is commutative, even syntactically restricted MSO-definable. But
surprisingly, there is a recognizable unranked tree series over a non-commutative
semiring which is not definable in syntactically restricted MSO logic. In [15] it
is stated as an open problem to determine a weighted automata model expres-
sively equivalent to syntactically restricted MSO logic. One goal of our paper is
to solve this problem.

For this, we present a new class of weighted unranked tree automata. Syntac-
tically they do not differ from the ones of [15]. They still consist of a state set and
a family of weighted word automata. The latter are used to calculate the local
weight at a position of a tree by letting the weighted word automaton run on
the states at the children of the position. However, we will define the semantics
(or: behavior) of weighted unranked tree automata in a different way. We do not
use runs anymore, but we choose the technically more involved extended runs,
which were already introduced in [15]. Additionally to the information of classi-
cal runs, extended runs also include runs of the weighted word automata called
at positions of the input tree. In addition we change the way how the weight of
such an extended run is calculated. In [15], the local weight of a position was
defined by the weight of the run chosen for the word emerged of its children’s
labels. Here the local weight of a position equals the weight of the transition
taken for this position in the run of the position’s parent.

In this paper we consider tree valuation monoids as weight structures which
were defined in [10] (cf. [4,5,6,7,12]). Tree valuation monoids are additive monoids
equipped with a valuation function that assigns a value of this monoid to any
tree with labels from the additive monoid. We will use the valuation function
to calculate the weights of an extended run in a global way, i.e. given a run
we apply the valuation function to all local weights which appear along the
extended run. Tree valuation monoids are very general: each semiring, and each
bounded (possibly non-distributive) lattice [20] is a tree valuation monoid. In
addition, these structures enable us to cope with non-binary valuation functions
like average or discounting. Thus our weighted unranked tree automata subsume
the weighted unranked tree automata over commutative semirings of [15] and
the weighted ranked tree automata over tree valuation monoids [10].

The main results of this paper are the following. We define a weighted MSO
logic for unranked trees over product tree valuation monoids analogously to
[12] and characterize the behavior of our weighted unranked tree automata by
two different fragments of the logic, see Theorem 5.1. Thereby we solve the open
equivalence problem of [15] in Corollary 5.7, and generalize the respective results
of [15] about weighted unranked tree automata over commutative semirings and
the respective results of [10].

2 Unranked Trees and (Product) Tree Valuation Monoids

Let N = {1, 2, . . .} be the set of all natural numbers and N0 = N ∪ {0}. For a
set X, the set X∗ comprises all finite words over X. If X1, . . . , Xn are sets and
x ∈ X1 × . . . × Xn, then xi equals the i-th component of x.
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We will base unranked trees on tree domains. A tree domain B is a finite,
non-empty subset of N∗ such that for all u ∈ N∗ and i ∈ N, u.i ∈ B implies
u, u.1, . . . , u.(i−1) ∈ B. An unranked tree over a set X (of labels) is a mapping
t : B → X such that dom(t) = B is a tree domain. The elements of dom(t) are
called positions of t and t(u) is called label of t at u ∈ dom(t). We call u ∈ dom(t)
a leaf of t if there is no i such that u.i ∈ dom(t). The set of all leaves of t is
denoted by domleaf(t). With rkt(u) = max{i ∈ N | u.i ∈ dom(t)} we denote the
rank of position u. The image of t is im(t) = {t(u) | u ∈ dom(t)}. We denote the
set of all unranked trees over X by UX . A tree language is a subset of UX . We
view each d ∈ X as unranked tree in UX , also denoted by d, whose tree domain
only consists of the position ε which is labeled by d.

Now we recall the notion of tree valuation monoids and product tree valuation
monoids as defined in [10,12]. A tree valuation monoid (tv-monoid for short) is a
quadruple D = (D,+,Val, 0) such that (D,+,0) is a commutative monoid and
Val : UD → D is a function, called (tree) valuation function, with Val(d) = d for
every tree d ∈ D and Val(t) = 0 whenever 0 ∈ im(t) for t ∈ UD. A product tree
valuation monoid (ptv-monoid for short) is a sextuple D = (D,+,Val, �,0,1)
which consists of a tv-monoid (D,+,Val,0), a constant 1 ∈ D with Val(t) = 1
whenever im(t) = {1} for t ∈ UD, and an operation � : D2 → D with 0 � d =
d � 0 = 0 and 1 � d = d � 1 = d for all d ∈ D.

Example 2.1. Qmax = (Q ∪ {−∞},max, avg,−∞) with avg(t) =
∑

u∈dom(t) t(u)

| dom(t)|
for all t ∈ UQ∪{−∞} is a tv-monoid. The valuation function of this tv-monoid
calculates the average of all weights of a tree. The idea for the average calculation
was already suggested in [4,12] for words and in [10] for trees. From Qmax we can
obtain a ptv-monoid Qp

max by adding ∞ to the carrier set and setting � = min.
We refer to [10] for further examples of (p)tv-monoids.

For the rest of this paper, let Σ be an alphabet, i.e., a finite, non-empty set, and
D be a ptv-monoid.

3 Weighted Unranked Tree Automata

Here we introduce a new class of recognizable tree series. A tree series is recog-
nizable if it can be recognized by a (classical) weighted unranked tree automaton
over some tree valuation monoid using extended runs [15] for the definition of
behavior. In the case of semirings, the semantics of a weighted unranked tree
automaton based on runs and the semantics of this automaton based on extended
runs are equivalent, cf. [15, Obs.6.8]. But for non-distributive structures, which
are also considered here, this is not necessarily true. Besides, we define the weight
of an extended run in a new way which is different from [15]. This will enable
us to describe the behavior of weighted unranked tree automata by restricted
weighted MSO formulas (see proof of Theorem 5.1).

A weighted string automaton (WSA for short) over Σ and D is a quadru-
ple A = (P, I, μ, F ) where P is a non-empty, finite set of states, I, F ⊆ P
are the sets of initial and final states, respectively, and μ : P × Σ × P → D.
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A run of A on w = w1 . . . wn with w1, . . . , wn ∈ Σ and n ≥ 0 is a sequence
π = (pi−1, wi, pi)1≤i≤n if n > 0, and a state π = p0 if n = 0 where p0, . . . , pn ∈ P .
The run π is successful if p0 ∈ I and pn ∈ F . In order to define the weight
wt(π) of π using a tree valuation function Val, we define a tree tπ by letting
dom(tπ) = {1i | 0 ≤ i < n} and tπ(1i) = μ(pi−1, wi, pi) (0 ≤ i < n) if n > 0, and
tπ(ε) = 0 if n = 0. Then let wt(π) = Val(tπ). The behavior of A is the function
‖A‖ : Σ∗ → D with ‖A‖(w) =

∑
π successful run on w wt(π) for w ∈ Σ∗. We call

any mapping from Σ∗ to D a string series. A string series S is called recognizable
over D if there is a WSA A over Σ and D with ‖A‖ = S.

A weighted unranked tree automaton (WUTA for short) over Σ and D is a
triple M = (Q,A, γ) where Q is a non-empty, finite set of states, A = (Aq,a |
q ∈ Q, a ∈ Σ) is a family of WSA over Q as alphabet and D, and γ : Q → D
is a root weight function. Let Aq,a = (Pq,a, Iq,a, μq,a, Fq,a) for all q ∈ Q, a ∈ Σ.
We assume the sets Pq,a to be pairwise disjoint and let PA =

⋃
q∈Q,a∈Σ Pq,a.

Moreover, let μA be the union of the transition functions μq,a.
Intuitively, an extended run assigns a state q ∈ Q to each position u of a

given tree t ∈ UΣ and then consists of one run of Aq,t(u) on q1 . . . qrkt(u) where
qi is the state assigned to the i-th child of u. Formally, an extended run of M
on a tree t is a triple (q, s, l) such that

– q ∈ Q is the root state;
– s : dom(t) \ {ε} → PA × Q × PA is a function such that s(1) . . . s(rkt(ε))

is a run of Aq,t(ε) and s(u.1) . . . s(u. rkt(u)) is a run of As(u)2,t(u) for every
u ∈ dom(t) \ (domleaf(t) ∪ {ε});

– l : domleaf(t) → PA is a function satisfying l(ε) ∈ Pq,t(ε) if t only consists of
the root, and if u �= ε is a leaf, then l(u) ∈ Ps(u)2,t(u).

An extended run is successful if s(u.1) . . . s(u. rkt(u)) is successful for all
u ∈ dom(t) \ domleaf(t) and if l(u) is successful for all u ∈ domleaf(t) (i.e., l(u)
is an initial and final state of As(u)2,t(u) if u �= ε respectively of Aq,t(ε) if u = ε).
We let succ(M, t) denote the set of all successful extended runs of M on t.

To define the weight of an extended run we proceed differently from [15] where
the local weight of a position u was defined by the weight of the run chosen for the
labels of the children of u. Here, we will define the local weight of u by the weight
of the transition taken for u in the run of the parent of u. Each extended run
(q, s, l) on t defines a tree μ(t, (q, s, l)) ∈ UD where dom(μ(t, (q, s, l))) = dom(t)
and

μ(t, (q, s, l))(u) =

{
γ(q) if u = ε,

μA(s(u)) otherwise

for all u ∈ dom(t). We call μ(t, (q, s, l))(u) the local weight of u and
Val(μ(t, (q, s, l))) the weight of (q, s, l) on t. The behavior of a WUTA M is
the function ‖M‖ : UΣ → D defined by

‖M‖(t) =
∑

(q,s,l)∈succ(M,t)

Val(μ(t, (q, s, l)))

for all t ∈ UΣ . Thus, if no successful extended run on t exists, we put ‖M‖(t) = 0.
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Any mapping from UΣ to D is called a tree series. A tree series S : UΣ → D is
called recognizable over D if there is a WUTA M over Σ and D with ‖M‖ = S.

Example 3.1. Let Qmax be the tv-monoid from Example 2.1. We will consider a
WUTA M which calculates the leaves-to-size ratio of a given input tree, where
the size of a tree is the number of all positions of the tree. Let M = ({c, n},A, γ)
over an arbitrary, but fixed alphabet Σ with γ(c) = 1, γ(n) = 0, and

– An,a = ({i, f}, {i}, μn,a, {f}) where μn,a(i, n, f) = μn,a(f, n, f) = 0,
μn,a(i, c, f) = μn,a(f, c, f) = 1 and μn,a(f, q, i) = μn,a(i, q, i) = −∞

– Ac,a = ({p}, {p}, μc,a, {p}) where μc,a(p, q, p) = −∞
for all q ∈ {c, n} and a ∈ Σ; for notational convenience, here we have dropped
the condition on pairwise disjointness of the state sets.

First, let us consider an example tree. For this, we choose Σ = {α, β} and
tree tex = α

α β

β

. Then (n, s, l) with s =

(i, c, f) (f, n, f)

(i, c, f)

and l =

p

p

is an extended run on tex. Here an unlabeled position means that it is not in
the domain of the represented function. Obviously (n, s, l) is successful, since the
runs s(1)s(2) = (i, c, f)(f, n, f) and s(2.1) = (i, c, f) are successful in An,α and
An,β , respectively, and the run p is successful in Ac,α as well as in Ac,β . The
local weights of (n, s, l) are

μ(tex, (n, s, l)) = γ(n)

μA(i, c, f)μA(f, n, f)

μA(i, c, f)

= 0

1 0

1

and thus the weight of (n, s, l) equals 1
2 .

Now let t be an arbitrary, but fixed tree. It is easy to see that for every
successful extended run (q, s, l) on t, l(u) = p for every leaf u of t. Assume that
in addition (q, s, l) assigns the state n to each inner position of t. Let πu be the
unique run of An,t(u) for which tπu

has no label equal to −∞, thus, πu leads
directly from i to f and finally loops in f . If (q, s, l) consists for every inner
position u �= ε of πu, then (q, s, l) is the only successful extended run such that
μ(t, (q, s, l)) does not contain −∞. Let π denote this unique extended run. For
leaves u of t, μ(t, π)(u) = 1 and for inner positions u′, μ(t, π)(u′) = 0. Thus,

‖M‖(t) = avg(μ(t, π)) =

∑
u∈dom(t) μ(t, π)(u)

|dom(t)| =
“number of leaves of t”

“size of t”
.

Remark 3.2. The WUTA subsume the weighted ranked tree automata over tv-
monoids of [10] as well as the weighted unranked tree automata over commutative
semirings [15]. But there are tree series over non-commutative semirings which



Weighted Unranked Tree Automata over TV-Monoids 95

are recognizable by the weighted unranked tree automata of [15] but not by our
WUTA. An example was given in the proof of [15, Thm.6.10].

Furthermore, it is easy to show that unranked tree automata over Σ
[30,2,22,27] are equivalent to WUTA over Σ and the boolean semiring B. Thus,
for each WUTA over B there is an equivalent deterministic WUTA [30, Thm.1].
A WUTA over B is deterministic if for every a ∈ Σ and q1, q2 ∈ Q, if q1 �= q2,
then there is no w ∈ Q∗ such that ‖Aq1,a‖(w) = ‖Aq2,a‖(w) = 1.

Next we will derive some properties of recognizable tree series. Let S1, S2 be
two tree series and d ∈ D. The scalar product d � S1, the sum S1 + S2 and
the (Hadamard) product S1 � S2 are defined pointwise by (d � S1)(t) = d � S1(t),
(S1 + S2)(t) = S1(t) + S2(t) and (S1 � S2)(t) = S1(t) � S2(t) for all t ∈ UΣ . For
a tree language L ⊆ UΣ , the characteristic function of L, called 1L, equals 1 for
all t ∈ L and 0 for all t ∈ UΣ \L. A tree series S is a recognizable step function if
there are recognizable tree languages L1, . . . , Lk forming a partition of UΣ and
values d1, . . . , dk ∈ D such that S =

∑k
i=1 di � 1Li

.

Lemma 3.3. ([10], Lemma 5.9) The class of recognizable step functions over
Σ and D is closed under the operations + and the Hadamard product �.
The next theorem can be proved by applying standard automata constructions
(assuming, in (2), the unranked tree automaton for L to be deterministic).

Theorem 3.4. Let D be a ptv-monoid.
1. The class of recognizable tree series is closed under sum.
2. Let L be a recognizable tree language and S a recognizable tree series. Then

1L � S (which equals S � 1L) is also recognizable.

A ptv-monoid D is regular if for all d ∈ D and all alphabets Σ a WUTA Md

exists with ‖Md‖(t) = d for each t ∈ UΣ . Using Theorem 3.4 one can easily
show the following lemma.

Lemma 3.5. Let D be a regular ptv-monoid. Each recognizable step function S
over D is a recognizable tree series.

Now we consider the closure under relabeling, similarly to [14,12]. Let Σ and
Γ be two alphabets and h : Σ → 2Γ be a mapping. Then h can be extended to a
mapping h′ : UΣ → 2UΓ by letting h′(t) be the set of all trees t′ over Γ such that
dom(t′) = dom(t) and t′(u) ∈ h(t(u)) for each position u ∈ dom(t). For every
tree series S over D and Σ the tree series h′′(S) over D and Γ is defined by

h′′(S)(t′) =
∑

t∈UΣ ∧ t′∈h′(t)

S(t)

for all t′ ∈ UΓ . Clearly, the index set of the summation is finite. We denote h′

and h′′ also by h which we call a relabeling. The proof for the following lemma
works by an automaton construction already applied in a similar way in [16,12].
Lemma 3.6. Recognizable tree series are closed under relabeling.
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We will show that under suitable conditions the Hadamard product � pre-
serves the recognizability of arbitrary tree series. For this, we recall some prop-
erties of ptv-monoids already defined in [10]. We call D left-multiplicative if
d�Val(t) = Val(t′) for all d ∈ D, t, t′ ∈ UD with dom(t) = dom(t′), t′(ε) = d�t(ε),
and t′(u) = t(u) for every u ∈ dom(t)\{ε}. Furthermore, D is left-Val-distributive
if d � Val(t) = Val(t′) for all d ∈ D, t, t′ ∈ UD with dom(t) = dom(t′) and
t′(u) = d � t(u) for every u ∈ dom(t). Two subsets D1,D2 ⊆ D commute if
d1 �d2 = d2 �d1 for all d1 ∈ D1, d2 ∈ D2. We call D conditionally commutative if
Val(t1) � Val(t2) = Val(t) for all t1, t2, t ∈ UD with dom(t1) = dom(t2) = dom(t),
im(t1) and im(t2) commute and t(u) = t1(u) � t2(u) for all u ∈ dom(t). A ptv-
monoid D is a conditionally commutative tree valuation semiring (cctv-semiring)
if (D,+, �,0,1) is a semiring and if D is conditionally commutative and, more-
over, left-multiplicative or left-Val-distributive. For examples, we refer to [10].

Let WM comprises all the weights of automaton M, i.e., all transition weights
of any automaton Aq,a of M and all root weights of M.

Theorem 3.7. Let D be a cctv-semiring.
1. Let S1 be a recognizable step function and S2 a recognizable tree series. Then

S1 � S2 is also recognizable.
2. Let Mi = (Qi,Ai, γi) be a WUTA (i ∈ {1, 2}) such that WM1 and WM2

commute. Then ‖M1‖ � ‖M2‖ is recognizable.

4 Weighted MSO Logic for Unranked Trees

We introduce a weighted MSO logic and its semantics for unranked trees over
tv-monoids. As in [10], we follow [9] incorporating an idea of [1]. Let V1 and V2

be countable, infinite sets of first order and second order variables, respectively.
The syntax of the weighted MSO logic over D is defined by the EBNF:

β ::= labela(x) | desc(x, y) | x ≤ y | x � y | x ∈ X | ¬β | β ∧ β | ∀x.β | ∀X.β

ϕ ::= d | β | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∀x.ϕ | ∃X.ϕ

where d ∈ D, a ∈ Σ, x, y ∈ V1, and X ∈ V2. We call the formulas β boolean
formulas and the formulas ϕ weighted MSO formulas (or wMSO formulas).

To define the semantics of the wMSO formulas, we follow the common
approach for MSO logics using assignments and extended alphabets to deal with
free variables, cf. [31]. The set free(ϕ) of free variables occurring in ϕ is defined as
usual. A sentence is a formula without free variables. Let ϕ be a wMSO formula,
V a finite set of variables with free(ϕ) ⊆ V, and t ∈ UΣ . A (V, t)-assignment
is a mapping σ : V → dom(t) ∪ 2dom(t) with σ(x) ∈ dom(t) for x ∈ V1 and
σ(X) ⊆ dom(t) for X ∈ V2. As usual, we encode each (V, t)-assignment by a
tree over the extended alphabet ΣV = Σ×{0, 1}V ; we call a tree over ΣV valid if
it arises in this way. For details we refer to [9,15,10]. From now on we identify a
pair (t, σ) and its encoding s ∈ UΣV . For x ∈ V1, the update s[x → u] ∈ UΣV∪{x}
for u ∈ dom(t) is defined by s[x → u] = (t, σ[x → u]) = (t, σ′) where
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Table 1. The semantics of wMSO formulas

[[labela(x)]]V (s) =

{
1 if t(σ(x)) = a,

0 otherwise
[[desc(x, y)]]V (s) =

{
1 if ∃i ∈ N : σ(y) = σ(x).i,

0 otherwise

[[x ≤ y]]V (s) =

⎧⎪⎨
⎪⎩
1 if σ(x) = σ(y) = ε ∨ ∃u ∈ dom(s) : ∃i, j ∈ N, i ≤ j :

σ(x) = u.i, σ(y) = u.j,

0 otherwise

[[x � y]]V (s) =

{
1 if σ(x) �s σ(y),

0 otherwise
[[x ∈ X]]V (s) =

{
1 if σ(x) ∈ σ(X),

0 otherwise

[[¬β]]V (s) =

{
1 if [[β]]V (s) = 0,

0 otherwise
[[d]]V (s) = d

[[ϕ ∨ ψ]]V (s) = [[ϕ]]V (s) + [[ψ]]V (s) [[ϕ ∧ ψ]]V (s) = [[ϕ]]V (s) � [[ψ]]V (s)

[[∃x.ϕ]]V (s) =
∑

u∈dom(s)

[[ϕ]]V∪{x}(s[x→ u]) [[∃X.ϕ]]V (s) =
∑

I⊆dom(s)

[[ϕ]]V∪{X}(s[X → I])

[[∀X.β]]V (s) =

{
1 if [[β]]V∪{X}(s[X → I]) = 1 for all I ⊆ dom(s),

0 otherwise

[[∀x.ϕ]]V (s) = Val(sD) for sD ∈ UD given by dom(sD) = dom(s) and

sD(u) = [[ϕ]]V∪{x}(s[x → u]) for all u ∈ dom(s)

σ′|V\{x} = σ|V\{x} and σ′(x) = u. The update s[X → I] ∈ UΣV∪{X} for X ∈ V2

and I ⊆ dom(t) is defined similarly.
The semantics of a wMSO formula ϕ over a ptv-monoid D and an alphabet

Σ is the tree series [[ϕ]]V : UΣV → D which equals 0 for non-valid trees and which
is defined inductively for each valid tree s = (t, σ) as shown in Table 1. Here �s

is a linear ordering on the positions of s. For the rest of this paper this linear
ordering will be the depth-first left-to-right traversal. Then the formula x ≤ y can
be expressed with the help of x � y. Subsequently, we write [[ϕ]] for [[ϕ]]free(ϕ). Any
boolean wMSO formula β can be viewed as a classical MSO formula which defines
the recognizable tree language LV(β) and we can easily show that [[β]]V = 1LV(β).
Furthermore, we can prove by induction that [[ϕ]]V(t, σ) = [[ϕ]](t, σ|free(ϕ)) for
every wMSO formula ϕ, (t, σ) ∈ UΣV , and set of variables V with free(ϕ) ⊆ V.

Example 4.1. Let Qp
max be the ptv-monoid from Example 2.1. The boolean for-

mula leaf(x) = ∀y.¬desc(x, y) maps every t ∈ UΣ and assignment σ to ∞ if σ(x)
is a leaf and to −∞ if σ(x) is not a leaf. Analogously to [10], we can show that
the formula ϕ = ∀x.((leaf(x)∧ 1)∨ (¬leaf(x)∧ 0)) defines the leaves-to-size ratio
for trees which was previously computed by the WUTA of Example 3.1.

Next we introduce some fragments of the weighted MSO logic which will be
essential for our main result. A wMSO formula is an almost boolean formula if it
consists only of conjunctions and disjunctions of boolean formulas and elements
of D. We call a wMSO formula ∀-restricted if all its subformulas ∀x.ϕ satisfy that
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ϕ is almost boolean. Let const(ϕ) be the set of all d ∈ D occurring in a formula
ϕ. Similarly to [12,10] we call ϕ strongly ∧-restricted if whenever ϕ contains a
subformula ϕ1 ∧ ϕ2, then both ϕ1 and ϕ2 are almost boolean or ϕ1 or ϕ2 is
boolean; and commutatively ∧-restricted if whenever ϕ contains a subformula
ϕ1 ∧ ϕ2, then ϕ1 is almost boolean or const(ϕ1) and const(ϕ2) commute. Note
that each strongly ∧-restricted wMSO formula is commutatively ∧-restricted. For
examples of weighted logic formulas and a discussion on the above restrictions,
we refer the reader to [9,14,15,12].

5 Weighted Tree Automata and Weighted MSO Logic

Here we characterize the class of behaviors of WUTA by the fragments of the
weighted MSO logic.

Theorem 5.1. Let S : UΣ → D be a tree series.
1. If D is regular, then S is recognizable iff S = [[ϕ]] for some ∀-restricted and

strongly ∧-restricted wMSO sentence ϕ.
2. If D is a cctv-semiring, then S is recognizable iff S = [[ϕ]] for some ∀-

restricted and commutatively ∧-restricted wMSO sentence ϕ.

For ranked trees, examples were given in [10] showing that it is not possible
to drop the constraints on D in statements (1) or (2). These examples could be
easily extended to the unranked tree setting. It remains to prove Theorem 5.1.
For this, the following proposition will be very useful; it can be proved as the
corresponding result in [14] by using Theorem 3.4(2).

Proposition 5.2. Let ϕ be a wMSO formula and V a finite set of variables
with free(ϕ) ⊆ V. Then [[ϕ]] is recognizable iff [[ϕ]]V is recognizable, and [[ϕ]] is a
recognizable step function iff [[ϕ]]V is a recognizable step function.

Analogously to [10] one can show:

Lemma 5.3. If ϕ is an almost boolean formula, then [[ϕ]] is a recognizable step
function. Conversely, if S : UΣ → D is a recognizable step function, then S = [[ϕ]]
for some almost boolean sentence ϕ.

Now we can show that our logic operators preserve the recognizability of the
semantics of wMSO formulas by adapting the proofs for the corresponding Propo-
sitions 5.15-5.17 of [10].

Proposition 5.4. Let ϕ and ψ be wMSO formulas over Σ and D. If [[ϕ]] and [[ψ]]
are recognizable, then [[ϕ∨ψ]], [[∃x.ϕ]], and [[∃X.ϕ]] are recognizable. Furthermore,
[[ϕ ∧ ψ]] and [[ψ ∧ ϕ]] are recognizable if [[ϕ]] is recognizable and ψ is boolean.

Proposition 5.5. Let ϕ be an almost boolean formula over D and Σ. Then
[[∀x.ϕ]] is recognizable.
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Proof. Let W = free(ϕ) ∪ {x} and V = free(∀x.ϕ) = W \ {x}. Since ϕ is
almost boolean and by Lemma 5.3, [[ϕ]]W =

∑n
i=1 di � 1Li

for some partition
L1, . . . , Ln of all valid trees over ΣW (for invalid trees s, [[ϕ]]W(s) = 0). Let
Σ̃ = Σ × {1, . . . , n}. We extend every valid tree (t, σ) ∈ UΣW to a tree (t, ν, σ)
over Σ̃V by the unique mapping ν : dom(t) → {1, . . . , n} that encodes to which
Li the update of (t, σ) and x belongs. Hence, ν(u) = i iff (t, σ[x → u]) ∈ Li for
all u ∈ dom(t). Let L̃ ⊆ UΣ̃V be the tree language of all such trees (t, ν, σ). In
[15] it was already shown that L̃ is recognizable. Let M = (Q,B, F ) over Σ̃V
be a deterministic unranked tree automaton that recognizes L̃. We may assume
that every subautomaton Bq,ã = (Qq,ã, Iq,ã, Tq,ã, Fq,ã) (for q ∈ Q, ã ∈ Σ̃V) of
M is deterministic. Thus for every tree t̃ ∈ UΣ̃V there is exactly one extended
run π of M on t̃, and in addition there is exactly one run πu of Bπ(u),t̃(u) on
π(u.1) . . . π(u. rkt̃(u)) for each u ∈ dom(t̃).

We wish to transform M into a WUTA M′ over Σ̃V such that for every tree
t̃ the unique runs π and πu (u ∈ dom(t̃)) form an extended run π̃ = (q, s, l) with

μ(t̃, π̃)(u) = di ⇔ ‖Bs(u)2,t̃(u)‖(s(u.1)2 . . . s(u. rkt̃(u))2) = 1 and t̃(u)2 = i

for all u ∈ dom(t̃). Then μ(t̃, π̃)(u) = [[ϕ]]W(t, σ[x → u]) and Val(μ(t̃, π̃)) =
[[∀xϕ]]V(t, σ) where (t, ν, σ) = t̃. All other extended runs on t̃ shall get the weight
0. For this, we extend the states of M by values from {1, . . . , n}. The value in
the state assigned to a position u encodes t̃(u)2. We let A(q,j),(a,i,f) be a WUTA
with an empty set of final states whenever j �= i to ensure that for a successful
extended run a state with value i is assigned to a position with label (a, i, f).
The automaton A(q,i),(a,i,f) will be a modified version of Bq,(a,i,f); it is defined
over the alphabet Q × {1, . . . , n} such that there is a transition (p1, (q, i′), p2)
with weight di′ for every i′ ∈ {1, . . . , n} iff Tq,(a,i,f)(p1, q, p2) = 1. Formally,
M′ = (Q′,A, γ) such that Q′ = Q × {1, . . . , n}, γ(q, i) = di if F (q) = 1 and
γ(q, i) = 0 if F (q) = 0, and A = (Aq,a | q ∈ Q′, a ∈ Σ̃V) where for ã = (a, i, f)
we have A(q,i),ã = (Qq,ã, Iq,ã, μ(q,i),ã, Fq,ã) with

μ(q,i),ã(p1, (q′, i′), p2) =

{
di′ if Tq,ã(p1, q′, p2) = 1 ,

0 otherwise

for p1, p2 ∈ Qq,a, and (q′, i′) ∈ Q′; and A(q,j),(a,i,f) has an empty set of final
states if i �= j.

Obviously, ‖M′‖(t̃) = Val(μ(t̃, π̃)) = [[∀x.ϕ]]((t, σ)) for all trees t̃ = (t, ν, σ) ∈
UΣ̃V where π̃ is the extended run arisen from π and the πus. Let the relabeling
h : Σ̃V → ΣV be defined by h((a, i, f)) = (a, f). One can show that h(‖M‖)(s) =
[[∀x.ϕ]](s) for all s ∈ UΣV . Hence, [[∀x.ϕ]] is recognizable by Lemma 3.6. ��
Now we will prove our main result, Theorem 5.1.

Proof of Theorem 5.1. By Lemma 5.3 and Lemma 3.5, the semantics of almost
boolean formulas over a regular ptv-monoid D is recognizable. For (1) the recog-
nizability of the tree series [[ϕ]] for a formula ϕ is guaranteed by Propositions 5.4
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and 5.5. For (2) we can proceed as in [10] and show by induction on the structure
of ϕ that there is a WUTA recognizing [[ϕ]] whose weights are in the subsemiring
generated by 〈const(ϕ) ∪ {0,1},+, �〉.

For the converse, let M be a WUTA recognizing S. In [15, Thm.6.9] the
behavior of M was described with a formula using two universal quantifiers
which occur nested. Due to the current definition of the behavior, ‖M‖ can be
expressed by a ∀-restricted and strongly ∧-restricted wMSO sentence ϕ. ��
Remark 5.6. We can show that Theorem 5.1 generalizes the respective main
theorem of [10] for ranked trees. For this, we use Remark 3.2, the transforma-
tion from the weighted MSO logic over ranked trees to the weighted MSO logic
over unranked trees [15, Lemma7.3], and a reverse transformation for wMSO
sentences without subformula of the form x � y.

Theorems 6.5 and 6.10 of [15] show that weighted unranked tree automata over
non-commutative semirings are more expressive than the restricted weighted
MSO logic. Our slightly changed definition of the behavior of WUTA enables
us to prove an equivalence result as follows. Let K = (K,+, ·,0,1) be a semi-
ring. We associate K with the cctv-semiring (K,+,Val, ·,0,1) with Val(t) =∏

u∈dom(t) t(u) where we multiply according to a depth-first left-to-right traver-
sal, i.e. for a position u we first collect the weights of its subtrees one by one from
left to right and then we multiply with the weight of u itself. Now we obtain:

Corollary 5.7. Let Σ be an alphabet, (K,+, ·,0,1) a semiring, and S a tree
series over Σ and K. Then S is recognizable over K iff S = [[ϕ]] for a ∀-restricted
and commutatively ∧-restricted wMSO sentence ϕ.

Hence, for commutative semirings, by Remark 3.2 and Corollary 5.7 we obtain
the main equivalence results Theorem 6.5 and Theorem 6.9 of [15] as a conse-
quence.
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