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Abstract Strongly coupled fluid-structure interaction simulations often suffer from
slow convergence, limited parallel scalability or difficulties in using black-box
solvers. As partitioned simulations still play an important role in cases where new
combinations of models, discretizations and codes have to be tested in an easy
and fast way, we propose a combination of a parallel black-box coupling with
a manifold mapping algorithm as an acceleration method. In this approach, we
combine a computationally inexpensive low-fidelity FSI model with a high-fidelity
FSI model to reduce the number of coupling iterations of the high fidelity FSI model.
Information from previous time steps is taken into account with a secant update
step similar to the Broyden update. The used black-box approach is applied for
an incompressible laminar flow over a fixed cylinder with an attached flexible flap
and a wave propagation in a three-dimensional elastic tube problem. A reduction
of approximately 55 % in terms of high fidelity iterations is achieved compared to
the Anderson mixing method if the fluid and the structure solvers are executed in
parallel.
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1 Introduction

Multi-physics involves multiple simultaneous physical phenomena. Fluid-structure
interaction (FSI) is an example where multiple physical models are coupled [9].
Examples where FSI is apparent are aero-elasticity [25], arterial flow [15] and airbag
deployment [35]. Also, the deployment of parachute systems [41] can be modelled
with strongly coupled FSI solvers. The simulations need to be performed within a
reasonable time frame, thus giving the need for an efficiency improvement of FSI
solvers.

Highly sophisticated software codes are available for each single physical phe-
nomena. It is desirable to reuse these codes for multi-physics simulations including
FSI problems where separate fluid and structure solvers need to be coupled. This
partitioned approach [26] is in contrast to the monolithic approach [7, 29, 42] where
all governing equations are implemented in a single software package and solved
as a large system of equations. Besides the partitioned and monolithic approach,
different mixed forms have been proposed such as splitting methods [3], which
separate the fluid-structure system in a fluid velocity part and a pressure-structure
part. Discretization information needs to be available for such approaches, a fact
that excludes commercial packages in general. This is also a drawback for methods
that utilize the exact Jacobian [39].

A large number of coupling schemes that only consider input/output information
of the fluid and structure solvers are already available in literature, such as Aitken’s
method [33], vector extrapolation [34], interface-GMRES(R) [37, 38], and the
interface quasi-Newton inverse least squares (IQN-ILS) technique [15, 19]. The
IQN-ILS technique [19] is an efficient [15, 16] and robust black-box coupling
algorithm for which convergence theorems are available in [30]. The IQN-ILS
algorithm is mathematically equivalent to the Anderson mixing method [1, 28, 47]
which can be categorized as a multisecant method as discussed by Fang and Saad
[24]. When applied to linear problems, it can be shown that the Anderson mixing
method is essentially equivalent to the GMRES method [47], which has also been
shown for the IQN-ILS method [31]. An overview of several partitioned coupling
techniques applicable to FSI can be found in [2, 45]. Many classical coupling
approaches are based on a sequential execution of the fluid and structure solver,
which might hinder the parallel performance for off-balanced problems. This is the
standard case with an expensive flow problem coupled to a cheap structure problem.
In [36, 44], we studied the performance of several classical schemes applied to a
parallel execution of both physical solvers. Here, the IQN-ILS technique showed
encouraging results.

Nevertheless, an implication of only using input and output information of
the fluid and structure solver is that still a too large number of sub-iterations is
necessary to obtain a strongly coupled solution. This means that both solvers are
called multiple times per time step. A promising idea is to combine an inexpensive
low-fidelity model with a full high-fidelity model to perform a large amount of
sub-iterations with the low fidelity model only [40]. The question remains how to
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efficiently couple the multi-fidelity models. Van Zuijlen and Bijl [46] developed a
multi-level acceleration technique, which is based on the assumption that the flow
solver provides a geometric multigrid solver. Coarse and fine level sub-iterations are
used alternately, resulting in substantial gains in computational costs. This technique
hinges on the availability of a geometric multigrid solver for the fluid domain, which
poses problems if black-box solvers are considered. In [17], the multi-level IQN-
ILS algorithm is presented which shows the potential of a multi-level acceleration
framework for FSI where the fluid and structure solvers are considered as black
boxes. A coarse grid is used as a low-fidelity model in order to build an approximate
Jacobian, which is reused by the finer grids to accelerate the convergence of the
IQN-ILS algorithm.

Originating from multi-fidelity optimization, the aggressive space mapping
algorithm has been used in [40] to efficiently couple a high-fidelity model with a
low-fidelity model for a FSI problem. Scholcz et al. [40] consider the FSI interface
problem as an optimization problem. Bandler proposed the original space mapping
algorithm in [4] for modeling and design of engineering devices and systems.
Thereafter, the aggressive space mapping approach [5] was introduced based on a
quasi-Newton iteration that utilizes each fine model iterate as soon as it is available.
The basis of the space mapping algorithm is the parameter extraction step which
establishes the mapping and updates the surrogate. However, breakdown of the
algorithm may occur due to non-uniqueness of the parameter extraction step [6].
Output space mapping [32] aims at reducing the misalignment between the coarse
and fine models by adding the difference between the two to the response of the
coarse model. An overview of different space mapping algorithms in given in [6].

In [10, 11], the use of manifold mapping [23] is investigated in order to solve the
partitioned FSI problem. Manifold mapping has proven to be an efficient algorithm
resulting in less high-fidelity iterations compared to aggressive space mapping [23]
and output space mapping [20]. In this contribution, we combine the ideas of Mehl
et al. [36], Uekermann et al. [44], and [10, 11]: we study the manifold mapping
when used for the parallel FSI system. Special focus is given on the comparison to
the serial system as well as to classical approaches.

The paper is structured as follows: the FSI problem is introduced in Sect. 2,
Sect. 3 introduces the manifold mapping algorithm. The application of the manifold
mapping technique is shown in Sect. 4 for several test cases. The paper is concluded
in Sect. 5.

2 Fluid-Structure Interaction

The fluid-structure interaction (FSI) problem is partitioned into a fluid domain and a
structure domain. The separate domains are coupled on the fluid-structure interface
through the interface conditions consisting of the kinematic and the dynamic
boundary conditions.
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The fluid solver and the structure solver are considered as black boxes. In other
words, only the input and output information is accessible. Whether a compressible
or incompressible, viscous or inviscid flow is considered does not influence the used
methodology described in this paper. Also, different models for the structure domain
can be applied, since only the input and output information from the fluid solver and
structure solver is considered to be accessible.

Therefore, at each time step the response of the fluid solver Ff is defined as

y D Ff .x/ ; (1)

where x denotes the displacement of the fluid-structure interface and y denotes the
force acting on the fluid-structure interface. The response of the structure solver Fs

is consequently defined as

x D Fs .y/ : (2)

For a sequential execution of both solvers, the fixed point equation

x D Fs ı Ff .x/ (3)

must be satisfied at every time step. This can also be written as the interface residual

R .x/ D Fs ı Ff .x/ � x: (4)

For a parallel execution of both solvers, the fixed point equation

�
0 1

1 0

� �
Ff .x/

Fs .y/

�
D

�
x
y

�
: (5)

needs to be satisfied, which corresponds to the residual definition:

R
�

x
y

�
D

�
Fs .y/ � x
Ff .x/ � y

�
: (6)

For the sake of reusing the same notation for both cases, sequential and parallel
execution, we also refer to the last definition as R.x/. In this case, x consists of
both, displacement and force values.

3 Manifold Mapping

Manifold mapping is a surrogate-based optimization technique, i.e., the quality
of the initial solution or approximation of the low-fidelity model is iteratively
improved. The goal of a surrogate-based optimization technique is to decrease the
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computational time of the optimization process. Here, a fluid-structure interaction
simulation is considered for which the coupling represents the optimization prob-
lem.

In the following subsection, the basic terminology is introduced and the manifold
mapping is explained. The reader is referred to Echeverría and Hemker [22] for the
theoretical basis of the technique.

3.1 Manifold Mapping Terminology

Two types of models are distinguished: a fine model and a coarse model. It is
assumed that the fine model is accurate, but requires a high computational cost to
evaluate. The coarse model, on the contrary, is considered to be computationally
less costly, but also less accurate in comparison to the fine model.

3.1.1 The Fine Model

The fine model response is denoted by f W X � R
n ! R

n, where x 2 X represents
the control variable of the optimization problem. The fine model cost function is
defined as F .x/ D jjf .x/ � qjj, which represents the discrepancy between the
design specification q 2 R

n and a particular response of the model f .x/. Therefore,
a minimization problem needs to be solved:

x?
f D arg min

x2X
jjf .x/ � qjj : (7)

When the manifold mapping technique is applied to the fluid-structure interaction
problem, the fine model response is defined as the interface residual f.x/ WD R.x/,
(4) or (6), whereas q is then set to 0 (2 R

n).

3.1.2 The Coarse Model

The coarse model response is denoted by cz W Z � R
m ! R

m, where z 2 Z
represents the control variable of the coarse model. The coarse model cost function
is defined as C .x/ D ˇ̌ˇ̌

p�1 .cz .p .x/// � qk

ˇ̌ˇ̌
, with the mapping p W X ! Z, and the

inverse of the mapping p�1 W Z ! X. p can be interpreted as a mapping from the fine
model design space to the coarse model design space. The design specification qk 2
R

n of the coarse model is iteratively updated during the minimization process of the
fine model. k represents the iteration counter of the manifold mapping algorithm.
Therefore, the optimization of the coarse model is defined as

x?
c D arg min

x2X

ˇ̌ˇ̌
p�1 .cz .p .x/// � qk

ˇ̌ˇ̌
: (8)
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Radial basis function interpolation is used for the mapping p between the fine model
design space X and the coarse model design space Z. In the remainder of this work,
the coarse model response is denoted by c

c .x/ D p�1 .cz .p .x/// : (9)

This means, the mapping p and the inverse mapping p�1 are implicitly assumed for
simplicity, and are not included in the formulations.

3.2 Manifold Mapping Algorithm

The manifold mapping algorithm, as proposed in [21], introduces the mapping S W
c .X/ ! f .X/ with the goal to correct for the misalignment between the fine and
coarse model. With the mapping S, the response c.x?

f / is mapped to f.x?
f / and the

tangent plane for c .X/ at c.x?
f / is mapped to the tangent plane for f .X/ at f.x?

f /. S
is defined as the affine mapping

S .c .x// D f
�
xf

?
� C NS �

c .x/ � c
�
xf

?
��

(10)

for an unknown solution xf
? and with NS specified as

NS D Jf
�
xf

�
Jc

�
�
xf

�
: (11)

The Jacobian of the fine model Jf and the Jacobian of the coarse model Jc are,
however, assumed to be unavailable for a black-box fluid-structure interaction
problem and will be approximated. The symbol � indicates the pseudo-inverse. Now,
each manifold mapping iterate is defined by a coarse model optimization:

xkC1 D arg min
x2X

ˇ̌ˇ̌
c .x/ � c .xk/ C NS� .f .xk/ � q/

ˇ̌ˇ̌
; (12)

where the pseudo-inverse of the manifold mapping function NS� is approximated by
a sequence Tk, resulting in

xkC1 D arg min
x2X

jjc .x/ � qkjj with qk D c .xk/ � Tk .f .xk/ � q/ : (13)

The approximation of the pseudo-inverse of the manifold mapping function Tk

requires the singular value decomposition of the matrices � Ck and �Fk at each
iteration k. The columns of � Ck and � Fk span the coarse and fine model tangent
space at the current iteration as in

� Fk D �
f .xkC1/ � f .xk/ ; � � � ; f .xkC1/ � f

�
xmax.kC1�n;0/

��
(14)
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and

� Ck D �
c .xkC1/ � c .xk/ ; � � � ; c .xkC1/ � c

�
xmax.kC1�n;0/

��
: (15)

The singular value decomposition’s of � C and � F are defined as:

� Ck D Uc ˙c VT
c and � Fk D Uf ˙f VT

f : (16)

The design specification qk is updated at each iteration k with Tk given by

Tk D � Ck � Fk
� C �

I � Uc Uc
T
� �

I � Uf Uf
T
�

(17)

[21]. The manifold mapping procedure is started with an extrapolation step of the
solutions of the previous time steps in order to initialize the algorithm with a good
initial guess. The resulting algorithm is shown in Fig. 1.

Generally, the number of degrees of freedom n on the fluid-structure interface
is much larger than the number of columns of � Ck and � Fk. Therefore, the
computational cost of the manifold mapping technique is limited. It mainly consists
of the singular value decomposition of two n � k matrices. In order to reduce the
number of fine model evaluations per time step, the matrices � Ck and � Fk can be
combined with the information from r previous time steps, as in the IQN-ILS.r/
approach [19]:

� F D �
� FuC1 � Fu : : : � Fu�rC2 � Fu�rC1

�
(18)

� C D �
� CuC1 � Cu : : : � Cu�rC2 � Cu�rC1

�
; (19)

with u C 1 marking the recent time step. The notation MM.r/ indicates that
information from r time steps is reused. When information from previous time steps

Fig. 1 The manifold mapping (MM) algorithm solving the optimization problem (7)
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is reused, the mapping matrix Tk does not need to be initialized with the identity
matrix at line 2, but can be determined with (17) (after the first time step).

The coarse optimization problem can be solved with a coupling scheme of the
users choice. Here, the Anderson mixing method is employed to solve the coarse
optimization problem. Note that the coupling scheme needs to meet the design
specification qk, which can be included in the formulation of the residual for the
FSI problem.

The mapping matrix Tk is of size n � n which can be prohibitively large for large
scale applications. In order to reduce the memory requirements of the algorithm, the
updated design specification qk can be directly determined with only matrix vector
multiplications such that the memory requirements do not exceed n � k:

qk D c .xk/ � Tk .f .xk/ � q/

D c .xk/ � ˛ � � C
�
� F�˛

� C Uc
�
UT

c .˛ � ˇ/
� C ˇ;

(20)

with ˛ D f .xk/ � q, and ˇ D Uf

�
UT

f ˛
	

.

However, in case the simulation environment allows to store the mapping matrix
Tk in memory, a secant update similar to the approach taken in [12] can be used:

TuC1
k D Tu

k C �
� C � Tu

k � F
�
� F�; (21)

where the pseudo inverse of � F can be computed as � F� D �
� FT � F

��1
� FT

or via a singular value decomposition in the same manner as used by the original
manifold mapping algorithm. The advantage of this approach is that the user does
not need to specify the number of time steps the coupling scheme needs to reuse.

If the fluid and structure solvers are executed in serial, a separate synchronization
step is necessary. Once the solution has been found by the fine model, the degrees
of freedom of the coarse model need to be corrected [17]. Two different approaches
can be applied. One approach is to restrict the data in the entire fluid and structure
domain from the fine model to the coarse model. If such a system is not available
since the used solvers are black box solvers, the interface traction and displacement
calculated by the fine model can be applied to the fluid-structure interface of the
coarse model, whereafter the flow equations and structure equations are solved by
the coarse model. Note that this approach can result in a difference between the
solution of the flow and structure domain after a certain number of time steps.

During the manifold mapping iterations, the same interface displacement is
applied on the fine model and also on the coarse model. Therefore, only the
coarse structural model needs to be synchronized with the fine model if the second
synchronization approach is used. If the fine model and the coarse model use
exactly the same structural model, the second approach will result in a perfectly
synchronized coarse model.

In case the fluid and structure solvers are executed in parallel, however, the same
interface displacement and interface traction is already applied on the fine model as
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well as the coarse model. Therefore, a separate synchronization step is not necessary
if the data in the entire fluid and structure domain is not restricted from the fine
model to the coarse model.

4 Numerical Results

In this section the performance of the proposed acceleration algorithm for FSI is
demonstrated for two test problems: two-dimensional incompressible laminar flow
over a fixed cylinder with an attached flexible flap [43] and three-dimensional
incompressible flow through a flexible tube [19]. We use foam-extend-3.11 for all
simulations, a fork of the well-known OpenFOAM package.2

4.1 Fixed Cylinder with an Attached Flexible Flap

This test case, originally proposed in [43], consists of a two-dimensional incom-
pressible laminar flow around a fixed cylinder with an attached flexible cantilever. In
[43], three different scenarios are presented with different structure to fluid density
ratios. For the results shown in this section, the unsteady fluid-structure interaction
FSI3 case is selected. The structure to fluid density ratio is set to �s=�f D 1,
resulting in a strong coupling between the fluid and the structure. The Reynolds
number based on the diameter of the cylinder is 200. The reader is referred to [43]
for further details on this benchmark problem.

The fluid domain and the structure domain are discretized with a second order
finite volume method. A coupled solution algorithm [13] is employed instead of the
well known PISO pressure-velocity coupling technique. Here, the continuity and
the momentum equation are solved in a fully coupled implicit manner, instead of a
segregated approach. A second order backward differencing scheme (BDF2) is used
to integrate the governing equations in time. The fluid mesh is deformed with radial
basis function interpolation [14]. The coarse model of the flow uses 1 457 cells. The
grid is refined in each direction with a factor 4, resulting in 23 924 cells for the
fine model of the fluid. The mesh of the structural model consists of 40 cells and is
uniformly refined to form the fine mesh of the structure containing 328 cells. The
relatively strict convergence criterion 10�5 is used for the fine model. The tolerance
parameter of the coarse model is set to a stricter value 10�6. A relative convergence
measure is used for the fine as well as for the coarse model as in [11]. Pressure and
velocity contours of the FSI3 benchmark are shown in Fig. 2.

1http://www.extend-project.de/.
2http://www.openfoam.org/.

http://www.extend-project.de/
http://www.openfoam.org/
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Fig. 2 Cylinder with an attached flap test case. Pressure and velocity contours of the FSI3
benchmark. (a) FSI3: pressure contours; (b) FSI3: velocity field

Table 1 Two dimensional flow over a fixed cylinder with an attached flexible flap FSI3. The
influence of the reuse of information from previous time steps is studied for different coupling
algorithms for the fluid-structure interaction problem. Manifold mapping (MM) is compared with
the Anderson mixing method, and ML-IQN-ILS. Two different cases are considered, the flow and
the structure solver are executed sequentially (S) or in parallel (P). The iteration numbers are
averaged over the complete simulation

Reuse 0 Reuse 8 Reuse 16 Reuse 24

Method nf nc nf nc nf nc nf nc

S-Anderson 11.6 0.0 3.1 0.0 3.3 0.0 3.6 0.0

S-ML-IQN-ILS 8.9 13.5 3.3 4.3 3.7 4.5 3.7 4.6

S-MM 5.7 35.1 2.1 6.6 2.0 6.5 2.0 6.7

P-Anderson 26.3 0.0 5.7 0.0 5.7 0.0 8.1 0.0

P-ML-IQN-ILS 20.6 28.8 12.7 10.8 18.6 13.3 20.8 14.4

P-MM 11.2 150.6 3.4 29.4 3.0 32.9 2.9 34.7

Table 1 shows the averaged iteration numbers for the manifold mapping algo-
rithm and also for the Anderson mixing method and ML-IQN-ILS. Reuse of
information from previous time steps is considered in order to accelerate the
convergence of the different coupling schemes. Sequential execution (S) of the fluid
and structure solvers is compared with the parallel case (P).

In case the sequentially coupled manifold mapping technique (S-MM) is used
and information from previous time steps is not included, approximately 5.7 fine
model iterations are performed at every time step. The Anderson mixing method
uses almost twice as many iterations per time step (11.6). With reuse of information
from previous time steps, the least number of fine model iterations is 3.1 for the
Anderson mixing method. However, this number increases in case information from
more than 8 time steps is included. For the manifold mapping algorithm, the number
of fine model iterations does not increase in case information from a large number
of time steps is taken into account.

In case the fluid and the structure solver are executed in parallel, the number
of fine model iterations increases to 11.2 for the manifold mapping technique.
However, the Anderson mixing method uses 26.3 iterations per time step. In case
information from previous time steps is reused by the different coupling algorithms,
the number of fine model iterations decreases significantly. Again, it is important to
not include information from a large number of time steps for the Anderson mixing
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Table 2 Two dimensional flow over a fixed cylinder with an attached flexible flap FSI3. Manifold
mapping (MM) is compared with the Anderson mixing method and ML-IQN-ILS. Two different
cases are considered, the flow and structure solver are executed sequentially (S) or in parallel (P).
The Jacobians of the different coupling algorithms are updated with the appropriate secant equation
in order to take into account information from all previous time steps. The iteration numbers are
averaged over the complete simulation

Sequential Parallel

Method nf nc nf nc

Anderson 4.4 0.0 7.6 0.0

ML-IQN-ILS 4.8 5.4 8.2 8.5

MM 3.2 14.2 5.5 49.9

method, since the number of iterations increases from 5.7 (8 or 16 time steps reused)
to 8.1 (24 time steps reused). For the manifold mapping algorithm, an increase in
fine model iterations is not observed in case the information from an increasing
number of time steps is reused.

The ML-IQN-ILS algorithm uses significantly less coarse model iterations in
comparison to the manifold mapping technique due to the fact that the method
optimizes the coarse model only once per time step, whereas for the manifold
mapping algorithm the coarse model is optimized at every manifold mapping
iteration. Note that in case the fluid and the structure are coupled in parallel, the
number of fine model iterations is increased significantly compared to the staggered
execution of the fluid and the structure solver.

Table 2 shows the averaged iteration numbers for the different coupling algo-
rithms in case the Jacobians of the different coupling algorithms are updated with
the appropriate secant equation in order to take into account information from all
previous time steps. If we compare these results to those of Table 1, Table 1 shows
worse performance if no time steps are reused, but better performance if the optimal
number of time steps are reused.

4.2 Wave Propagation in a Three-Dimensional Elastic Tube

The second example simulates a wave propagating in a straight, three-dimensional
elastic tube [8, 18, 27]. The geometry of the fluid and the structure domain is shown
in Fig. 3. The length of the tube is 0.05 m. The tube has a thickness of 0.001 m. The
inner diameter of the tube is 0.01 m. Both ends of the tube are fixed. Starting from
t D 0 s until t D 0:003 s, the boundary condition for the gauge pressure at the inlet is
set to the fixed value 1333.2 Pa. Thereafter, the inlet gauge pressure is set to zero. At
the outlet, the pressure is fixed at zero at every time instant. The pressure contours
at different time instants are shown in Fig. 4.

The fluid domain is governed by the incompressible Navier-Stokes equations.
The flow has a density of 103 kg/m3 and a dynamic viscosity of 3:0 � 10�3 Pa � s.
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Fig. 3 Wave propagation in a straight elastic tube. The geometry and a very coarse mesh are
shown for both the fluid and the structure domain

Fig. 4 Wave propagation in a straight tube. The pictures show pressure contours at different times
on the fluid-structure interface. (a) t D 0:0025 s; (b) t D 0:0050 s; (c) t D 0:0075 s (d) t D
0:0100 s

The structure is assumed to be elastic and compressible. The density of the elastic
structure is 1:2 �103 kg/m3, the Young’s modulus is 3:0 �105 N/m2, and the Poisson’s
ratio is 0.3.

The same solver as for the fixed cylinder with an attached flexible flap is used
to simulate this problem. Thus, a finite volume solver based on a coupled solution
algorithm is employed in combination with a second order time integration scheme.
The coarse model of the fluid uses 2 600 cells and is refined in each direction
with a factor 2, resulting in 20 800 cells for the fine model. Viscous effects are
ignored for the coarse model of the fluid domain. Hence, the flow is governed by
the incompressible Euler equations for the coarse model. The coarse model of the
structure contains 800 cells and is also refined in each direction with a factor 2,
resulting in a fine mesh with 6 400 cells. The initial solution of the displacement is
determined with a state extrapolation from previous time steps for each numerical
method under consideration.

Table 3 shows the averaged iteration numbers. The use of the manifold mapping
algorithm reduces the number of fine model iterations from 15.6 for the Anderson
mixing method to 6.3 in case the fluid and structure are executed in a sequential
fashion and information from previous time steps is not considered. In case informa-
tion from previous time steps is reused, the number of fine model iterations for the
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Table 3 Three dimensional flow through a flexible tube. The influence of the reuse of information
from previous time steps is studied for different coupling algorithms for the fluid-structure
interaction problem. Manifold mapping (MM) is compared with the Anderson mixing method and
ML-IQN-ILS. Two different cases are considered, the flow and the structure solver are executed
sequentially (S), or in parallel (P). The iteration numbers are averaged over the complete simulation

Reuse 0 Reuse 8 Reuse 16 Reuse 24

Method nf nc nf nc nf nc nf nc

S-Anderson 15.6 0.0 5.9 0.0 5.1 0.0 4.9 0.0

S-ML-IQN-ILS 9.3 18.1 4.5 7.2 4.4 6.2 4.6 5.8

S-MM 6.3 51.0 3.4 17.6 3.4 15.7 3.3 15.4

P-Anderson 30.2 0.0 11.0 0.0 9.5 0.0 8.7 0.0

P-ML-IQN-ILS 14.6 34.0 7.6 12.2 7.0 10.2 6.9 9.3

P-MM 6.6 89.3 4.5 37.3 4.3 31.9 4.2 29.8

Table 4 Three dimensional flow through a flexible tube. Manifold mapping (MM) is compared
with the Anderson mixing method, and ML-IQN-ILS. Two different cases are considered, the
flow and the structure solver are executed sequentially (S), or in parallel (P). The Jacobians of
the different coupling algorithms are updated with the appropriate secant equation in order to take
into account information from all previous time steps. The iteration numbers are averaged over the
complete simulation

Sequential Parallel

Method nf nc nf nc

Anderson 6.8 0.0 11.7 0.0

ML-IQN-ILS 6.7 7.4 10.8 12.0

MM 4.6 28.5 5.8 44.5

Anderson mixing method reduces to 4.9, whereas the manifold mapping technique
uses just 3.3 iterations per time step. The S-ML-IQN-ILS scheme outperforms the
Anderson mixing method in terms of fine model iterations, though the manifold
mapping technique is observed to use the least amount of fine model iterations.

When the fluid and structure solvers are coupled in parallel, the number of
fine model iterations increases slightly to 6.6 for the manifold mapping technique,
whereas the number of iterations for the Anderson mixing method is almost twice as
high compared to the sequential coupling case. Including information from previous
time steps accelerates the manifold mapping significantly to only 4.2 fine model
iterations per time steps.

Table 4 shows the averaged iteration numbers for the same coupling algorithms
in case the full Jacobians are updated with the appropriate secant equation in
order to take into account the information from all previous time steps. Again, the
sequential and the parallel coupling of the fluid and structure solvers is examined.
The manifold mapping algorithm clearly outperforms the Anderson mixing method
and the ML-IQN-ILS technique in terms of fine model iterations for both sequential
and parallel cases. The number of fine model iterations increases with approximately
one iteration for the parallel case compared to sequential coupling, whereas the ML-
IQN-ILS and Anderson mixing technique use 3 and 4 extra iterations, respectively.
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5 Conclusions

The use of the manifold mapping algorithm for partitioned fluid-structure interaction
has been extended to the parallel coupling of the fluid and structure solvers. A
coarse mesh can be selected for the low-fidelity model as well as an engineering
model showing the flexibility of the manifold mapping algorithm. The method is
non-intrusive in the sense that only input-output information of the high-fidelity and
low-fidelity models is considered.

With numerical experiments, the potential of the coupling scheme is shown,
comparing the performance of a serial execution of the fluid and structure solvers
with a parallel coupling of the solvers. The number of fine model evaluations
for a parallel coupled partitioned fluid-structure interaction simulations is reduced
by approximately 55 %. With reuse of information from previous time steps, the
algorithm is accelerated even further.
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