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Preface

The past 36+ years have seen the emergence of a growing desire worldwide that

positive actions be taken to restore and protect the environment from the degrading

effects of all forms of pollution—air, water, soil, thermal, radioactive, and noise.

Since pollution is a direct or indirect consequence of waste, the seemingly idealistic

demand for “zero discharge” can be construed as an unrealistic demand for zero

waste. However, as long as waste continues to exist, we can only attempt to abate

the subsequent pollution by converting it to a less noxious form. Three major

questions usually arise when a particular type of pollution has been identified:

(1) How serious are the environmental pollution and water resources crisis? (2) Is

the technology to abate them available? and (3) Do the costs of abatement justify

the degree of abatement achieved for environmental protection and water resources

conservation? This book is one of the volumes of the Handbook of Environmental

Engineering series. The principal intention of this series is to help readers formulate

answers to the above three questions.

The traditional approach of applying tried-and-true solutions to specific envi-

ronmental and water resources problems has been a major contributing factor to the

success of environmental engineering, and has accounted in large measure for the

establishment of a “methodology of pollution control.” However, the realization of

the ever-increasing complexity and interrelated nature of current environmental

problems renders it imperative that intelligent planning of pollution abatement

systems be undertaken. Prerequisite to such planning is an understanding of the

performance, potential, and limitations of the various methods of environmental

protection available for environmental scientists and engineers. In this series of

handbooks, we will review at a tutorial level a broad spectrum of engineering

systems (natural environment, processes, operations, and methods) currently

being utilized, or of potential utility, for pollution abatement and environmental

protection. We believe that the unified interdisciplinary approach presented in these

handbooks is a logical step in the evolution of environmental engineering.

Treatment of the various engineering systems presented will show how an

engineering formulation of the subject flows naturally from the fundamental
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principles and theories of chemistry, microbiology, physics, and mathematics. This

emphasis on fundamental science recognizes that engineering practice has in recent

years become more firmly based on scientific principles rather than on its earlier

dependency on empirical accumulation of facts. It is not intended, though, to

neglect empiricism where such data lead quickly to the most economic design;

certain engineering systems are not readily amenable to fundamental scientific

analysis, and in these instances we have resorted to less science in favor of more

art and empiricism.

Since an environmental water resources engineer must understand science

within the context of applications, we first present the development of the scientific

basis of a particular subject, followed by exposition of the pertinent design concepts

and operations, and detailed explanations of their applications to environmental

conservation or protection. Throughout the series, methods of mathematical model-

ing, system analysis, practical design, and calculation are illustrated by numerical

examples. These examples clearly demonstrate how organized, analytical reasoning

leads to the most direct and clear solutions. Wherever possible, pertinent cost data

have been provided.

Our treatment of environmental water resources engineering is offered in the

belief that the trained engineer should more firmly understand fundamental princi-

ples, be more aware of the similarities and/or differences among many of the

engineering systems, and exhibit greater flexibility and originality in the definition

and innovative solution of environmental system problems. In short, the environ-

mental and water resources engineers should by conviction and practice be more

readily adaptable to change and progress.

Coverage of the unusually broad field of environmental water resources engi-

neering has demanded an expertise that could only be provided through multiple

authorships. Each author (or group of authors) was permitted to employ, within

reasonable limits, the customary personal style in organizing and presenting a

particular subject area; consequently, it has been difficult to treat all subject

materials in a homogeneous manner. Moreover, owing to limitations of space,

some of the authors’ favored topics could not be treated in great detail, and many

less important topics had to be merely mentioned or commented on briefly.

All authors have provided an excellent list of references at the end of each chapter

for the benefit of the interested readers. As each chapter is meant to be self-

contained, some mild repetitions among the various texts have been unavoidable.

In each case, all omissions or repetitions are the responsibility of the editors and not

the individual authors. With the current trend toward metrication, the question of

using a consistent system of units has been a problem. Wherever possible, the

authors have used the British system (fps) along with the metric equivalent (mks,

cgs, or SIU) or vice versa. The editors sincerely hope that this redundancy of units’

usage will prove to be useful rather than being disruptive to the readers.

The goals of theHandbook of Environmental Engineering series are: (1) to cover
entire environmental fields, including air and noise pollution control, solid waste

processing and resource recovery, physicochemical treatment processes, biological

treatment processes, biotechnology, biosolids management, flotation technology,
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membrane technology, desalination technology, water resources, natural control

processes, radioactive waste disposal, hazardous waste management, and thermal

pollution control; and (2) to employ a multimedia approach to environmental

conservation and protection since air, water, soil, and energy are all interrelated.

This book (Volume 16) and its two sister books (Volumes 14–15) of the

Handbook of Environmental Engineering series have been designed to serve as a

water resources engineering reference books as well as a supplemental textbooks.

We hope and expect they will prove of equal high value to advanced undergraduate

and graduate students, to designers of water resources systems, and to scientists and

researchers. The editors welcome comments from readers in all of these categories.

It is our hope that the three water resources engineering books will not only provide

information on water resources engineering, but will also serve as a basis for

advanced study or specialized investigation of the theory and analysis of various

water resources systems.

This book, Advances in Water Resources Management, Volume 16, covers the
topics on multi-reservoir system operation theory and practice, management of

aquifer systems connected to streams using semi-analytical models,

one-dimensional model of water quality and aquatic ecosystem-ecotoxicology in

river systems, environmental and health impacts of hydraulic fracturing and shale

gas, bioaugmentation for water resources protection, wastewater renovation by

flotation for water pollution control, determination of receiving water’s reaeration

coefficient in the presence of salinity for water quality management, sensitivity

analysis for stream water quality management, river ice process, and mathematical

modeling of water properties.

This book’s first sister book, Advances in Water Resources Engineering, Volume
14, covers the topics on watershed sediment dynamics and modeling, integrated

simulation of interactive surface water and groundwater systems, river channel

stabilization with submerged vanes, non-equilibrium sediment transport, reservoir

sedimentation, and fluvial processes, minimum energy dissipation rate theory and

applications, hydraulic modeling development and application, geophysical

methods for assessment of earthen dams, soil erosion on upland areas by rainfall

and overland flow, geofluvial modeling methodologies and applications, and envi-

ronmental water engineering glossary.

This book’s second sister book, Modern Water Resources Engineering, Volume
15, covers the topics on principles and applications of hydrology, open channel

hydraulics, river ecology, river restoration, sedimentation and sustainable use of

reservoirs, sediment transport, river morphology, hydraulic engineering, GIS,

remote sensing, decision-making process under uncertainty, upland erosion model-

ing, machine-learning method, climate change and its impact on water resources,

land application, crop management, watershed protection, wetland for waste dis-

posal and water conservation, living machines, bioremediation, wastewater treat-

ment, aquaculture system management and environmental protection, and glossary

and conversion factors for water resources engineers.

The editors are pleased to acknowledge the encouragement and support received

from Mr. Patrick Marton, Executive Editor of the Springer Science + Business
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Media, and his colleagues, during the conceptual stages of this endeavor. We wish

to thank the contributing authors for their time and effort, and for having patiently

borne our reviews and numerous queries and comments. We are very grateful to our

respective families for their patience and understanding during some rather trying

times.

Newtonville, NY, USA Lawrence K. Wang

Fort Collins, CO, USA Chih Ted Yang

Newtonville, NY, USA Mu-Hao S. Wang
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Chapter 1

Multi-Reservoir System Operation
Theory and Practice
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Abstract The state-of-the-art on operation of multi-reservoir system is reviewed

and multi-reservoir construction and management practice in China are introduced

at the beginning. Considering the impact of human activity on the reservoir inflow,

multi-reservoir operation is studied within theory framework of dualistic water

cycle. The reservoir operation rule form and derivation method are the most

important elements for deriving optimal multi-reservoir operation policy. Different

rule curves and multi-objective optimization algorithms are discussed in this

chapter. Inter-basin water transfer project becomes one of effective measures to

mitigate imbalance between water supply and water demand. The multi-reservoir

operation problem in inter-basin water transfer project is illustrated mainly on

deriving the water transfer rule and water supply rule using bi-level model. Reser-

voir inflow is important information for multi-reservoir operation. The effect of

inflow forecast uncertainty on real-time reservoir operation, effective forecast

horizon identification and generalized marginal model of the uncertainty evolution

of inflow forecast are discussed in details.

Keywords Reservoir operation • Multi-reservoir system • Reservoir operation

policy • Dualistic water cycle • 2D rule curves • Equivalent reservoir • Multi-

objective optimization • Water transfer rule curves • Bi-level model • Inflow

forecast • Uncertainty analysis • Generalized marginal model

List of Symbols

STt Beginning-of-period storage of equivalent reservoir at the stage t

ITt Stream inflows into equivalent reservoir at the stage t

RT
t

Reservoir release for all water demand at the stage t

SUT
t Water spills of equivalent reservoir at the stage t

LTt Water losses of reservoir because of evaporation and seepage

Simax
Maximum reservoir storage capacity

REL Water supply reliability for water demand

RES Water supply resiliency coefficient for water demand

ω1, ω2 Weighting factors

Qt Reservoir downstream flow at the location of protect objective
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Qstd, flood Reservoir standard downstream flow for the flood protect objective

Nt Hydropower generated output at unit time

EPow1 Total hydropower generation amount at the total operation period

Qpro, navi River flow required for the navigation purpose at the stage t

Qpro, eco River flow to satisfy the suitable ecology flow requirement at the stage t

Sedin Sediment amount into the reservoir at the stage t

Sedout Sediment amount out of the reservoir at the stage t

Sed1 Sediment discharge rate

WQstd, wq Water quality standard for some indexes

WQt Water quality index at the stage t

Wavg Annual average amount of water supply

Wmin Annual minimum amount of water supply

NDSi Annual average transferred water amount of reservoir i
GSI Generalized shortage index to reflect water shortage severity

PSF Probabilistic streamflow forecasts

NSE Nash–Sutcliffe efficiency coefficient

RMSE Root Mean Square Error

H Length of forecast lead time or forecast horizon

σ The forecast error standard deviation

ρerror The forecast error correlation

μ The mean of the streamflow

Cv The coefficient of variation of the streamflow

ρflow The correlation coefficient of the streamflow

r Minimum reservoir release

r Maximum reservoir release

d Discount ratio of reservoir utility

s0 Initial reservoir storage

sT Target storage at the end of reservoir operation horizon (N )

s0T Target storage at the end of reservoir inflow forecast horizon (H )

1 Introduction

1.1 State-of-the-Art Review on Operation
of Multi-Reservoir System

Water resources engineers and hydrologists have long recognized that the benefits

derived from the joint operation of a system of reservoirs may exceed the sum of the

benefits from the independent operation of each of the reservoirs [1–148]. Indepen-

dent operation implies that decisions about releases from one reservoir are not

based on the state of any other reservoir. Joint operation implies that decisions

about releases from one reservoir depend not only on the state of that reservoir but

also on the states of the other reservoirs in the system, according to Robert et al. [1].

1 Multi-Reservoir System Operation 3



The major task of reservoir operation is to decide how much water should be

released now and how much should be retained for future use given some available

and/or forecasted information at the beginning of the current time period. In

practice, reservoir operators usually follow rule curves, which stipulate the actions

that should be taken conditioned on the current state of the system.

1.1.1 Analytical Analysis of Multi-Reservoir Optimal Operation

Analytical analysis is one of the most important measures for multi-reservoir joint

operation, which usually provides universal and beneficial conclusion for practical

application. Up to now, a large and long-existing literature employs analytical opti-

mization methods to derive reservoir operating rules for multi-reservoir systems [2].

These can date back to rules forminimizing spill from parallel reservoirs in NewYork

rule. During recent years, the study in this area has achieved obviously significant

advantage. For example, Lund and Guzman [3] summarized such analytically derived

optimal operating rules for some simple multi-reservoir systems under specific con-

ditions and criteria. Lund [4] derived theoretical hydropower operation rules for

reservoirs in parallel, in series, and single reservoirs, which offers a simplified

economic basis for allocating storage and energy in multi-reservoir hydropower

systems. The approach is demonstrated for an illustrative example subject to the

limited conditions under which these rules hold. Draper and Lund [5] developed and

discussed the properties of optimal hedging for water supply releases from reservoirs.

The fundamental decision of how much water to release for beneficial use and retain

for potential future use is examined analytically. Explicit correspondence is

established between optimal hedging and the value of carryover storage. This more

analytical viewof hedging rules is useful for better understanding optimal hedging and

simplifying numerical optimization of hedging operating rules. You and Cai [6]

expanded a theoretical analysis and developed a conceptual two-period model for

reservoir operation with hedging that includes uncertain future reservoir inflow

explicitly. Some intuitive knowledge on reservoir operation is proved or reconfirmed

analytically; and new knowledge is derived. This theoretical analysis provides an

updated basis for further theoretical study, and the theoretical findings can be used to

improve numerical modeling for reservoir operation. After that, they presented a

method that derived a hedging rule from theoretical analysis with an explicit

two-period Markov hydrology model, a particular form of nonlinear utility function,

and a given inflow probability distribution [7]. Zhao and Cai [8] discussed the

optimality conditions for standard operation policy and hedging rule for a two-stage

reservoir operation problem using a consistent theoretical framework. The effects of

three typical constraints, i.e., mass balance, nonnegative release, and storage con-

straints under both certain and uncertain conditions were analyzed. Using the derived

optimality conditions, an algorithm for solving a numerical model was developed and

tested with the Miyun Reservoir in China. Shiau [9] analytically derived optimal

hedging for a water supply reservoir considering balance between beneficial release

and carryover storage value. The analytical optimal hedging is generalized to repre-

sent two-point as well as one-point hedging. Since reservoir release was also a linear
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function of reservoir inflow, analytical assessment of hedging uncertainty induced by

inflow is made possible. The proposed methodology was applied to the Shihmen

Reservoir in northern Taiwan to illustrate effects of derived optimal hedging on

reservoir performance in terms of shortage-related indices and hedging uncertainty.

1.1.2 Numerical Simulation and Optimization of Multi-Reservoir
System Operation

Deterministic Optimization Operation

The application of optimization to solve reservoir operation problems has been a

topic extensively studied during the last few decades. Several of these studies deal

with deterministic optimization models, which do not consider the uncertainties of

some variables such as future reservoir inflows [10]. Most optimization models take

some type of mathematical programming technique as the basis. The basic classifi-

cation of optimization techniques consists of: (1) Linear programming (LP);

(2) dynamic programming (DP); and (3) nonlinear programming (NLP). Each of

these techniques can be applied in a deterministic and stochastic environment.

Reservoir optimization models have been applied for planning purposes as well as

real-time operation. All optimization models require an objective function, decision

variables, and constraints. The objective function represents a way to measure the

level of performance obtained by specific changes in the decision variables [11]. The

set of decision variables defines how the system is to be operated. It may define how

much water is to be released and when or how much water will be allowed to flow

through the outlet structures, or how much water will be kept in storage. The

decision variable set is the desired output of the optimization model. The constraints

on the reservoir system force the model to obey the physical laws, economic

requirements, and social as well as other restrictions. Typical reservoir constraints

include conservation equations; maximum and minimum releases; penstock and

equipment limitations; and contractual, legal, and institutional obligations [11].

Determining optimum reservoir storage capacities and operating policies using a

systems approach has generated a large number of references. On the research

status of multi-reservoir optimization operation, we can refer to the review job of

Yeh [12], Wurbs [13], Labadie [14] and Rani and Moreira [15]. Yeh [12] provides a

state-of-the-art review of theories and applications of systems analysis techniques

to the reservoir problems. Algorithms and methods surveyed in this research

include linear programming, dynamic programming, nonlinear programming, and

simulation. Both deterministic models were included in the review. Wurbs [13]

extended the work of Yeh [12] by producing a state-of-the-art review together with

an annotated bibliography of systems analysis techniques applied to reservoir

operation. Their work is organized in accordance with the general practice of

dividing systems analysis into the following categories: simulation, optimization,

and stochastic methods. Labadie [14] assessed the state-of-the-art in optimization

of reservoir system management and operations and considered future directions

for additional research and application. Rani and Moreira [15] presented a survey
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of simulation and optimization modeling approaches used in reservoir systems

operation problems. They discussed simulation, optimization and combined

simulation–optimization modeling approach and to provide an overview of their

applications reported in literature.

Stochastic Optimization Operation

The stochastic characteristics of multi-reservoir optimization operation are mainly

due to the reservoir inflow uncertainty under such conditions that the expected

values of inflows cannot appropriately represent highly variable hydrologic char-

acteristics or when the inflows cannot be reliably forecasted for a relatively long

period [10]. The methodology of stochastic optimization operation can be summa-

rized into two categories: explicit stochastic optimization (ESO) and implicit

stochastic optimization (ISO).

The ESO approach incorporates probabilistic inflow methods directly into the

optimization problem, which is typically addressed by stochastic dynamic program-

ming (SDP). SDP is an effective technique for a single reservoir with serially

correlated inflows [16]. It provides the advantage of explicitly considering

streamflow uncertainty in its recursive function. The main issue of applying SDP

to reservoir operation optimization is how to represent uncertainty in future stream

flow. Thus, many SDP studies have focused attention on this issue. For example,

Kelman et al. [17] proposed a sampling SDP (SSDP) which directly incorporates

inflow scenarios in DP recursive equation to reflect various characteristics of stream

flows at all sites within the basin. Faber and Stedinger [18] used SSDP for a multi-

reservoir system integrating Ensemble Streamflow Prediction (ESP) forecasts into a

SSDP framework. The model has advantage of updating its optimal release each

time a new set of ESP forecasts is available. Recently, Kim and Heo [19] presented

state-of-the-art optimization models using SSDP with ESP. Zhao et al. [20]

proposed an algorithm to improve the computational efficiency of both determin-

istic dynamic programming (DP) and stochastic dynamic programming (SDP) for

reservoir operation with concave objective functions. Application of SDP methods

to multi-reservoir cases bears higher computational cost than deterministic DP, due

to curse of dimensionality. To overcome this use of heuristic procedures like

aggregation–disaggregation of reservoirs and one-at-a-time successive decomposi-

tion is very common. Arunkumar and Yeh [21] proposed one-at-a-time decompo-

sition SDP (similar to DPSA) approach for a multi-reservoir system. A combined

decomposition iteration and simulation analysis methodology along with a con-

straint technique has been presented by Wang et al. [22] to solve multi-objective

SDP optimization problems. Rani and Moreira [15] presented an overall review on

the SDP literature.

Different from ESO, ISO uses deterministic optimization to operate the reservoir

under several equally likely inflow scenarios and then examines the resulting set of

optimal operating data to develop the rule curves [10]. The utilization of ISO for

finding reservoir operating policies was first exploited by Young [23] in a study that

utilized dynamic programming applied to annual operations. The optimal releases
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found by the dynamic programming model were regressed on the current reservoir

storage and the projected inflow for the year. The regression equation could be thus

used to obtain the reservoir release at any time given the present storage and inflow

conditions. Karamouz and Houck [24] extended Young’s procedure by adding one

extra constraint to the optimization model specifying that the release must be within

a given percentage of the release defined by the previously found operating policy.

Kim and Heo [19] used ISO combined with two types of linear equations for the

regression analysis to define monthly operating rules for a multipurpose reservoir.

Willis et al. [25] devised a different approach that utilized the probability mass

function of the optimal releases, conditioned on reservoir storage and inflow.

Modern alternatives to the classical regression analysis are the application of

artificial neural networks [26–29] and fuzzy rule-based modeling [30–32] to infer

the operating rules. An additional advantage of fuzzy logic is that it is more flexible

and allows incorporation of expert opinions, which could make it more acceptable

to operators [32]. Most of the published studies show that these two techniques

outperform regression-based ISO and SDP [10].

Numerical Simulation Combined with Optimization Models

With the rapid development of modern evolutionary algorithms, numerical simu-

lation combined with optimization models becomes one of dominant and useful

methods. According to the opinion of Celeste and Billib [10], this method should

belong to ISO method and be called as the Parameterization–Simulation–Optimi-

zation methodology (PSO). Because of its usefulness and importance, this section

illustrates the PSO method individually. The PSO technique first predefines a shape

for the rule curve based on some parameters and then applies heuristic strategies to

look for the combination of parameters that provides the best reservoir operating

performance under possible inflow scenarios. A number of authors successfully

applied the simulation–optimization principle of PSO to derive reservoir rule

curves. For example, Cancelliere et al. [33] derived monthly operating rules for

an irrigation reservoir using DP and ANN, which were further validated by simu-

lating the behavior of the reservoir over a shorter period, not included in the period

used for training the networks. A combined neural network simulation–optimization

model with multiple hedging rules was used for screening the operation policies by

Neelakantan and Pundarikanthan [34]. Koutsoyiannis and Economou [35] proposed

a low dimensional Parameterization simulation–optimization approach using the

methodology of parametric rule introduced by Nalbantis and Koutsoyiannis [36]

Simulation was used to obtain values of the performance measure, which was

optimized by a nonlinear optimization procedure. Tung et al. [37] proposed a

procedure to apply genetic algorithm to optimize operation rules and applied it to

the LiYuTan Reservoir in Taiwan. Momtahen and Dariane [38] proposed a direct

search approach to determine optimal reservoir operating policies with a real coded

genetic algorithm GA, in which the parameters of the policies were optimized using

the objective values obtained from system simulations. Kangrang et al. [39] also

proposed a heuristic algorithm to connect with simulation model for searching the

optimal reservoir rule curves.

1 Multi-Reservoir System Operation 7



1.2 Multi-Reservoir Construction and Management
Practice in China

China has long history of dam construction. Since the first reservoir Anfeng pond

was built in Shou County of Anhui Province, China already has nearly 2600 years

history of reservoir construction. However, the development process of dam build-

ing was rather slow before the establishment of People’s Republic of China (PRC).

There were only 22 dams higher than 15 m at that time. After the foundation of

PRC, especially recent 30 years, the dam construction technology in China has

made a great achievement. From Fig. 1.1, we can find out that the dam number of

China takes a large portion of the ones of the world and a rapid building rate has

being kept. These reservoirs has played fundamental role in water resources

beneficial utilization and flood control.

For satisfying the energy demand and environment protection requirement, the

government of China proposed hydropower development plan before 2050, which

includes 13 main hydropower energy bases as shown in Fig. 1.2. Due to the

topography and water resources distribution factors, the most part of hydropower

energy concentrates in Southwest China.
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Fig. 1.1 The construction process of large dams in China and in the world (1: the number of large

dams in the world, 2: in China, 3: in other countries)
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After such a great number of reservoirs construction, the reservoir management

problem, especially multi-reservoir joint operation problem, emerges as an impor-

tant scientific and technological issue for reservoir managers and researchers.

For example, the multi-objective optimization operation of reservoirs, reservoir

operation rule forms and derivation methods, multi-reservoir joint operation prob-

lem in inter-basin water-transfer project and inflow forecast method for reservoir

operation are of great significance theoretically and practically. In the following

sections, those issues will be illustrated in details.

2 Multi-Reservoir Operation Within Theory
Framework of Dualistic Water Cycle

2.1 Dualistic Water Cycle Theory

With the economy development and the population increase, the water cycle has

been changed from the natural model to the “natural–artificial” dualistic model.

The natural water cycle is consisted of precipitation, canopy interception, evapo-

transpiration, infiltration, surface runoff, overland flow, river flow and groundwater

flow etc., and its driving forces are natural ones including radiation, gravity and

wind etc. The “natural–artificial” dualistic water cycle includes not only the above

Fig. 1.2 The hydropower energy base in construction or in plan before 2050
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natural hydrological processes but also the artificial social processes of water

taking, water conveyance, water distribution, water utilization, water consumption

and drainage etc., and its driving forces includes both the natural ones and the

artificial ones [40].

In details, the “dualistic” characteristics are summarized as the following three

aspects: first, the dualization of the driving force, that is, the internal driving force of

basin water cycle in the modern environment has changed from the former centralized

natural driving to “natural–artificial” dualistic-driving, including both driving force of

gravity, capillary force and the evaporation of solar radiation and artificial input

driving forces as electrical, mechanical, and chemical energy; second, the dualization

of the cycle structure, that is themodern completewater cycle is coupled by the natural

cycle of “atmosphere–slope–underground–river” and artificial collateral cycle of

“water intaking–water transporting–water consumption–water drainage”; third, the

dualization of the cycle parameters, that is, the overall response of basin water cycle

under changed environment to precipitation input is not only subject to the hydrolog-

ical and geological parameters of the natural land surface, soil and groundwater, but

also the development and utilization of water resources and related socio-economic

parameters. It is the focus to solve the basin water resources and environmental issues

that to conduct a comprehensive and systematic analysis of the dualistic water cycle

and the rules of its associated process of evolution.

In addition, the world can be also understood to be made up of society–economy

system and ecology–environment system, which have mutual interaction role and

feedback mechanisms between them. Within the two large systems, there exists

materials and energy exchange partly through the carrier of water, which make

water have five big attributes of “resources, ecology, environment, economy and

society”. Among them, “resources” attributes is the basic attribute of water, other

attributes are due to the interaction between water and the two systems as illustrated

in Fig. 1.3. These attributes of water has strong relationship with the objectives of

dualistic water cycle simulation and regulation.

For the influence of intense human activity and climate variation, the water cycle

process presents more and more obvious “natural and artificial” dualistic

driving forces, which brings many water problems such as water scarcity, flood

and water-logging, worsening water environment and degradation of water ecology

system. In order to mitigate water crisis and enhance the society and economy

healthy development, it is necessary to identify the evolution disciplines of water

cycle and the driving mechanism. Relying on the reasonable application of complex

water resources system operation theory, we can exert fully the economic, social,

environmental and ecological benefits of water resources to achieve economy and

society sustainable development and the harmony between human and nature.

Based on these requirements, we propose the theoretical framework of dualistic

water cycle simulation and regulation as in Fig. 1.4.

As shown in Fig. 1.5, the watershed water cycle is composed of “natural water

cycle” and “artificial water cycle”, whose intense interaction is mainly achieved by

the operation of hydraulic projects. The natural water cycle includes three segments:

meteorology! hydrology, hydrology!water quality and hydrology!water ecol-

ogy. The artificial water cycle can be divided into two parts: flood control and
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profiting operation. For reservoir operation, profiting operation takes into account

water supply, hydropower generation, ecology and navigation.

The coupling simulation foundation of “natural and artificial” water cycle

system is the physical mechanism of dualistic water cycle and the derivative effect

theory of water resources. The model system of dualistic water cycle simulation and

regulation is shown in Fig. 1.5. For multi-reservoir system, the connection of

dualistic model and optimal operation model is that the dualistic model can provide

reservoir inflow prediction for optimal operation model and evaluate the effective-

ness of system operating policy.

The core theory of dualistic water cycle simulation and regulationmodel includes

two aspects: watershed dualistic water cycle multi-process simulation theory and

multi-objective operation theory for complex multi-reservoir system as shown in

Fig. 1.6. The simulation part gives the description of dualistic water cycle system
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Fig. 1.5 The model system of dualistic water cycle simulation and regulation
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Fig. 1.6 The core theory of dualistic water cycle simulation and regulation model
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from the perspective of model and the operation part can achieves the consideration

of human interruption for the social water cycle process. The optimal operation of

hydraulic projects can make water resources serve fully for the economy and social

development and mitigate their impact on natural water cycle system.

2.2 Main Technologies

In this section, three kinds of main technologies to achieve the dualistic water cycle

simulation and regulation are introduced, which consist of coupling technology for

dualistic model, distributed hydrological modeling for inflow prediction and the

technology to drive multi-reservoir operating policy.

2.2.1 Coupling Technology for Dualistic Model

The dualistic model system can taking into comprehensive consideration the natural

evolution factors, high-intensity human activities and urbanization, regulation and

control of hydraulic projects, etc., and can be used to describe the water cycle and

water ecosystems evolution, reveals the different transformation processes of moun-

tainous and plain areas, surface and underground, urban and rural. Because on the core

model platform, by making detailed simulation of the water cycle under different

historical and planning conditions, master the key and the possible effects and

corresponding countermeasures from the all aspects of evolution and the process of

water cycle and regulation process, so that can guide scientists in solving the problems

of water resources and water ecosystems, and provide supporting tools for achieving

comprehensive management objectives of the basin water resources.

Dualistic Model System Outline

The dualistic model system is developed independently by China Institute of Water

resources and Hydropower Research (IWHR), referred to as Dualistic Model. The

model is formed by the coupling of Water and Energy transfer Processes model

(WEP), Rules-based Objected-oriented Water Allocation Simulation Model

(ROWAS) and Decision Analysis for Multi-Objective System (DAMOS), the

overall structure is shown in Fig. 1.7.

Dualistic model system is the software system developed specifically for the

dualistic model, including the system platform of dualistic model data management

functions and model calculation function. The data management function includes

various types of attribute and spatial data, hydrological data, water environment

data and socio-economic data, etc.; model calculation function includes the

pre-processing, multi-model coupling, post-processing functions required by the

model calculation.
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Characteristics of the Dualistic Model

Dualistic system model is a huge software project. The system has the following

characteristics:

(1) There are many models and the complex structure, so it is difficult to develop

the system. Every individual model of the dualistic model is realized by

different programming languages and programming methods, such as:

DAMOS model adopts common optimization software GAMS to achieve the

description and solution to the optimal allocation of multi-objective water

resources. ROWAS model adopts C++ to achieve a long series of simulation

to the water resources supply and demand balance, and WEP model adopts

Fortran language to achieve the simulation to the “natural–artificial” coupling

water cycle process, water environment process and underground water pro-

cess. It is necessary to couple the three models into an organic whole in order to

develop the dualistic model system. It requires an appropriate transformation to

every model so that every model can be integrated into the final dualistic model

system. For example: develop general-purpose optimization modeling and

solving framework, the DAMOS model developed by using GAMS is realized

by using Java language, and the perfect integration with the application system

is achieved. At the same time, data is managed in different modes for different

models (DAMOS model and WEP model adopt text mode to conduct data

management, and ROWAS model adopts the mutual management of text and

database), to solve this practical problem, in order to couple the models into an

organic whole, the system conduct unified management to the required input
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and output data of every model, and build the unified data management module

of multiple models on the unified database platform.

(2) Integrate a variety of software technology, and enjoy a high degree of innova-

tion. In order to adapt to the requirement of the highly complex dualistic model

calculation and data management, the dualistic model system adopts the rich

client/server model to conduct system development. The development mode

integrates the merits of both the fat client/server (C/S) and thin client/server

(B/S), and can guarantee all functions of the dualistic model system, the user

can call a variety of complex models to do calculations on the system interface,

without calling the other interfaces and platform. At the same time, it can

support a richer user interaction and achieve a better user response. The client

end adopts the open source Eclipse RCP framework, using pure Java language

for development, the database server adopts SQL Server2000, and Hibernate

data access is adopted between client-servers. Java is adopted for develop so as

to integrate better with practical application system, and lay a certain founda-

tion for the future development of WEB-version based dualistic model system.

At the same time, the dualistic model system integrates a wide range of

software technologies, including optimization software GAMS, database soft-

ware MS SQL Server, database connection components Hibernate, space dis-

play components Supermap, as well as spatial data management components

ArcGIS SDE and a number of open sources GIS components MapWindow, etc.

Function of Dualistic Model System

(1) Data management function: to facilitate system development and simplify the

user’s familiarization to the system interface, we have adopted a general-

purpose management interface for data input and output data management.

The system data management is interactively reflected in the graphs, charts and

other forms.

(2) Model calculation: The dualistic model system will support calculation

function of DAMOS, ROWAS, WEP model, and packaging and transformation

is made according to characteristics of each model respectively. Taking

DAMOS model as an example, since DAMOS model adopts GAMS optimiza-

tion software package in the development, but GAMS is not suitable for appli-

cation system development, so the system has developed a general-purpose

water resources optimization model constructing and solving package—

Lp_Solve, and then rewrite the DAMOS model using the software package.

(3) In addition, the dualistic model system not only supports the calculation of the

three models, but also supports the data coupling between the three models, so

as to achieve automatic data exchange between the models and achieve the

fully automated dualistic model. The time scale of DAMOSmodel is the annual

value of many years, the spatial scale is province, while the time scale of

ROWAS model is a long series of months, the spatial scale is the calculation

unit of three-stage district and city, the time scale of WEP model is day, and the
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spatial scale is the contour band within sub-basins. To a new calculation

program, in the time scale of the next several decades, DAMOS model first

makes optimization to the industrial structure, planting structure, water utiliza-

tion, sewage pollution control, and engineering measures of every planning

level year. These optimization results are provided to ROWASmodel and WEP

model for them to do simulation on different levels. Besides, ROWAS model

will also send feedback to DAMOS model, mainly water supply and water

supply guarantee rate. Information of water utilization process, drainage pro-

cess and project scheduling is received after ROWAS makes water supply and

demand balance calculation. This information is further passed to the WEP

model for it to do simulation at even smaller time scale and spatial scale. Of

course, WEP model will also send feedback to ROWAS model, mainly the

resources volume information, such as: the surface inflow, ground water status,

etc. Because the time scale and spatial scale of the three models are different, so

data distribution needs to be made on time scale and spatial scale. To this end,

we developed the data distribution procedures of the coupling between the

various models.

2.2.2 Developing Distributed Hydrological Model for Inflow Prediction

The physically-based distributed hydrological model, WEP-L [40, 41], which

couples simulations of natural hydrological processes and water use processes,

was developed to characterize water resource variations in basins seriously affected

by human impacts [40, 41]. To be applicable to a large river basin, and to overcome

the implausible number of calculations caused by small grids and anamorphic

simulations caused by overly rough grids, the WEP-L modeling scheme adopts

calculation units of contour bands within sub-basins, in which terrain, river net-

work, vegetation, soil, and land use data are based on spatial information data on a

1 km grid [40, 41].

After the simulation is undertaken, many problems can still be found related to

the application of the distributed hydrological models [42, 43]. Some models are

too complicated to operate easily or too difficult to be modified, others are limited to

small basins because of the heavy burden of computation or data preparation. Three

disadvantages: (1) low modularization, (2) low generalization of pre-processing

programs, and (3) low automation, are possibly the key reasons for the limitations

described above for WEP-L. The AutoWEP modeling scheme was therefore devel-

oped with strong generalization and expandability, pre-processing modules were

improved, and an automatic parameter identification module was developed. This

section describes the main improvements and modeling approach developed for

AutoWEP, which can be used for inflow prediction.

To convert the WEP-L modeling method to one that can great simplify the

modeling and calibration processes, enable users to reduce repetitive steps in

building distributed hydrological models, upgrade the efficiency of modeling, and

reach an ideal simulation precision, a completely new modeling algorithm called
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AutoWEP was developed. This involved re-establishing coding structure, revising

input/output parameters, and pre-processing programs. New functions were added

including parameter sensitivity analysis and automatic calibration of parameters.

The main improvement in the Auto WEP algorithm is the addition of the “AUTO”

modules, which improves the modeling and calibration of the WEP modeling

method, making it more efficient. The Auto-WEP modeling process is shown in

Fig. 1.8.

For the AutoWEP algorithm, the modeling codes were rebuilt to be generalized

and expandable. Furthermore, several modeling modules were updated. The main

improvements of AutoWEP modeling method are summarized below.

Fortran 90 Is Used to Rebuild Modeling Codes

The development language of the AutoWEP algorithms is FORTRAN, generally

a computationally efficient language for scientific research. Fortran 77, with its

fixed coding form was used in the original WEP algorithm. However, such a

coding style is not necessarily the most suitable or consistent with long sub-

routines or functions, and static arrays, which reduces the readability of the
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Fig. 1.8 Modeling process of AutoWEP model
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original code. The AutoWEP algorithm uses Fortran 90 coding and a

modularization concept is used, which lays the foundations for algorithm expan-

sion and the addition of open source codes.

The WEP modeling array is defined in the approach of the static array; when it is

applied to different river basins, its codes must be recompiled. By introducing the

concept of a dynamic array, AutoWEP modeling becomes more generalized by

dynamically defining all arrays with external parameters. The concept of dynamic

arrays is also applied to pre-processing and parameter identification modules of

AutoWEP.

Input parameters to the WEP-L modeling routine have some redundancy,

resulting in the preparation of complicated parameter files when a new model is

built. By redesigning the data structure of parameter files for AutoWEP, data

redundancy in input parameter files is decreased to the greatest extent. In this

way, many AutoWEP input parameters can be automatically calculated.

Updated Pre-process Module

The pre-process module of WEP-L is essentially a manual exercise that makes the

modeling pre-process tedious and time- consuming. Auto-WEP aims to improve the

pre-processing module by making it easier to use, more practical, and functional.

To consider multiple watershed conditions, a generalized sub-basin delineation

method, the Pfafstetter coding system based General Sub-basin Delineation Method

(PGSDM) was developed [44, 45]. By introducing recursion algorithms to PGSDM,

a river network with any grade can be delineated, and the generalization of the

method is greatly improved [46].

Many manual tasks in the original modules concerning the spatial delineation of

the basin can be achieved with software. These include the analysis of adjacent

relationships and length scales between different sub-basins. These can be accom-

plished in plan view by a series of operations using common commercial programs

such as ArcGIS and Excel. These operations include conversion of raster data to

vectors, establishment of topological relationships, and analysis of adjacent rela-

tionships and polygon edge lengths through rasterized polygons. However, in the

pre- process module of AutoWEP, the analysis can be directly achieved by a newly

developed algorithm that greatly improves automation and decreases model build-

ing difficulties.

Development of a Module for Automatic Calibration of Parameters

Parameter identification in WEP-L is accomplished by a manual trial and error

method that is usually time-consuming and dependent on the experience of modeler

[41]. To decrease these problems, AutoWEP proposes a complete set of automatic

parameter optimization methods, including: (1) automatic parameter sensitivity
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analysis on the basis of the LH-OAT algorithm, and (2) automatic parameter

calibration on the basis of the SCE-UA algorithm.

In addition, to enhance the efficiency of automatic parameter calibration, the

concept of automatically delineated parameter partitioning is proposed. The rela-

tive relationship between various types of underlying surfaces in one partition will

not change during the calibration process; e.g., if the conductivity coefficient of

saturated soil needs to be calibrated for a parameter partition, the original default

parameter group (the value of each computational unit) will be multiplied by a

correction coefficient, and a new group of conductivity coefficients of saturated

soil can be obtained. Relative relationships between different sub-basin computa-

tional units in the parameter partition will remain, while the absolute value will

change. However, the assumption of the calibration is that the default parameter

ascertained from an underlying surface data could favorably reflect the difference

between model parameters on different types of underlying surfaces, whereas the

absolute value can be adjusted according to the specific situations of different river

basins.

AutoWEP is composed of a pre-processing module, a model calculation module,

and a parameter identification module. Pre-processing and parameter identification

modules include the following steps: (1) sub-basin spatial delineation, (2) model

parameter calculation, (3) spatial interpolation of meteorological data, (4) parameter

sensitivity analysis, and (5) automatic parameter optimization. The basic theory and

methods involved with AutoWEP are detailed below.

2.2.3 Technology to Derive Multi-Reservoir Operating Policy

At the present, the main technology to derive multi-reservoir operating rule can be

divided into three categories: (1) manual correction, (2) implicit stochastic optimi-

zation algorithm, (3) simulation model embedded into optimization model. The first

two kinds of methods have something in common that the reservoir operation rule is

obtained by trial calculation, mathematical statistics with a complex process, low

degree of automation and unsatisfactory optimization effectiveness. An efficient

approach to define an operating rule is by using optimization models in combination

with simulation models. A number of drawbacks of traditional methods such as

linear or non-linear programming, and dynamic programming are found out [47],

which arise from the complexity of modern simulation models in the form of,

e.g. nonlinearity, discontinuity, and discreteness. Such limitations have recently

been overcome by combining simulations with heuristic search procedures

(e.g. genetic and evolutionary algorithms) and advances in computational technol-

ogy. Several studies have demonstrated the efficiency of these methods in optimiz-

ing reservoir operation. Oliveira and Loucks [48] presented an approach to optimize

operating rules for multi-reservoir systems using genetic algorithms (GA). Chen

[47] successfully applied a real-coded GA in combination with a simulation model

to optimize rule curves of a major reservoir in Taiwan. Ngo et al. [49] proposed to

optimize control strategies for reservoir operation by applying a combination
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of simulation and optimization models approach adopting the shuffled complex

evolution (SCE) algorithm. Reddy and Kumar [50] presented a particle swarm

optimization based solution to a detailed operational model for short-term reservoir

operation for irrigation of multiple crops. The general framework of the simulation–

optimization model used in this paper to search for the optimal operating policy is

presented in Fig. 1.9.

2.3 Dualistic Hydrology Simulation and Regulation System
for Upper Reaches of Yangtze River

In the upper reaches of Yangtze River, many large reservoirs have been built or are

being constructed or planned. Three Gorges reservoir is one of the most important

reservoirs in upper reaches of Yangtze River, not only because of its huge capacity

but also its special location. Three Gorges reservoir locates at the boundary of upper

reaches of Yangtze River. The natural water cycle process after the regulation of the

multi-reservoir system presents obvious dualistic characteristics. For satisfying the

strategy requirement of sustainable utilization of water resources in Yangtze River

watershed, we develop a dualistic hydrology simulation and regulation system for

upper reaches of Yangtze River, which takes the dualistic hydrology simulation and

multi-reservoir system operation theory as the theoretical basis. As shown in

Input data

Application of reservoir
simulation model with operation

policies

Evaluation of objective function

Sopping criteria
satisfied?

Yes

NO

Optimal policy

Generation new
parameters set using

particle swarm
algorithm

The proposed
operation policy

Fig. 1.9 Framework to derive the proposed optimal operating rule
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Fig. 1.10, the system is devised from the perspective of multi-scale, multi-process

and multi-level for simulating and regulating water resources system of Yangtze

River upper reaches.

The dualistic hydrology simulation and water resources regulation problem of

upper reaches in Yangtze River need to carry out the research work from temporal

and spatial multi-scales. Not only the whole watershed but also some important and

specific study areas need to be studied respectively to analyze the hydrological

variation characteristics with scale change. As described in Fig. 1.11, the hydro-

logical time series of month scale, day scale and hour scale need to be modeled and

generated for the real time operation and plan operation of the multi-reservoir

system in upper reaches of Yangtze River.

For achieving the whole process and all element simulation of the water cycle,

the system needs to be able to model the water cycle and its accompanying process.

As shown in Fig. 1.12, the atmosphere process, the land surface process and

operation process all can be taken into consideration in the system. In details, the

atmosphere numerical simulation and forecast model includes global climate model

(GCM), weather research and forecasting model (GCM) and Mesa-scale model

5 (MM5). The distributed water cycle and its accompanying process simulation

model consists of distributed hydrological model EasyDHM, water pollution sim-

ulation model EasyWQ and hydrodynamic model EasyRiv. The multi-reservoir

multi-objective joint operation model is constitutive of joint simulation model,

multi-objective optimization model and real time operation model. The coupling

technology between the different process simulations is important for the multi-

process simulation of upper reaches of Yangtze River.

Fig. 1.10 Dualistic simulation and regulation system for upper reaches of Yangtze River
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Fig. 1.11 Multi-scale modeling technology for upper reaches of Yangtze River
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Fig. 1.12 Multi-process simulation of upper reaches of Yangtze River
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The joint operation model can be divided into two levels, real time operation and

plan operation, to satisfy the different operation requirement of multi-reservoir

system in upper reaches of Yangtze River. As described in Fig. 1.13, the plan

operation model is mainly used to analyze water resources evolution law, assess the

impact of multi-reservoir operation and determine the optimal policy of the multi-

reservoir system. The real time operation mainly serves for flood operation and

short time scale profiting operation, which needs the inflow prediction information.

The profiting operation refers to reservoir operation for the beneficial purpose such

as hydropower generation, water supply, navigation or some other purposes.

3 Operation Rule Curves for Multi-Reservoir Operation

In the past, reservoirs were constructed and managed individually. However, the

practical and environmental constraints require that individual reservoir operation

must transit to multi-reservoir, water resources systems approaches [51]. The

related research on the approaches to operate multi-reservoir has been carried out

widely, reviews of which are given by Yeh [12], Wurbs [13], Labadie [14], and

others. Oliveira and Loucks [48] used genetic search algorithms to derive multi-

reservoir operating policies, which defined both system release and individual

reservoir storage volume targets as functions of total storage in each of multiple

within-year periods. Similar to the work of Oliveira and Loucks [48], Nalbantis and

Koutsoyiannis [36] proposed parametric rule for planning and management of

multiple-reservoir system accounting for various system operating goals.

Flood prediction Flood operation Profiting operation

Real time operation

Water resources evolution law and tendency analysis

Plan operation

Impact assessment of multi -reservoir operation

Optimal policy determination of multi-reservoir

Fig. 1.13 Multi-level operation of multi-reservoir system in upper reaches of Yangtze River
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Parametric rule uses a handful of control variables, valid through the entire control

period, to distribute the system storage target into each member reservoir and

calculate their water release. In contrast to most common methods used in optimal

control of reservoir system requiring a large number of control variables, it can

make a radical reduction of the number of control variables without yielding

inferior solutions [35]. However, parametric rule employs the SOP to determine

releases as much as demand if there is enough water in the multi-reservoir system.

That may result in single periods of severe short supply during periods such as

prolonged droughts, other extreme weather conditions, and sudden changes in

water demand patterns.

3.1 Equivalent Reservoir Rule Curves

In this section, an operating policy is proposed for water-supply multi-reservoir by

combining parametric rule with the hedging rule to avoid severe short supply. This

operating policy includes two steps. First, the amount of water from the multi-

reservoir system released for each water user is specified according to the hedging

rule. In this study, the hedging rule uses the beginning-of-period storage of equiv-

alent reservoir as a trigger to start hedging for the system common water demand.

For the local water demand that can be only satisfied by some specific member

reservoir, it employs the beginning-of-period storage of the corresponding member

reservoir as a trigger. Second, parametric rule is employed to determine the release

from each member reservoir, which should satisfy the requirement of water supply

by the hedging rule. Particle swarm optimization algorithm (PSO) in combination

with a simulation model is used to optimize the parameters in the proposed

operating rule, which include the hedging rule curves and parameters in parametric

rule. Finally, the Guanyinge, Shenwo and Tanghe (G-S-T) multi-reservoir system

located at Taize River basin in China is taken as a case study to present the change

of water shortage characteristics reproduced by the proposed operating rule.

The operation results show that decision variables to be optimized in the

proposed operating policy not only make a significant reduction compared to

traditional operating rules, but severe short supply during droughts can be also

controlled effectively.

Operating policies for multi-reservoir systems must specify not only the total

release from the system but also the amounts, if any, to be released from each

reservoir [48]. For the proposed operating rule, the hedging rule can specify the

total release from the system according to the existing storage volume in the multi-

reservoir system during each period and parametric rule is used to determine the

amounts to be released from each member reservoir, which sums to the total release

specified by the hedging rule.
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3.1.1 The Hedging Rule

Droughts are considered as a normal part of climate and their occurrences are

inevitable [52]. Hence, drought-induced water shortages should be paid more

attention to. The hedging rule for reservoir management is just one measure to

mitigate drought-related impacts.

The hedging rule for reservoir operations has been studied in different ways. For

example, Srinivasan and Philipose [53] used hedging parameters to construct the

hedging rule and evaluated the effects on the reservoir performance indicators. Shih

and ReVelle [54, 55] determined the trigger value for a continuous hedging rule and

then for a discrete hedging rule. Neelakantan and Pundarikanthan [34] presented a

simulation–optimization methodology using neural network and multiple hedging

rules to improve reservoir operation performance. And Tu et al. [56] considered a

set of rule curves that are a function of the current storage level to trigger hedging

for a multi-purpose multi-reservoir system.

The hedging rule used in this section consists of hedging rule curves and rationing

factors for each water demand. Details of the hedging rule curves and its

corresponding water-supply operating rule are illustrated in Fig. 1.14 and Table 1.1.

In previous works [56, 57] on hedging rule curves, all planned water demands are

Fig. 1.14 Hedging rule curves based on reservoir storage
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met at the same level and are rationed at the same time when drought occurs.

For single purpose of water-supply operation, the water demand can be divided

into various categories, such as irrigation, industry and municipal life. It should be

noted that, in practice, different kind of water demand requires different water

supply reliability and different degree of hedging. In this study, different hedging

rule curves and rationing factors are assigned to different kinds of water demand.

When drought occurs, different type of water demand owns different priority

without rationing. In general, the water demand with lower priority should be

rationed first and the degree of its hedging is also ought to be larger than the one

of water demand with higher priority. It can be achieved through the proposed

hedging rule curves in this section. Rationing factors are important parameters in

the hedging rule to control the degree of hedging when drought happens. The value

of rationing factors can be either obtained by optimization or determined empirically

according to the experts’ knowledge.

For the multi-reservoir operation, the water demand can be divided into local

water demand, which can be only satisfied by some specific member reservoir, and

common water demand, which can be satisfied by any reservoir in the system. The

water supply for common water demand is related directly to the total water storage

in the whole multi-reservoir system and the water supply for local water demand is

only related to the water storage of the specific reservoir. In this study, an equivalent

reservoir is developed to represent the multi-reservoir system and the beginning-of-

period storage of equivalent reservoir is used as a trigger to start hedging for water

supply of the common demand. A simplified equivalent reservoir representation of

a multi-reservoir hydroelectric system is first proposed by Arvanitidis and Rosing

[58] and the validity of this method for modeling multi-reservoir hydroelectric

system optimal operation is investigated by Brandão [59]. For water-supply multi-

reservoir, Robert et al. [1] proposed the concept of equivalent reservoir in the name

of a fictitious system. Different from common water demand, the hedging rule

curve devised for local water demand is based on the water storage of specific

member reservoir. In summary, the desired releases for common or local water

demand is a function of existing storage volumes in equivalent reservoir or specific

member reservoir, the time of year, and water demand. And this function relation-

ship is expressed in the form of hedging rule curves.

Table 1.1 Water-supply operating rule implied by hedging rule curves

Reservoir storage

Water supply for each demand

For demand 1 (D1) For demand 2 (D2)

Zone 1 D1 D2

Zone 2 D1 α2*D2
Zone 3 α1*D1 α2*D2
Rationing factor α1 α2
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3.1.2 Parametric Rule to Determine the Reservoir Release

The hedging rule is aimed at determining how much water to provide for each

demand. However, what amount of water release from each reservoir to satisfy

them, especially for common water demand, has been still unknown. In this section,

parametric rule proposed by Nalbantis and Koutsoyiannis [36] is modified to

determine the amount of water release from each member reservoir at any period.

Parametric rule roughly consists of three computational stages: (1) distributing

the system target storage into each reservoir of the system; (2) correcting the target

storage of each reservoir so that physical constraints are not violated; (3) calculating

the real storage and the release of each reservoir.

The system target storage ST
tþ1 for a certain period is obtained through the

continuity equation of equivalent reservoir by

ST
tþ1 ¼ ST

t þ I Tt � RT
t � SU T

t � LT
t ð1:1Þ

where STt is beginning-of-period storage of equivalent reservoir at the stage t; ITt is

stream inflows into equivalent reservoir at the stage t; RT
t is equivalent reservoir

release for all water demand at the stage t; SUT
t is water spills of equivalent

reservoir, but not include water spills from the upstream reservoir of the physical

multi-reservoir system in series to the downstream reservoir; LTt is water losses of

equivalent reservoir because of evaporation and seepage. Just like physical indi-

vidual reservoir, equivalent reservoir has its own storage capacity ranging from full

storage to dead storage. The full or dead storage of equivalent reservoir equals to

sum of the ones of each individual reservoir. In Eq. (1.1), the water balance terms of

equivalent reservoir including STt , I
T
t , and LTt are also sum of the ones of each

individual reservoir in the system, which all can be calculated or estimated in some

manner. Due to the adoption of the SOP by parametric rule, RT
t equals to the sum of

all demand only if there is water in the equivalent reservoir. In the modified

parametric rule, RT
t is obtained according to the proposed hedging rule curves.

When there is not enough water in equivalent reservoir or specific member reser-

voir, water demand will be rationed and RT
t will be less than demand to avoid future

severe water shortage. In this step, SUT
t is first set to zero and may be adjusted in

later steps.

In Eq. (1.1), the water balance terms of equivalent reservoir, except for ST
tþ1, all

can be obtained in some methods. So the system target storage ST
tþ1 can be got

by Eq. (1.1). After that, the target storage S i
tþ1 of individual reservoir i at the stage

tþ 1 can be yielded by Eq. (1.2).

Si
tþ1 ¼ ai j � ST

tþ1 þ bi j i ¼ 1, 2 . . .m, j ¼ 1, 2 . . . n ð1:2Þ

where i, j denote, respectively, the ordinal numbers of the individual reservoir in the

system and divided stages within a year; m and n correspond to the total number of
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individual reservoirs in the system and divided stages within a water year, in

Eq. (1.2) or other equations. Both aij and bij are parameters in parametric rule to

be optimized. For each individual reservoir, there is a similar water balance

equation (1.3) to equation (1.1). The role of Eq. (1.3) is to determine each specific

release from individual reservoir, whose sum equals to RT
t in Eq. (1.1).

Si
tþ1 ¼ Si

t þ I it � Ri
t � Li

t i ¼ 1, 2 . . .m ð1:3Þ

Because the sum of target storages of all the individual reservoirs equals to the

target storage of equivalent reservoir, i.e. (1.4), the parameters of aij, bij in Eq. (1.2)
are subject to Eqs. (1.5) and (1.6).

ST
tþ1 ¼

Xn
i¼1

Si
tþ1 i ¼ 1, 2 . . .m ð1:4Þ

1 ¼
Xm
i¼1

aij i ¼ 1, 2 . . .m, j ¼ 1, 2 . . . n ð1:5Þ

0 ¼
Xm
i¼1

bi j i ¼ 1, 2 . . .m, j ¼ 1, 2 . . . n ð1:6Þ

For the individual reservoir with water-supply task for local water demand, its

release is not allowed to be less than Ri
t�min, which is reservoir release for local

demand according to the hedging rule. This requires the target storage distributed to

this kind of reservoir by Eq. (1.2) not to be larger than Si
max tþ1ð Þ, which is given

by Eq. (1.7).

Si
max tþ1ð Þ ¼ Si

t þ I it � R i
t�min � Li

t i ¼ 1, 2 . . .m ð1:7Þ

As is noted, the target storage distributed to each individual reservoir must

satisfy physical constraints, which can not fall down below dead storage nor exceed

individual reservoir storage capacity, i.e. Eq. (1.8). When calculating water spills

from equivalent reservoir, SUT
t is first set to zero. If obtained ST

tþ1 in Eq. (1.1) is

larger than sum of the minimum between Simax and Si
max tþ1ð Þ, SU

T
t is given by

Eq. (1.9). Otherwise, SUT
t equals to zero.

Si
min � Si

tþ1 � min Si
max; S

i
max tþ1ð Þ

� �
i ¼ 1, 2 . . .m ð1:8Þ

SU T
t ¼ ST

tþ1 �
Xm
i¼1

min Si
max; S

i
max tþ1ð Þ

� �
i ¼ 1, 2 . . .m ð1:9Þ

Once the parameters of aij, bij have been determined by optimization, they get

the same value for the fixed stage in each year. This makes distributed target storage
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to each individual reservoir will not always satisfy the physical constraints during a

long operating horizon. To correct this inconsistency, an iteration equation is

introduced by Nalbantis and Koutsoyiannis [36]. If the water amount stored in

the equivalent reservoir stays between its minimum and maximum storage capacity,

the target storage distributed to each individual reservoir is ought to satisfy their

physical constraints after the iteration equation is supplemented.

3.2 Two-Dimension (2D) Rule Curves
for Dual-Reservoir System

3.2.1 The Function of 2D Rule Curves

For multi-reservoir water-supply joint operation, the water supply decision should

be made according to the storage state of the multi-reservoir system rather the

member reservoir. For full consideration of the system storage, we devise on type of

rule form for the two reservoir system of water supply with one piece of water

demand, which is named as two dimension reservoir rule curves. As shown in

Fig. 1.15, two dimension reservoir rule curves have two coordinate axes, which

stand for each reservoir water storage respectively. As is noted, the symbols max1
and max2 represent the storage capacity of reservoir 1 and reservoir 2. The lines x1
and y1 are the hedging rule curves based on the storage of reservoir 1 and reser-

voir 2. For one dimension reservoir rule curve, the water supply will be hedged if

the reservoir storage falls down below the hedging rule curve. The lines x2 and y2
are the rule curves for increasing water supply based on the storage of reservoir

1 and reservoir 2. For one dimension reservoir rule curve, the water supply will be

increased more than water demand if the reservoir storage is higher the hedging rule

curve.

Different from one dimension reservoir rule curves, the water supply decision is

made for two dimension reservoir rule curves based on the relationship between the

two reservoir storage combination and reservoir operation zones. In Fig. 1.15, the

hedging rule curves x1, y1 and the rule curves for increasing water supply y2, y2
divide the big square of reservoir capacity into nine zones, which include 3 hedging

zones, 3 normal zones and 3 increment zones. The water supply rules of hedging

zones and increment zones are the same as the ones mentioned above in one

dimension rule curves. The water supply is equals to water demand if the combi-

nation point of two reservoir storage locates in the normal zone. Figure 1.15 just

presents the two dimension rule curves for one operation period in each year. For

different operation periods, the hedging rule curves may have different positions. In

summary, the two dimension reservoir rule curves give one rule form of water

supply for two reservoir system with the advantage of considering the system

storage together. For practical application, the two dimension reservoir rule curves

should be used combined with one type of allocation rule for the system water

supply task distribution between member reservoirs.
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3.2.2 2D Rule Curves with Variable Allocation Ratios

The 2D rule curves shown in Fig. 1.15 are designed for the dualistic reservoir

system with one piece of water demand, which has hedging zone, normal zone and

increment zone. Based on the previous work, we propose another type of 2D rule

curves for the dualistic reservoir system with two pieces of water demand, as

described in Fig. 1.16, which also has the hedging zone and the normal zone but

without the increment zone. For this type of 2D rule curves, the water demand 1 has

lower water supply priority than the water demand 2. Therefore, the water demand

1 will be first hedged if there is not enough water in the reservoir system. According

to the storage of the reservoir system, the water supply policy for the water demand

1 and 2 can be divided into three categories: no hedging, only the demand 1 hedging,

both the demand 1 and 2 hedging. The three kinds of water supply decision are

corresponding to the first part of Fig. 1.16.

For serving practical operation of dualistic reservoir system, the concept of

variable allocation ratios is devised for optimal allocation of system common

water supply task between each reservoir. Just like the second and the third part

in Fig. 1.16, the allocation ratio in each square is constant at each operation period.

The allocation ratios y and z are respectively for reservoir one and reservoir two.
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Fig. 1.15 Two dimension reservoir rule curves for dual-reservoir system
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The sum of ratio y and ratio z at the same square equals to 1, which can be taken as

the constraints as the optimization model. And the allocation ratios are often

determined through the optimization algorithms.

The method of employing the 2D reservoir rule curves with variable allocation

ratios for reservoir system operation can be summarized as two steps: First, the

system manager decides how much water to provide for the system common water

supply task according to 2D rule curves. Second, the common water supply task can

be distributed between the specific member reservoirs, referring to the variable

allocation ratios, to make sure the amount of each reservoir water release. The

detailed application of 2D reservoir rule curves with variable allocation ratios will

be analyzed through the following case study.

3.2.3 The Optimization Model and Result Analysis for 2D Rule Curves

In order to verify the effectiveness of 2D rule curves with variable allocation ratios,

we take the dualistic water supply reservoir in Northeast China as a case study to

analyze the operation results. The dualistic reservoir system consists of reservoir A

and reservoir B in parallel, as illustrated in Fig. 1.17, which need to provide water

supply together for downstream agriculture and industry. In addition to the common

water supply task, each reservoir needs to release water to guarantee the environ-

mental flow downstream. The flood season lasts from July to August in the study

area. The capacities of reservoir A and B are 13218.9 ten thousands m3 and

7345.5 ten thousands m3. Reservoir inflow data and water demand data are

shown in Figs. 1.18 and 1.19.

For optimal operation of dualistic reservoir system, we develop the optimization

model to determine the optimal 2D rule curves and allocation ratios. The risk

indexes of water supply reliability REL and resiliency coefficient RES are employed
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Fig. 1.16 Two dimension reservoir rule curves with variable allocation ratios
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to evaluate the water supply disk. The analytical hierarchy process (AHP) is used to

transform many indexes of different water users into one comprehensive index R.
The optimization objective is to maximize the water supply reliability and resil-

iency as described in Eq. (1.10).

maxR ¼ windu ω1RELindu þ ω2 RESinduð Þ
þ wagri ω1 RELagri þ ω2RESagri

� � ð1:10Þ

A

Environmen-
tal flow

Industry and
agriculture water

demand

B

Environmen-
tal flow

Fig. 1.17 One dualistic

reservoir system in

Northeast China

Fig. 1.18 Reservoir monthly average inflow

32 H. Wang et al.



where RELindu and RELagri are the water supply reliability for industry and agri-

culture water demand, RESindu and RESagri are the water supply resiliency coeffi-

cient for industry and agriculture water demand. ω1 and ω2 are the weighting factors

between different water supply risk indexes, windu and wagri are the weighting

factors between industry and agriculture.

The constraints of the optimization model include the water balance equation,

reservoir storage capacity, hedging factor requirement and hedging rule curve

position requirement. The optimization model is solved using the SCE algorithm

based on the simulation model combined with optimization algorithm.

The optimal solution of the model consists of 2D reservoir rule curves with

variable allocation ratios at each operation period in Fig. 1.20 and the allocation

ratios for reservoir A and reservoir B in Table 1.2. The simulation model takes

1month as a time step and one piece of 2D reservoir rule curves is used for 2months.

In Fig. 1.20, demand 1 and demand 2 are corresponding to agriculture and industry

water demand. From January to December, the rule zones of 2D reservoir rule curves

present some interesting variation. Shortly, the hedging zones in drought season are

larger than the ones in flood season, which can be illustrated from the perspective of

reservoir inflow changes. During flood season, the reservoir storage approaches full

state and there is not necessary to restrict water supply. During drought season, there

is not enough water stored in reservoir system and increasing hedging chance can

avoid the catastrophic water shortage in the future.

The allocation ratios for reservoir A and reservoir B are listed in Table 1.2. Due

to the larger capacity and more inflows, the allocation ratios of reservoir A are

Fig. 1.19 Monthly average water demand

1 Multi-Reservoir System Operation 33



larger than the ones of reservoir B. That means reservoir A afford more water

supply task than reservoir B.

For verifying the effectiveness of 2D rule curves with variable allocation vari-

ables, we also adopt dynamic programming, 2D rule curves with fixed allocation

variables and 2D rule curves with compensation regulation rule to simulate the

water supply process and compute the risk indexes. The water supply results

derived by different allocation rule are shown in Table 1.3. The water supply results

derived by 2D rule curves with variable allocation variables are closer to the one

derived by dynamic programming and better than the ones by 2D rule curves with

fixed allocation variables and 2D rule curves with compensation regulation rule.
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Fig. 1.20 2D reservoir rule curves with variable allocation ratios at each operation period

Table 1.2 Allocation ratios for reservoir A and reservoir B

Reservoir A y1 y2 y3 y4 y5 y6 y7 y8 y9
0.52 0.61 0.63 0.54 0.64 0.67 0.57 0.69 0.71

Reservoir B z1 z2 z3 z4 z5 z6 z7 z8 z9
0.48 0.39 0.37 0.46 0.36 0.33 0.43 0.31 0.29
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3.3 Rule Curve Decision Variable Settings and Expression

The rule curve decision variable settings and expression methods can be summa-

rized into two categories: (1) reservoir rule curves with one-dimension variables

and (2) reservoir rule curves with two-dimension variables. For the first method, the

rule curves is expressed using the reservoir water level or water storage at different

operation periods in each year as shown in Fig. 1.21. In other words, the points at

each rule curve cannot be moved on the horizon and can be only moved vertically.

So the decision variables of the first method are one-dimension.

The first method has its own advantages and disadvantages. For example, the

optimization model is simple and easy to build and solve. However, this method

needs superabundant decision variables and the rule curves produced by this

Fig. 1.21 Reservoir rule curves with one-dimension variable

Table 1.3 Risk indexes induced by different allocation methods for common water task

Allocation methods for common water

task

Industry and

agriculture Industry Agriculture

R REL RES REL RES

Dynamic programming 0.92 0.99 1.00 0.84 0.68

Variable allocation methods 0.88 0.97 0.88 0.81 0.59

Fixed allocation methods 0.85 0.95 0.83 0.76 0.56

Compensation regulation 0.87 0.96 0.87 0.79 0.58
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method fluctuate significantly, which make the rule curves cannot be put into

practices directly and restrict the effectiveness of the reservoir operating policy.

For reducing the decision variable numbers, the reservoir water level at different

operation periods are expressed using one variable just like Fig. 1.20. In this way,

we need to make sure what periods can be aggregated, because the aggregation

pattern may influence the operation results.

Based on the disadvantage of the rule curves with one dimension variables, the

rule curves with two dimension variables are proposed as illustrated in Fig. 1.22.

The two dimension variables means that the control point at the rule curves is

determined by the reservoir water level and the time. For this method, the control

points can be moved along in the horizon and vertical direction, whose location can

be expressed with a combination of time and water level variables.

The second approach is able to greatly reduce the number of decision variables

and decreases the optimization scale, but it increases the dimension of decision

variables because the one-dimensional variables of water level is converted to

two-dimensional variables in the form of a combination of time and water level.

The two dimension variable settings makes feasible region of the optimization

problem narrower and improve the search difficulty of optimal solution.

The advantage of this method is also obvious, e.g., fewer variables and the

produced rule curves without the necessity of correction, which provides a basis for

improving optimization model efficiency and finding global optimal solution.

Therefore, as long as the search difficulty of optimal solution is solved, efficiency

and effectiveness of operation chart optimization may be improved. Another

problem worthy of noting is avoiding the crossover between the different rule

curves. For dealing with the crossover problem of rule curves, the method with

two dimension variables is much more difficulty than the method with one dimen-

sion variables.
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Fig. 1.22 Reservoir rule curves with two-dimension variable
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4 Multi-Objective Optimization Operation
of Multi-Reservoir System

The operation of multi-reservoir system presents a large variety of multi-objective

optimization problems (MOOPs) that require powerful optimization tools to fully

characterize the existing trade-offs. Because the traditional optimization methods

use a point-by-point search approach and their outcome is a single optimal solution

[60], they are not appropriate to solve MOOPs. Recently, evolutionary algorithms

(EAs) and swarm intelligence techniques are becoming increasingly popular for

solving MOOPs. Their population-based stochastic search techniques are more

appropriate to solve MOOPs [61].

4.1 Mathematic Expression of Multi-Objective Function

Multi-reservoir joint operation can alter the temporal and spatial distribution of

water resources, which drives the economy-society system development and influ-

ences the evolution of ecology and environment system. Corresponding to the four

attributes “economic, social, ecological, environmental” of water resources, multi-

reservoir joint operation has seven big objectives “flood control, water supply,

hydropower generation, navigation, ecology, sediment and environment”.

4.1.1 The Operation Objective for Flood Control

The operation objective for flood control includes minimizing the over stander rate

of reservoir downstream flow, minimizing the over stander rate of reservoir down-

stream water level, and minimizing the reservoir highest flood level. The operation

objective for flood control can be expressed mathematically as the following:

(1) Minimizing the over stander rate of reservoir downstream flow

min flood1ð Þ ¼
Xm

t¼1
1$ Qt > Qstd, flood

� �
m

ð1:11Þ

where Qstd, flood is the reservoir downstream standard flow for the downstream

protect objective; Qt is the reservoir downstream flow at the location of protect

objective; 1$(Qt>Qstd, flood) means if Qt>Qstd, flood, the count of number is

equals to 1; else the count of number is equals to 0.
Xm

t¼1
1$ Qt > Qstd, flood

� �
is

the total periods of the reservoir downstream flow at the location of protect
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objective over the reservoir downstream standard flow. Flood1 is the over

stander rate of reservoir downstream flow.

(2) Minimizing the over stander rate of reservoir downstream water level

min flood2ð Þ ¼
Xm

t¼1
1$ Zt > Zstd, flood

� �
m

ð1:12Þ

where Zstd, flood is the reservoir downstream standard water level for the

downstream protect objective; Zt is the reservoir downstream water level at

the location of protect objective; 1$(Zt>Zstd, flood) means if Zt>Zstd, flood, the

count of number is equals to 1; else the count of number is equals to 0.Xm

t¼1
1$ Zt > Zstd, floodð Þ is the total periods of the reservoir downstream

water level at the location of protect objective over the reservoir down-

stream standard water level. Flood2 is the over stander rate of reservoir

downstream water level.

(3) Minimizing the reservoir highest flood level

min flood3ð Þ ¼ max Ztð Þ ð1:13Þ

where Zt is the reservoir water level at the flood season, Flood3 is the reservoir

highest flood level.

4.1.2 The Operation Objective for Water Supply

The operation objective for water supply consists of maximizing the water supply

amount at the drought season and minimizing the reduction of reservoir outflow

into the river after the flood season.

(1) Maximizing the water supply amount at the drought season

max WSup1ð Þ ¼
X

t2drought season
Qt∗t ð1:14Þ

where Qt is the water supply amount at the period t in the drought season,

WSup1 is the total water supply amount at the drought season.

(2) Minimizing the reduction of reservoir outflow into the river after the flood

season

min WSup2ð Þ ¼ max Qn � Qt ð1:15Þ

where Qt is the reservoir outflow into the river after the flood season, Qn is the

river natural flow after the flood season, WSup2 is the reduction of reservoir

outflow into the river after the flood season.
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4.1.3 The Operation Objective for Hydropower Generation

The operation objective for hydropower generation mainly consists of maximizing

the hydropower generation amount and maximizing the reliability of hydropower

generation, which can be expressed mathematically as the following:

(1) Maximizing the hydropower generation amount

max EPow1ð Þ ¼
Xm
t¼1

Nt∗t ð1:16Þ

where Nt is the hydropower generated output, EPow1 is the total hydropower

generation amount at the total operation period.

(2) Maximizing the reliability of hydropower generation

max EPow2ð Þ ¼

Xm
t¼1

1$ Nt > Npro

� �
m

ð1:17Þ

where Npro is the hydropower generation guarantee output at the stage t, Nt is

the actual hydropower generation at the stage t, 1$(Nt>Nstd, flood) means if

Nt>Nstd, flood, the count of number is equals to 1; else the count of number is

equals to 0.
Xm

t¼1
1$ Nt > Npro

� �
is the total periods of the actual hydropower

generation over he hydropower generation guarantee output, EPow2 is the

reliability of hydropower generation.

4.1.4 The Operation Objective for Navigation

The operation objective for navigation includes two main objectives: maximizing

the reliability of flow for navigation and maximizing the reliability of water depth

for navigation. They can be expressed mathematically as the followings:

(1) Maximizing the reliability of flow for navigation

max Navi1ð Þ ¼

Xm
t¼1

1$ Qt > Qpro, navi

� �
m

ð1:18Þ

where Qpro, navi is the river flow required for the navigation purpose at the

stage t, Qt is the river actual flow at the stage t, 1$(Qt>Qpro, navi) means if

Qt>Qpro, navi, the count of number is equals to 1; else the count of number is

equals to 0.
Xm

t¼1
1$ Qt > Qpro,navi

� �
is the total periods of the actual river flow
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over the river flow required for the navigation purpose, Navi1 is the reliability

of flow for navigation.

(2) Maximizing the reliability of water depth for navigation

max Navi2ð Þ ¼

Xm
t¼1

1$ Ht > Hpro, navi

� �
m

ð1:19Þ

where Hpro, navi is the river water depth required for the navigation purpose at

the stage t, Ht is the river actual water depth at the stage t, 1$(Ht>Hpro, navi)

means if Ht>Hpro, navi, the count of number is equals to 1; else the count of

number is equals to 0.
Xm

t¼1
1$ Ht > Hpro,navi

� �
is the total periods of the actual

river water depth over the river water depth required for the navigation purpose,

Navi2 is the reliability of water depth for navigation.

4.1.5 The Operation Objective for Ecology

The operation objective for ecology is composed of two main objectives: maximiz-

ing the reliability of suitable flow for ecology and maximizing the reliability of

minimum flow for ecology. They can be expressed mathematically as the

followings:

(1) Maximizing the reliability of suitable flow for ecology

max Eco1ð Þ ¼

Xm
t¼1

1$ Qt > Qpro, eco

� �
m

ð1:20Þ

where Qpro, eco is the river flow to satisfy the suitable ecology flow requirement

at the stage t, Qt is the river actual flow at the stage t, 1$(Qt>Qpro, eco) means if

Qt>Qpro, eco, the count of number is equals to 1; else the count of number is

equals to 0.
Xm

t¼1
1$ Qt > Qpro,eco

� �
is the total periods of the actual river flow

over the river flow required for suitable ecology, Eco1 is the reliability of

suitable flow for ecology.

(2) Maximizing the reliability of minimum flow for ecology

max Eco2ð Þ ¼

Xm
t¼1

1$ Qt > Qmin, eco

� �
m

ð1:21Þ

where Qmin, eco is the river flow to satisfy the minimum ecology flow require-

ment at the stage t, Qt is the river actual flow at the stage t, 1$(Qt>Qmin, eco)

means if Qt>Qmin, eco, the count of number is equals to 1; else the count of
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number is equals to 0.
Xm

t¼1
1$ Qt > Qmin,eco

� �
is the total periods of the actual

river flow over the minimum ecology flow requirement, Eco2 is the reliability

of minimum flow for ecology.

4.1.6 The Operation Objective for Sediment

The operation objective for sediment is mainly to satisfy the sediment discharge

rate requirement. It can be expressed mathematically as the followings:

max Sed1ð Þ ¼ Sedout

Sedin
ð1:22Þ

where Sedin is the sediment amount into the reservoir at the stage t, Sedout is the

sediment amount out of the reservoir at the stage t; Sed1 is the sediment

discharge rate.

4.1.7 The Operation Objective for Environment

The operation objective for environment is composed of two main objectives:

maximizing the achievement ratio of water quality and minimizing the eutrophia

rate, which can be expressed mathematically respectively as the followings:

(1) Maximizing the achievement ratio of water quality

max WQ1ð Þ ¼

Xm
t¼1

1$ WQt < WQstd, wq

� �
m

ð1:23Þ

where WQstd, wq is water quality standard for some indexes, WQt is water

quality index at the stage t, 1$(WQt>WQstd, wq) means if WQt>WQstd, wq, the

count of number is equals to 1; else the count of number is equals to 0.Xm

t¼1
1$ WQt < WQstd, wq

� �
is the total periods of water quality satisfies the

water quality standard, WQ1 is the achievement ratio of water quality.

(2) Minimizing the eutrophia rate

max WQ2ð Þ ¼

Xm
t¼1

1$ WEutrot > WEutrostd, wq
� �

m
ð1:24Þ

where WEutrostd,wq is the eutrophia standard, WEutrot is the eutrophia index at

the stage t, 1$(WEutrot>WEutrostd,wq) means if WEutrot>WEutrostd,wq, the

1 Multi-Reservoir System Operation 41



count of number is equals to 1; else the count of number is equals to 0.Xm

t¼1
1$ WEutrot > WEutrostd, wq
� �

is the total periods of the water eutrophic

level over the eutrophia standard, WQ2 is the eutrophia rate.

4.2 Multi-Objective Optimization Algorithm

As a novel member of the family of swarm intelligence techniques, particle swarm

optimization (PSO) has been widely extended to solve MOOPs [62–65]. The

non-dominated sorting particle swarm optimization (NSPSO) algorithm [65] is

one kind of multi-objective PSO algorithms (MOPSO), which combines single-

objective PSO with the operations of comparison and sort based on non-

domination.

For avoiding premature convergence of the NSPSO, an improved NSPSO algo-

rithm (I-NSPSO) is developed by incorporating the multi-population mechanism

into the NSPSO algorithm in this study. In order to investigate the algorithm

effectiveness, two benchmark test problems are adopted to compare the I-NSPSO

with the standard NSPSO. The I-NSPSO is also employed to optimize the proposed

operating policy for themulti-reservoir system located at Taize River basin in China.

PSO algorithm [66] is one of the newest techniques within the family of EAs. As

a population-based search algorithm, PSO uses the local and global search capa-

bilities to find solutions of better quality based on the simulation of the social

behavior of birds within a flock. Due to the simplicity and good efficiency that the

algorithm presents for single-objective optimization, PSO has been widely

extended to solve MOOPs [67]. The NSPSO, one of typical pareto-based

approaches, is proposed by some researchers and its good performance for solving

MOOPs has also been demonstrated [65].

Inspired by the algorithm of Shuffled Complex Evolution (SCE) [68], the idea of

multi-population is adopted by many researchers to elevate the ability of EAs in

finding the global optimum and avoiding premature convergence. For example,

Chen and Chang [69] applied a real-coded multi-population genetic algorithm

(GA) to multi-reservoir operation. Jalali et al. [70] proposed a special version of

multi-colony algorithm to minimize the possibility of losing global optimum

domain. Jiang et al. [71] presented an improved particle swarm optimization

(IPSO), which owns several sub-swarms.

Based on the previous work, an improved NSPSO algorithm (I-NSPSO) is

presented here by incorporating the multi-population mechanism into the NSPSO

to improve its ability in finding the optimal trade-off curves or surfaces for MOOPs.

The computational procedures of the I-NSPSO are illustrated below:

Step 1: Generate an initial population population size ¼ Nð Þ and velocity for each

individual (agent or particle) in a feasible space; set the maximum speed Vmax
i

(Vmax
i ¼ its upper bound minus lower bound) for variables; determine the value of

the inertia weight factor ω, the weighting factors c1 and c2. And get the initial multi-
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objective values for each particle, the initial particles are taken as the pbest
temporarily.

Step 2: Sort the population based on the non-dominated and crowding distance

ranking, save L non-dominated solutions as gbest in one external archive.

Step 3: Partition the main swarm A into p sub-swarms A1,A2, � � �A p
� �

, based one

objective vector in order of increasing function value, each containing M points

N ¼ p �Mð Þ, such that: Ak ¼ Xk
j , f

k
j

��Xk
j ¼ Xkþ p� j�1ð Þ, f kj ¼ f kþ p� j�1ð Þ, j ¼

n
1, . . . ,mg, k ¼ 1, . . . p. The non-dominated solutions in the external archive as

gbest are also divided into p parts for each sub-swarm.

Step 4: Evolve each sub-swarm Ak separately using the standard PSO. Select one

solution randomly from the external archive gbest of sub-swarm Ak as the global

best one for updating particles. Determine the pbest for each agent: if the new

individual dominates the previous one, replace the pbest with the current individ-

ual; if the new individual is dominated by the previous one, keep the previous one as

the pbest; if both of them are incomparable, choose one of them as the pbest
randomly. Update and save Q non-dominated solutions as sub-swarm gbest in its

internal archive Q ¼ L=Pð Þ.
Step 5: When update each sub-swarm up to the maximum iteration time, shuffle all

the sub-swarms and their non-dominated solutions to obtain one new main swarm

and L new non-dominated solutions.

Step 6: Combine the offspring and parent population of the global best individual to

form extended population of 2L. Compare the extended population based on the

non-dominated and crowding distance ranking. Fill the new population of size

L into the external archive gbest.

Step 7: Check the stopping criteria. If the stopping criteria are satisfied, stop.

Otherwise, return to step 3.

The constraint handling mechanism proposed by Deb et al. [72] is adopted in this

study. In this approach, a solution i is said to be a constrained-dominate solution j if
any of the following conditions hold good: ① solution i is feasible and solution j is
not, ② both solution i and solution j are infeasible, but solution i has a smaller

overall constraint violation, ③ both solution i and solution j are feasible, but

solution i dominates solution j.
In order to verify the efficiency of the I-NSPSO, two benchmark functions are

performed, which were proposed by Deb [73] and used by Reddy and Kumar [61].

The objective functions, variable bounds and constraints of the test problems are

summarized in Table 1.4. To evaluate the performance of the I-NSPSO, the

standard NSPSO algorithm is employed to optimize the two benchmark functions

for comparison. For the two algorithms, the parameter ω is decreasing from 0.9 to

0.4 linearly with the sub-swarm iteration times. The weighting factors c1 and c2
both equal 2.0. In the I-NSPSO algorithm, the number of sub-swarms p is 4 and the
number of non-dominated solutions in the main-swarm external archive L is
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40, which illustrate the number of the non-dominated solutions in the sub-swarm

internal archive Q is 10. The population size (N ) of the main swarm is 200 and the

one of each sub-swarm is 50. The parameters in NSPSO algorithm have the same

value as the ones of the main swarm in the I-NSPSO algorithm.

For the MOOPs, both of them are very important to guarantee the convergence to

the Pareto optimal set and to maintain the diversity of solutions. Table 1.5 presents

the best, worst, mean and variance values of the two performance metrics (SC and

SP) obtained from 25 independent runs using the I-NSPSO and the NSPSO algo-

rithms. The set coveragemetric SC (A, B) provides ameasure of howmany solutions

of B are dominated by A and vice versa. For example, the value SC (A, B)¼ 1means

that all solutions in B are weakly dominated byA, while SC (A, B)¼ 0 represents the

situation when none of the solutions in B are weakly dominated by A. From

Table 1.5, it can be seen that with respect to the SC metric, the performance of the

I-NSPSO algorithm is better than the one of the NSPSO algorithm. This metric

shows the better efficiency of the I-NSPSO in achieving convergence to true Pareto

optimal fronts than the NSPSO. About the spacing metric (SP), the I-NSPSO gives

smaller SP values for both the test problems than the NSPSO. The smaller SP

indicates that the algorithm gives better distribution of solutions with good diversity.

The obtained optimal trade-offs for both the test problems are shown in Fig. 1.23.

Therefore, it can be concluded that the I-NSPSO algorithm has a good ability for

solving the two constrained MOOPs.

Table 1.4 Test problems

Problem Objective functions

Variable

bounds Constraints

BNH Minimize
f 1 xð Þ ¼ 4x21 þ 4x22
f 2 xð Þ ¼ x1 � 5ð Þ2 þ x2 � 5ð Þ2

x1 2 0; 5½ �
x2 2 0; 3½ �

g1 xð Þ ¼ x1 � 5ð Þ2 þ x22 � 25

g2 xð Þ ¼ x1 � 8ð Þ2 þ x2 þ 3ð Þ2 � 7:7

KITA Maximize
f 1 xð Þ ¼ �x21 þ x2
f 2 xð Þ ¼ 0:5x1 þ x2 þ 1

x1 2 0; 3½ �
x2 2 6; 6:5½ �

g1 xð Þ ¼ x1=6þ x2 � 6:5 � 0

g2 xð Þ ¼ 0:5x1 þ x2 � 7:5 � 0

g3 xð Þ ¼ 5x1 þ x2 � 30 � 0

Table 1.5 Resulting statistics by the I-NSPSO and the NSPSO for test problems BNH and KITA

Test

problem Statistic

Set coverage metric (SC) Spacing metric (SP)

SC(I-NSPSO, NSPSO) SC(I-NSPSO, NSPSO) I-NSPSO NSPSO

BNH Best 0.2153 0.1745 0.1900 0.3942

Worst 0.1136 0.0854 0.4138 0.8140

Mean 0.1724 0.1278 0.2622 0.6008

Variance 0.0004 0.0006 0.0016 0.0028

KITA Best 0.3060 0.2013 0.0360 0.0450

Worst 0.1502 0.1103 0.1362 0.4192

Mean 0.2135 0.1642 0.0835 0.2635

Variance 0.0012 0.0018 0.0008 0.0015
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4.3 Multi-Objective Optimization Operation of Dan Jiangkou
Reservoir for Water Transfer

Dan Jiangkou Reservoir provides water source for the middle line of South to North

Water Transfer Project in China. At present, the reservoir is operated according to

the original rule curves proposed during the reservoir design period. The amount of

water transfer varies significantly within the year and presents large variation

during the interannual period, which is not convenient for water resources man-

agement in the water intake area. For increasing the amount of water transfer to the

recipient area and reducing the water spills of Dan Jiangkou Reservoir, the reservoir

rule curves are needed to be updated again. Therefore, this study develops a

multi-objective optimization model to derive new rule curves for satisfying the

multi-objective requirements.

In the optimization model, there are three objectives to be taken into consider-

ation, which includes maximizing the annual average amount of water supply,

maximizing the annual minimum amount of water supply and maximizing the

guarantee ratio of low flow. In this section, the water supply means the water

transfer for the water recipient areas. Each item of the objectives in the optimization

model is described mathematically from Eqs. (1.25) to (1.28).

Max Wavg ¼ 1

Y

XY
y¼1

XT
t¼1

Wy, tΔt ð1:25Þ

Max Wmin ¼ min y;
XT
t¼1

Wy, tDt

 !
ð1:26Þ
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Fig. 1.23 Non-dominated solutions obtained by the I-NSPSO and the NSPSO for the test

problems BNH and KITA
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Max PW ¼

XY
y¼1

XT
t¼1

1$ Wy, t � Wpro

� �
Y � T

� 100% ð1:27Þ

t ¼ 1, 2, . . . ,T
y ¼ 1, 2, . . . , Y

ð1:28Þ

where: Wavg is the annual average amount of water supply, Wmin is the annual

minimum amount of water supply, Wy,t is the amount of water supply at the period t

in the year y, Pw is the guarantee ratio of water supply, Y is the year serial number,

T is the computation serial period in each year. The constraints of the model consist

of water balance equation, reservoir capacity, water transfer capacity of the canal.

The decision variables are the rule curve positions and the water transfer flow at

each operation zone. The optimization model is solved using the multi-objective

optimization algorithm mentioned in the last section. The optimal rule curves

obtained are shown in Fig. 1.24. The rule curves divide the reservoir capacity

into four zones: the increment water supply zone, the normal water supply zone,

the hedging zone 1 and the hedging zone 2. The number in each zone means the

flow of water transfer from the reservoir at unit time.

The Pareto surface of the three objectives can be obtained by solving the multi-

objective optimization model using the multi-objective optimization algorithm as

given in Fig. 1.25. The relationship of every two objectives are projected in the two

axes surface in Fig. 1.25. It can be found out that the original solution from the

original rule curves is dominated by several non-dominated solutions derived by the

multi-objective optimization algorithm. The rule curves shown in Fig. 1.24 corre-

sponds to one of the non-dominated solutions in Figs. 1.25 and 1.26, which can help

the decision maker choose the most suitable operation policy.

Fig. 1.24 The rule curves for Dan Jiangkou reservoir operation
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5 Multi-Reservoir Operation in Inter-Basin Water
Transfer Project

The uneven distribution of water resources and imbalanced water demand in

different regions make it inevitable to construct an inter-basin water transfer

(IBWT) project across regional boundaries. Creation of storage and inter-basin

transfer of water from surplus to deficit regions are rational options to overcome the

problems caused by the mismatch of supply and demands, which can increase the

resilience of the water system and decrease the risk of shortages [74].

Presently, the research on IBWT mainly focuses on optimal allocation of

transferable water resources [75], alternative evaluation [76, 77], uncertainty anal-

ysis [78], Chen and Chang [79], strategic choice methodology in conflicts over

water resources management by IBWT [80], hydrological impact [81] and inter-

basin water transfer-supply model [82]. For example, Sadegh et al. [75] developed a

new methodology based on crisp and fuzzy Shapley games for optimal allocation of

inter-basin water resources. Matete and Hassan [76] proposed a generalized ana-

lytical framework that can be applied to integrate environmental sustainability

aspects into economic development planning in the case of exploiting water

resources through IBWT. Li et al. [77] presented a new optimization method

using fuzzy pattern recognition to appraise the water-supply decision schemes in

inter-basin diversion systems. Dosi and Moretto [78] investigated the storage

capacity and optimal guaranteed deliveries in IBWT, taking into account the

uncertain nature of water surplus. Chen and Chang [79] used fuzzy sets for
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Fig. 1.25 The Pareto surface among the three operation objectives of Dan Jiangkou Reservoir
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Fig. 1.26 The Pareto front between every two operation objectives of Dan Jiangkou Reservoir.

(a) The relationship between the annual average and minimum amount of water supply. (b) The
relationship between the annual average amount of water supply and the guarantee ratio of

minimum flow. (c) The relationship between the annual minimum amount of water supply and

the guarantee ratio of minimum flow
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incorporating objective and subjective uncertainties to address the complexity in

determining water resources redistribution alternatives in a trans-boundary chan-

nel-reservoir system. Carvalho and Magrini [80] analyzed the application of the

strategic choice methodology in a dispute over transferring water between two river

basins. Bonacci and Andric [81] described the hydrological changes of two rivers

caused by IBWT and reservoir development. Xi et al. [82] developed a new inter-

basin water transfer-supply and risk assessment model with consideration of rain-

fall forecast information.

As the most important facilities in IBWT project, reservoirs play an important

role in storing and regulating water resources to meet certain requirements. The

above review of previous work indicates that the interest of researchers on IBWT

has spread widely throughout many respects, but there has been limited study on

multi-reservoir operating policy in IBWT project, especially on the water transfer

rule. In this section, a set of water transfer rule is proposed to direct the system

manager under what condition to transfer water from the abundant to scare regions.

Regarding the reservoir operating rule for water supply, there has been much

research and several types of reservoir operating rules have been proposed and

discussed. Among these policies, the Standard Operating Policy (SOP) is a simple

and the most often used operating policy. According to the SOP, reservoirs release

as much water as they can provide to meet the target delivery. The SOP is the

optimal operating policy with an objective to minimize the total deficit over the

time horizon [83]. Besides, different forms of the Linear Decision Rule (LDR) are

also applied widely in the practical operation of reservoirs. The LDR is formulated

to assume the releases linearly related to storage and decision parameters and is

usually optimized with linear programming [84]. Hedging rule, normally used for

rationing the water supply during droughts, distributes deficits over a longer

horizon to improve the efficiency of reservoir operation [54, 85]. During periods

of drought, system managers would rather incur a sequence of smaller shortages in

water supply than one potential catastrophic shortage [86]. Due to its good ability to

deal with reservoir operation problem during droughts, hedging rule has attracted

much attention of researchers [5–7, 9, 87]. In this section, hedging rule is adopted in

the form of hedging rule curves for individual reservoirs in IBWT project to control

their releases.

About multi-reservoir operation model, many advances in this area have been

made during recent years. A lot of optimization methods are designed and applied

to prevail over the high dimension, dynamic, nonlinear, multi-objective and sto-

chastic characteristics of reservoir systems [14], which include implicit stochastic

optimization, explicit stochastic optimization, real-time control with forecasting,

and heuristic programming models. Increased application of heuristic programming

to be linked directly with trusted simulation models is a great advantage. Fuzzy

rule-based systems and neural networks may alleviate the difficulty in inferring

operating policies from implicit stochastic optimization models. The detailed work

and recent advancement on optimal operation of multi-reservoir system are scruti-

nized by Labadie [14].
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Despite great advances on the study of reservoir operation, it can be observed,

from the above review, that the problems of multi-reservoir water supply and water

transfer in IBWT project have seldom been taken into consideration together. This

may influence the utilization efficiency of water resources, because an improper

water transfer will not only bring negative effect on the water supply of the

reservoir(s) in water-exporting region but also can increase water spills of the

reservoir(s) in water-importing region. Therefore, the water-supply rule in IBWT

project should match up with the water transfer rule and both of them are ought to

be considered at the same time.

For multi-reservoir operation problem in inter-basin water transfer-supply pro-

ject, it involves decision makers at two distinct levels with a hierarchical relation-

ship between them. The decision process involves two different decision makers,

who represent the multi-reservoir system manager in charge of water transfer and

the individual reservoir manager in charge of water supply, respectively. The

system manager, which is at the upper level of the hierarchy, controls the distribu-

tion of water resources among water exporting and importing regions using a set of

water transfer rule. The individual reservoir manager, at the lower level of the

hierarchy, controls the water-supply process by hedging rule, which is influenced

by the decision of the upper decision-maker. Both, in general, do not cooperate

because of different optimization purposes. These characteristics make this prob-

lem unsuitable for modeling by standard mathematical programming. They are

more likely to be modeled using bi-level programming (BLP), which has been

proposed in the literature as an appropriate model for hierarchical decision pro-

cesses with two non-cooperative decision makers, the leader at the upper level of

the hierarchy and the follower at the lower level [88].

This section proposes a bi-level programming model for multi-reservoir operat-

ing policy in inter-basin water transfer-supply project. And a set of water transfer

rule based on the storage of individual reservoir in the system is presented in this

study. In this bi-level programming model, the leader wants to allocate trans-

boundary water resources in accordance with the planned water transfer amount

to satisfy water demand in every region and to reduce water spills of the system.

The follower pursues the best water supply; meanwhile, the action of water transfer

occurs. In other words, the objective of the leader is to minimize both the system

water spills and the deviation of the actual transferred water from the water transfer

target. The objective of the follower is to minimize water shortage or maximize the

amount of water supply. The water transfer rule curves are decision variables of the

leader in the hierarchical process, which determine the conditions to start water

transfer or not. Besides, hedging rule curves are decision variables of the follower,

which relate to some indexes reflecting water-supply efficiency. An improved

particle swarm optimization algorithm (IPSO) proposed by Jiang et al. [71] is

adopted in this section to solve the bi-level model. The East-to-West inter-basin

water transfer project of Liaoning province in China is taken as a case study to

verify the reasonability and efficiency of the proposed bi-level model and the water

transfer rule.
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5.1 Bi-Level Programming Model Theory

Decision-making in most real life problems fits within the framework of a leader–

follower or Stackelberg game [89]. Such a game can be expressed mathematically

by bi-level model, which has been proposed for dealing with decision process

involving two decision makers with a hierarchical structure, the leader at the

upper level and the follower at the lower level. Each decision maker controls a

set of variables subject to a set of constraints and seeks to optimize his own

objective function. Once the leader sets the value of his variables, the follower

reacts by providing the value of his controlled variables and optimizes his objective

function. In general, the leader can influence but cannot control the behaviors of the

follower. The goal of the leader is to optimize his objective function and incorpo-

rate the reaction of the follower to the leader’s course of action within the optimi-

zation scheme. In other words, the leader optimizes his objective function taking

into account his own constraints and the reaction of the follower, who has the

freedom of choosing his best decision [88]. General bi-level optimization model

can be formulated as:

min
x

F x; yð Þ
s:t: G x; yð Þ � 0

min
y

f x; yð Þ
s:t: g x; yð Þ � 0

ð1:29Þ

where F¼ objective function of the upper-level decision maker (system manger);

x¼ decision vector of the upper-level decision maker; G¼ constraint set of the

upper-level decision vector; f¼ objective function of the lower-level decision

maker; y¼ decision vector of the lower-level decision maker; g¼ constraint set

of the lower-level decision vector.

It can be observed that many decision-making problems in real life can be

described as Stackelberg game. Therefore, bi-level programming model has been

widely used to deal with such practical problems as transportation control and

management [90], production–distribution planning [88], pricing control [91] and

aid in specification of surface and ground water related policies [92]. Among those

problems, the bi-level model is studied most extensively in the area of transporta-

tion control and management. In the upper level of BLP model for transport

network, the traffic planner makes decisions regarding management, control, and

design to improve the performance of the system. In the lower level, the network

users make choices with regard to rout, travel mode, origin and destination of their

travel in response to the upper-level decision [90]. This type of bi-level traffic

modeling and optimization problem has emerged as an important progress in

handling transportation problems. Typical examples include traffic signal setting

[93], optimal road capacity improvement [94], estimation of origin–destination

matrices from traffic counts [95], ramp metering in freeway-arterial corridor [96],

and optimization of road tolls [97].
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In addition, Calvete et al. [88] addressed a hierarchical production–distribution

planning problem, in which there were two different decision makers controlling

the production and the distribution process, respectively. Marcotte et al. [91] devel-

oped a bi-level pricing model for a service firm, which explicitly took into account

customer behavior as well as the underlying network topology of the problem.

Bisschop et al. [92] applied two-level linear programming to aid in the specification

of surface and ground water policies in Pakistan. In the model, the government

played the role of the policy maker, while the farmers played the role of policy

receivers. The government decided on surface water allocations, and set taxes or

subsidies. The farmers, in turn, reacted to the setting of these policy instruments by

using water (both surface and ground water) and choosing cropping patterns so as to

maximize their own net income. Although bi-level model has been applied widely

in practice, it has been seldom used to handle multi-reservoir operation problem in

inter-basin water transfer-supply project.

5.2 Bi-Level Model for Multi-Reservoir Operation
in Inter-Basin Water Transfer Project

In the proposed bi-level model for multi-reservoir operating policy, the upper level

model optimizes the water transfer rule to distribute water resources between

exporting and importing regions as the planned scheme and to minimize the total

water spills of the multi-reservoir system. The lower level model optimizes the

water supply rule to obtain the best water supply quality under the condition of

water transfer. In order to describe the development process of the bi-level model,

an inter-basin water transfer-supply project consisting of three reservoirs connected

by water transfer pipelines is taken as an example, just like the one illustrated in

Fig. 1.27.

5.2.1 The Upper Level Model

From the current literature on multi-reservoir operating policy, it is observed that

there has been quite little research carried out on water transfer rule to direct the

multi-reservoir system manger under what conditions to transfer water from the

exporting reservoir to the importing reservoir. In this section, a set of water transfer

rule is proposed based on the storage of each member reservoir in the system,

shown schematically in Fig. 1.28. In this way, the inter-related dynamic water

storage of each reservoir is taken as the main factor influencing the decision of

water transfer when lack of future inflow information.

As shown in Fig. 1.28, the active storage of each reservoir between the maxi-

mum and minimum storages is divided into two parts: zone I and zone II. When the

reservoir storage stays in zone I, it means that there is sufficient water in the
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reservoir. If the reservoir storage stays in zone II, it means that there is scare water

in the reservoir. During the operation of the multi-reservoir system, there will be

such 8 combinations occurring according to the three-reservoir storage as (I,I,I),

(I,I,II), (I,II,I), (I,II,II), (II,I,I), (II,I,II), (II,II,I), (II,II,II). The detailed judgment

procedures of water transfer are described as below. First, the storage of the

exporting reservoir should be concerned. If the exporting reservoir storage stays

in zone II, it means that there is not enough water to export. At this moment, the

action of water transfer is stopped at all regardless of whatever storage in the

importing reservoir so as to guarantee the water supply in water exporting region.

This condition corresponds to 4 combinations of (II,I,I), (II,I,II), (II,II,I), (II,II,II).

If the exporting reservoir storage stays in zone I, it means the stored water in

exporting reservoir is enough to be transferred into the importing region. Under this

condition, the storage of the importing reservoir should be also paid an attention

(1) (2) (3)

Inflow InflowInflow

Water transfer

Water
demand

Water
demand

Water
demand

Water
supply

Water importing region

Water transfer

Water
supply

Water
supply

Water importing regionWater exporting region

Fig. 1.27 The layout of an inter-basin water transfer-supply project

Fig. 1.28 The water transfer rule curve based on the storage of each member reservoir
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to. Because if the water level of the importing reservoir is quite high, the transferred

water may produce a lot of water spills, which is obviously unreasonable. At

present, the water transfer rule can be categorized into three conditions. First, if

both the storages of the two importing reservoirs stay in zone I corresponding to (I,I,

I), the action of water transfer is stopped. Second, if both the storages of the two

importing reservoirs stay in zone II corresponding to (I,II,II), the action of water

transfer is carried out. The transferred water amount from the exporting reservoir at

this period is as much as the pipeline’s transporting ability and it is divided into the

two importing reservoirs according to an allocation ratio. Third, if the storage of

one of the two importing reservoirs is in zone II and the other one is in zone I,

corresponding to (I,I,II) and (I,II,I), the action of water transfer is carried out all the

same. The transferred water amount from the exporting reservoir at this period is

also as much as the pipeline’s transporting ability and it is all transported into the

importing reservoir whose storage is in zone II. The above procedure is illustrated

schematically in Fig. 1.29.

For the upper model, it pursues to achieve a trans-boundary water resources

allocation as the planned scheme by water transfer to satisfy water demand in every

region and to minimize the total water spills of the multi-reservoir system. To

realize the objective is by means of optimizing the positions of water transfer rule

curves as shown in Fig. 1.28. The mathematical formulation of the upper level

model is given by Eq. (1.30).

Exporting
reservoir (2) storage

is in zone I?

No The action of water transfer is
stopped.

Yes

Importing
reservoir (1) storage

is in zone II?

The action of water transfer
into reservoir (1) is stopped.

Yes

Importing
reservoir (3) storage

is in zone II?

Importing
reservoir (3) storage

is in zone II?

The action of water transfer
into reservoir (3) is

stopped.

Transport water into reservoir
(1) as much as the
transporting ability, no for (3)

Yes

Transport water into both
reservoirs (1) and (3) as much
as the
ability, divide the importing

water for them according to an
allocation ratio

Start

End

No No

Yes

Transport water into reservoir
(3) as much as the pipeline’ spipeline’ s

pipeline’ s transporting

transporting ability

No

Fig. 1.29 The judgment flowchart of water transfer based on the proposed water transfer rule
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min
x

F x; yð Þ ¼ wDS �
Xm
i¼1

NDSi � TNDSij j þ wSU �
Xm
i¼1

SUi

s:t: NDSi ¼ G x; yð Þ, SUi ¼ g x; yð Þ
STmin

i � xi � STmax
i , STmin

i � yi � STmax
i

0 � DS � DSmax

i ¼ 1 . . .m

ð1:30Þ

where x is the decision variable of the upper level model representing the position

of water transfer rule curve during an operation period; y is the decision variable of
the lower level model denoting the position of the Hedging rule curves in Fig. 1.30;

both x and y are between the maximum and minimum storages; NDSi and SUi refer

to the annual average transferred water amount and the water spill of reservoir i,
which are related to water transfer rule and water supply rule and can be formulated

as the function of x and y. In this study, the weighting approach is applied. For a

given weight combination, single-objective optimization is used for optimization of

the aggregated objective function. The weighting factors wDS and wSU can be

obtained empirically.

Fig. 1.30 The Hedging rule curves based on the storage of the member reservoir in the system
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5.2.2 The Lower Level Model

In this section, the Hedging rule is adopted as the water supply operating rule in the

lower level model, which has been discussed in different methods for reservoir

operation. Srinivasan and Philipose [53] used hedging parameters, such as starting

water availability, ending water availability and hedging factor (degree of hedging),

to construct the hedging rules and evaluated effects on the reservoir performance

indicators. Shih and ReVelle [54, 55] determined the trigger value for a continuous

hedging rule and then for a discrete hedging rule, respectively. Neelakantan and

Pundarikanthan [34] presented a simulation–optimization methodology using neu-

ral network and multiple hedging rules to improve reservoir operation performance.

Tu et al. [56] considered a set of rule curves that are a function of the current storage

level to trigger hedging for a multipurpose, multi-reservoir system.

In this study, the hedging rule based on the storage of each member reservoir

consists of hedging rule curves and rationing factors for each water demand. Details

of the hedging rule curves and its corresponding operating rule are illustrated in

Fig. 1.30 and in Table 1.6. In previous works on hedging rule curves [56, 57], all

planned water demand are met at the same level and are rationed at the same time

when drought occurs. For single purpose of water supply operation, the water

demand can be divided into various categories, such as irrigation, industry and

domesticity. It should be noted that different kind of water demand requires

different reliability and different degree of hedging in practice. In this study,

different hedging rule curves and rationing factors are assigned to different kinds

of water demand. When drought occurs, different types of water demand own

different priority to get as much water as demand without rationing.

For the lower model, it optimizes the water supply rule to obtain the optimal

water supply quality under the condition of water transfer. The mathematical

formulation of the lower model is given by Eq. (1.31).

min
y

f x; yð Þ ¼
Xm
i¼1

Xn
j¼1

wij � Indexij � Targetij
�� ��

s:t: Indexi j ¼ k x; yð Þ
STmin

i � xi � ST max
i , ST min

i � yi � ST max
i

i ¼ 1 . . .m, j ¼ 1 . . . n

ð1:31Þ

Table 1.6 Water supply operating rule implied by the Hedging rule curves

Reservoir storage

Water supply for each demand

Demand 1 (D1) Demand 2 (D2) Demand 3 (D3)

Zone 1 D1 D2 D3

Zone 2 D1 D2 α3*D3
Zone 3 D1 α2*D2 α3*D3
Zone 4 α1*D1 α2*D2 α3*D3
Rationing factor α1 α2 α3
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where x and y have the same meaning as the ones in Eq. (1.30); Indexij refers to the
water supply index for the water demand j of reservoir i, which can be water

shortage index, water supply reliability or some other indexes; Indexij is the

function of water transfer rule and water supply rule, which should get close to

the target value Targetij. The lower level objective function consists of water supply
indexes of all the water demand in the multi-reservoir system, which also uses the

weighting approach to combine these indexes.

5.2.3 Method Solution

Due to their structure, bi-level programs are non-convex and quite difficult to dealwith

and solve. Even bi-level problems in which all functions involved are linear are

(strongly) NP-hard [98]. Exact approaches rang from studying the properties of the

feasible region, to obtaining necessary and sufficient optimality conditions, replacing

the lower level problem by its Karush–Kuhn–Tucker conditions, using penalty func-

tions or using gradientmethods.Most exact algorithms can only tackle relatively small

problems, so meta-heuristic approaches have been widely applied for solving bilevel

programming. For example, genetic algorithms, simulated annealing and tabu search

are proposed or developed to solve bilevel programming [99–102]. Kuo and Huang

[103] apply particle swarm optimization algorithm (PSO) for solving bi-level linear

programming problem. However, PSO has premature convergence like other swarm

intelligence methods, especially in complex multi-peak-search problems.

For solving the bi-level program proposed to model the inter-basin water

transfer-supply problem, an improved particle swarm optimization (IPSO) by

Jiang et al. [71] is adopted in this section. In IPSO, a population of points sampled

randomly from the feasible space. Then the population is partitioned into several

sub-swarms, each of which is made to evolve based on particle swarm optimization

(PSO) algorithm. At periodic stages in the evolution, the entire population is

shuffled, and then points are reassigned to sub-swarms to ensure information

sharing. In this way, the ability of exploration and exploitation has been greatly

elevated. The detailed IPSO strategy can be referred to the work of Jiang et al. [71],

which is used to solve the inter-basin water transfer-supply bi-level programming

problem in this section. The flowchart of solving bi-level model for multi-reservoir

operating policy using IPSO is described schematically in Fig. 1.31.

5.3 East–West Water Transfer Project in Liaoning
Province of China

5.3.1 Study Area

The reservoir system chosen for the application of the proposed bi-level model is

Huanren, Qinghe and Baishi multi-reservoir system, which locate in Liaoning
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province of Northeast China. As shown in Fig. 1.32, Huanren reservoir is situated in

the eastern part of Liaoning province, Qinghe reservoir in central part, and Baishi

reservoir in Liaoning western part.

Liaoning province covers an area of 145.9 thousand km2 with an annual rainfall

from 600 to 1100 mm, which has an extremely uneven distribution in space. The

average amount of annual precipitation decreases from 1100 mm in east to 600 mm

in west. In contrast, the population, industries, and agricultural areas mainly

concentrate in the central and western parts. This situation can be reflected in

Fig. 1.33. Comparing to Qinghe and Baishi reservoir, Huanren reservoir has the

largest amount of annual average reservoir inflow and has the least amount of water

demand to satisfy.

Creation of storage and inter-basin transfer of water from surplus to deficit

regions is a rational option to overcome the problems caused by mismatch of

supply and demand. Inter-basin transfer of water over long distances has been

mooted as a long-term strategy for Liaoning province to meet the increasing

water demand in water short areas. In the East-to-West inter-basin water transfer

(EW-IBWT) project of Liaoning province, the abundant water in Huanren reservoir

Input data including reservoir and
algorithm parameters

Initialize the decision variable xof
upper level model

Taking the returned water-transfer
and water-spill indexes as the
function of the upper level

Stopping criteria satisfied?

Optimize the lower level decision
variable y using IPSO for each given x ,

then combine xand y (representing
water-transfer and water-supply rule) to
simulate the multi-reservoir operation

and obtain the statistic indexes

Water-supply target
satisfied?

Return water-transfer and water-spill
indexes to the upper level

Start

No

Yes

Based on the function of the upper
level, optimize the decision variable

xusing IPSO

Upper Level Lower Level

x

y

Yes

No

End

Fig. 1.31 The flowchart of solving bi-level model for multi-reservoir operating policy
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Fig. 1.32 The layout of the adopted reservoir system

Fig. 1.33 The comparison of annual average reservoir inflow and water demand before water

transfer
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is diverted into Qinghe and Baishi reservoir separately using long distance pipe-

lines. And there is no hydraulic connection between Qinghe and Baishi reservoirs.

The allocation ratio of dividing the water into Qinghe reservoir and Baishi reservoir

is 0.6:0.4 for this project when both two reservoirs need water transfer from

Huanren reservoir at the same time. After the action of water transfer is initialized,

the water supply of each reservoir in the system is also being in operation at the

same time.

The reservoir characteristics and main purposes are presented in Table 1.7. The

flood season mainly concentrates periods from July to September, during which the

inflow takes up a large part of the annual inflow. The active storages of Qinghe and

Baishi reservoir reduce significantly for the flood control during flood season.

Inflow data for each reservoir of this system is collected as a whole series of

hydrological record from 1951 to 2006, the monthly average inflow of which can

be seen from Fig. 1.34.

Table 1.7 Reservoir characteristics

Reservoir

Active storage (million m3)

Main purposes Role in water transfer projectFlood season Drought season

Huanren 1610.08 1610.08 I Exporting water

Qinghe 409.13 573.13 I, P, R Importing water

Baishi 523.08 625.00 I, P, R Importing water

I Industry, P Paddy field, R Reed field

Fig. 1.34 The monthly average inflow of each reservoir in the system
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In this section, a bi-level programming model is developed for the EW-IBWT

project of Liaoning Province, in which the generalized shortage index (GSI) is

adopted as the index to reflect water supply quality in the lower objective function.

The GSI not only incorporates the basic shortage characteristics, but also empha-

sizes the consequential socioeconomic impacts of water shortage. It can be

expressed as follows:

GSI ¼ 100

N

XN
i¼1

DPDi

100� DYi

� �k

ð1:32Þ

DPD ¼
X

Daily deficit rate %ð Þ � Number of days in a continuous deficit½ �
ð1:33Þ

where N¼ number of sample years; K¼ coefficient, usually taken as 2;

DYi¼ number of days in the ith year (365 or 366); and DPDi¼ sum of all DPD
in the ith year. In Eq. (1.33), ∑ represents the summation of the indicated values for

all deficit events in the period under consideration. The daily deficit rate is defined

as the ratio of the total deficit in a period to the designed water supply. The

mathematic formulation of the bi-level model for the EW-IBWT project is

presented in the Eq. (1.34).

min
x

F x; yð Þ ¼ wDS �
Xm
i¼1

NDSi � TNDSij j þ wSU �
Xm
i¼1

SUi

s:t: NDSi ¼ G x; yð Þ, SUi ¼ g x; yð Þ
ST min

i � xi � ST max
i , STmin

i � yi � ST max
i

0 � DS � DSmax

i ¼ 1 . . .m

min
y

f x; yð Þ ¼
Xm
i¼1

Xn
j¼1

wij � GSIij

s:t: GSIij ¼ k x; yð Þ
ST min

i � xi � ST max
i , STmin

i � yi � ST max
i

i ¼ 1 . . .m, j ¼ 1 . . . n

ð1:34Þ

5.3.2 Results and Discussion

The development of regional society and economy requires a certain amount of

available water resources to utilize. In order to verify the reasonability and validity

of the proposed bi-level model, four scenarios of transferring water among
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reservoirs are designed, which consider the future water demand of regional society

development and economy growth.

As shown in Table 1.8, the annual average amount of transferred water from

Huanren reservoir includes two alternatives of 1000 and 1300 million m3 and the

annual average amount of transferred water into Baishi reservoir also consists of

two alternatives of 250 and 350 million m3. Besides, the planned transferred water

amount into Qinghe reservoir plus the one into Baishi reservoir is equal to the

transferred water amount from Huanren reservoir. These alternatives in combina-

tion produce the four scenarios.

Under the four scenarios, the annual average water balance components of the

multi-reservoir system vary along with the change of transferred water amount,

which can be seen in Fig. 1.35. For Huanren reservoir, an increment of annual water

amount transferred out, under scenarios 3 and 4, make the amount of water spills

and water supply reduce comparing with the ones of scenarios 1 and 2. For Qinghe

and Baishi reservoirs, an increment of annual water amount transferred in make

their water supply and water spill get more. Although the water supply of Huanren

reservoir gets less a little, the increment of its water transferred out is mainly from

the significant reduction of water spill and the water supply amount of Qinghe and

Baishi reservoirs has been raised significantly.

In Table 1.9, the generalized shortage indexes (GSI) of each water demand under

different scenarios are listed in comparison to reflect the effect of water transfer on

the water supply quality. A larger index of GSI means more frequencies of water

shortage. It can be observed that the GSI of Huanren reservoir water supply for the

downstream industry gets larger under the scenarios 3 and 4 comparing with the

ones under scenarios 1 and 2. This relates directly to the amount increment of water

transferred out from Huanren reservoir under scenarios 3 and 4. For each water

demand of Qinghe and Baishi reservoirs, there is similar change about the GSI in

common under these scenarios, which is that the GSI gets smaller when the water

amount transferred into increases. Based on the changes of the GSI, it is concluded

that the water supply quality of Qinghe and Baishi reservoirs can get much better

with the increment of available water resources, in spite of a little impact on water

supply of water exporting region.

From the content of the proposed water transfer rule, we can know that the

higher position of water transfer rule curve of the importing reservoir can

produce more importing chances and enhance the amount of importing water.

Table 1.8 The planned annual average transferred water amount among reservoirs/million m3

Scenario

The amount of transferred

water from Huanren

reservoir

The amount of transferred

water into Qinghe

reservoir

The amount

of transferred water

into Baishi reservoir

1 1000 750 250

2 1000 650 350

3 1300 1050 250

4 1300 950 350

62 H. Wang et al.



Due to un-unique set of water transfer rule curve for one fixed water transfer

target, we design an index to evaluate the position change of water transfer rule

curve. As shown in Fig. 1.36, water transfer rule curve divide the reservoir

active storage between minimum storage and maximum storage into two parts:

zone I and zone II. The ratio of zone II area to the whole active storage area is

just the index designed by us to delineate the position of water transfer rule

curve. A larger area ratio of zone II represents a higher water transfer rule curve

position. For Baishi reservoir, its water transfer rule curve position under

scenario 2 becomes much higher comparing with the one under scenario

1. For Qinghe reservoir, its water transfer rule curve position under scenario

2 becomes a little lower comparing with the one under the scenario 1. The water

transfer target adjustment of Qinghe and Baishi reservoirs between scenario

1 and scenario 2 is the main driving force of their water transfer rule curve

position change. In other words, the position change of water transfer rule curve

is a reasonable response to the adjustment of corresponding water transfer

target. Under scenarios 3 and 4, the similar characteristic is also reflected for

water transfer rule curves of Qinghe and Baishi reservoirs. For Huanren reser-

voir, there seems to be no significant change about its water transfer rule curve

position under four scenarios. So its water transfer target adjustment may be

Fig. 1.35 The annual average water balance of the multi-reservoir system under different

scenarios
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achieved by the position change of the importing reservoir water transfer rule

curves. This also indicates the inter-related relation between the water exporting

and importing reservoir water transfer rule curves.

In order to inquiry the effect of water transfer rule curve on reservoir storage

in operation, we raise the flood season water transfer rule curve of Huanren

reservoir under scenario 1 by 2 m and lower it by 2 m. Once it is lowered by

2 m, the water mount transferred out from Huanren reservoir gets more and the

storage of Huanren reservoir during extreme drought periods falls down below

the dead storage. In Fig. 1.37, the change of Huanren reservoir storage in original

and modified operation is illustrated. When the flood season water transfer rule

curve of Huanren reservoir is raised by 2 m, the water amount transferred out

from Huanren reservoir becomes less. At this time, the storage of Qinghe and

Baishi reservoirs during extreme drought period falls down below their dead

storage, which is also shown in Fig. 1.37. As we know, the case that reservoir

storage falls down below the dead storage is not allowable absolutely in the

practical operation. The comparison of reservoir storage during extreme drought

periods in original and modified operation indicates that the effect of water

transfer rule curve on reservoir storage in operation is obviously and the original

water transfer rule curve is optimal and reasonable.

6 Hydrology Forecast for Reservoir Operation

Various hydrological forecast products have been applied to real-time reservoir

operation, including deterministic streamflow forecast (DSF), DSF-based probabi-

listic streamflow forecast (pseudo-PSF, pPSF), and ensemble or probabilistic

streamflow forecast (denoted as real-PSF, rPSF). DSF represents forecast uncer-

tainty in the form of deterministic forecast errors, pPSF a conditional distribution of

forecast uncertainty for a given DSF, and rPSF a probabilistic uncertainty distri-

bution. Based on previous studies on hydrology forecast for reservoir operation, this

section attempts to model the dynamic evolution of uncertainties involved in the

various forecast methods, explores their effect on real-time reservoir operation

decisions and identifies the effective forecast horizon.

Fig. 1.37 The comparison of reservoir storage during drought period in original and modified

operation
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6.1 Effect of Inflow Forecast Uncertainty on Real-Time
Reservoir Operation

6.1.1 Background

Advances in weather forecasting, hydrologic modeling, and hydro-climatic

teleconnection relationships have significantly improved streamflow forecast pre-

cision and lead-time [104, 105] and provide great opportunities to improve the

efficiency of water resources system operations [106, 107]. In recent years, forecast

products, particularly long-term streamflow forecasts (with a lead-time longer than

15 days), have been applied to reservoir operation and water resources management

[107, 108].

One important issue with implementing streamflow forecasts in real-time reser-

voir operation models is dealing with the uncertainty involved in streamflow

forecast products. Although forecast uncertainty analysis has been one research

focus in hydrology [109–111] there are comparatively less studies on the effect of

forecast uncertainty on real-time reservoir operations [112, 113]. Deterministic or

probabilistic streamflow forecast products are usually treated as ad hoc inputs for

deterministic or stochastic reservoir operation models. That is to say, a determin-

istic forecast or a stochastic forecast represented by a number of scenarios is

pre-designed for a specific reservoir operation problem for screening test, and no

non-generalizable structure of the forecast error is endogenously involved in the

operation analysis. Correspondingly, many previous studies on forecast and reser-

voir operation in the literature adopt a two-component approach, one provides

(“recommends”) a forecast scenario [104, 114, 115] as input to the other component

[106, 108, 116] that dealing with forecast application. In general, such an approach

suggests that forecast can always improve reservoir operation efficiency especially

under extreme conditions.

This section aims at analyzing the effect of forecast uncertainty on real-time

reservoir operations. As different forecast products, e.g., deterministic and proba-

bilistic streamflow forecasts can exert different effects on real-time reservoir

operation decisions in optimization and simulation models, this study will explicitly

simulate the uncertainty in each of the streamflow forecasts examined and assess its

effect on real-time reservoir operation decisions. Since the tool for such a purpose

does not exist in the hydrologic literature, the Martingale Model of Forecasting

Evolution (MMFE) [117, 118] used in supply chain management is introduced to

quantify real-time streamflow forecast uncertainty and generate deterministic and

probabilistic forecast products. Simulations based on standard operation policy

(SOP), dynamic programming (DP), and stochastic dynamic programming (SDP)

[13, 16] are adopted to determine release decisions for a hypothetical reservoir

using synthetic streamflow forecasting products.
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6.1.2 Streamflow Forecast Uncertainty Analysis Based on Martingale

Model of Forecasting Evolution

Streamflow Forecast and Forecast Uncertainty

Both deterministic and probabilistic streamflow forecast products have been

applied to real-time reservoir release decision making, as outlined in Fig. 1.38.

Defining q as the actual streamflow and e as the forecast error, the relationship

between deterministic streamflow forecast (DSF) and q can be interpreted by

Eq. (1.35):

DSF ¼ qþ e ð1:35Þ

Equation (1.35) shows that the forecast uncertainty in DSF is characterized by a

deterministic forecast error e. Usually, e is assumed to be stochastic and fit a normal

distribution [105, 116]:

e � N 0; σ2
� � ð1:36Þ

where σ2 denotes the variance of e (i.e., uncertainty level)

Probabilistic streamflow forecasts (PSF) can be generated with two approaches.

One involves treating the PSF as an empirical conditional distribution of forecast

uncertainty for a given DSF (namely Pseudo-PSF, denoted as pPSF in this study)

[116]. The premise of pPSF is that, since q ¼ DSF� e and e � N 0; σ2ð Þ, the actual
streamflow q fits a conditional normal distribution with mean DSF and variance σ2.

pPSF � N DSF; σ2
� � ¼ N qþ e, σ2

� � ð1:37Þ

Equation (1.37) shows that the forecast uncertainty in pPSF depends on the

deterministic forecast error e and the distribution of pPSF is conditional to the

distribution of e.
The other approach for generating PSF takes a more rigorous way to handle

forecast uncertainty, which is to characterize the streamflow forecast uncertainty by

DSF

q q + e

pPSF

q

rPSF

qq + e

e ~ N (0, s 2)

N (q + e, s 2) N (q, s 2)

Fig. 1.38 Schematic of single-period streamflow forecast uncertainty
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either the ensemble streamflow forecasting method [18, 112] or probabilistic

streamflow forecasting methods [24, 119]. We denote this type of PSF, shown in

Eq. (1.38), as a real-PSF (rPSF) to distinguish it from the pseudo-PSF (pPSF)
presented in Eq. (1.37). Assuming a normal distribution for forecast uncertainty,

rPSF can also be characterized with a normal distribution [120]:

rPSF � N q; σ2
� � ð1:38Þ

Equation (1.38) shows that the forecast uncertainty in rPSF is also represented by a

probabilistic distribution form. This is different from Eq. (1.37), which contains a

deterministic forecast error term as well as a probabilistic uncertainty term.

This study simplifies forecast uncertainty with the stationary Gaussian distribu-

tion assumption and characterizes the single period streamflow forecast uncertainty

with σ2 (the variance of e). In hydrology, σ2 is closely related to popular hydrologic
forecast evaluation criteria, such as the Nash–Sutcliffe efficiency coefficient (NSE)
and Root Mean Square Error (RMSE) [104]. The calculation of NSE and RMSE are

shown in Eqs. (1.39) and (1.40), respectively.

NSE ¼ 1�

XM
i¼1

f i � qið Þ2

XM
i¼1

qi � qð Þ2
	 1� σ2

qCv
ð1:39Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XM
i¼1

f i � qið Þ2
vuut 	 σ ð1:40Þ

whereM is the number of samples, Cv is the streamflow coefficient of variation, qi is
the streamflow, and fi is the streamflow forecast. As can be ascertained from

Eqs. (1.39) and (1.40), NSE measures the comparative level of forecast uncertainty

to the streamflow standard deviation and represents the fraction of streamflow

variability explained by the forecast while RMSE is a direct reflection of the

forecast uncertainty itself.

The PSF evaluation criteria, e.g., the linear error in probability space (LEPS), the

Brier score, mainly depend on the bias and dispersion of the forecasted streamflow

distribution, of which σ2 is an effective statistical indicator [104, 107, 114].

Martingale Model of Forecasting Evolution (MMFE)

In streamflow forecasts, denote H as the length of forecast lead time or forecast

horizon, within which the streamflow is predictable with an available forecasting

method. The streamflow forecasts can be represented by a vector:
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Ft,� ¼ f t, t f 1, tþ1 f t, tþ2 . . . f t, tþH


 � ð1:41Þ

whereFt,� is a vector denoting the forecast sequence made at period t; f t, tþi denotes

the period t’s forecast for the period t+ i streamflow. Denoting σt, tþi as the

uncertainty of f t, tþi and assuming (1) stationary forecast uncertainty (i.e., σt, tþi

does not change with t) and (2) a pre-determined ending time, two important

properties of real-time streamflow forecasts hold (as shown in Fig. 1.39)

[106, 114, 120]:

σt, t � σt, tþ1 � σt, tþ2 � . . . � σt, tþH ð1:42Þ

σt�H, t � σt�Hþ1, t � σt�Hþ2, t � . . . � σt, t ð1:43Þ

Equation (1.42) denotes that the uncertainty level of the streamflow forecast

increases with the forecast lead time, which is intuitive since the longer the forecast

lead time, the less reliable the forecast information is, as shown in the upper part of

Fig. 1.39. Equation (1.43) represents a property that indicates the dynamic updating

of the real-time streamflow forecast, i.e., when the forecast period moves towards

the ending time, information becomes more reliable and the forecast uncertainty

level decreases, as shown in the lower part of Fig. 1.39.

Fig. 1.39 Schematic diagram of the increase in forecast uncertainty with forecast lead-time
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The MMFE model uses a decomposition approach to measure the uncertainty in

each of the time periods within the forecast lead time (H ):

ΔFt,� ¼ Δ f t, t Δ f 1, tþ1 Δ f t, tþ2 . . . Δ f t, tþH


 � ð1:44Þ

where ΔFt,� is a vector denoting the forecast update made at period t from the

forecasts made at period t� 1 andΔ f t, tþi is the improvement of streamflow forecast

at period t+ i, and:

Δ f t, tþi ¼ f t, tþi � f t�1, tþi ð1:45Þ

MMFE, which simulates the forecast improvement process, is based on the fol-

lowing four assumptions: (1) Ft,� is an unbiased forecast for the future; (2) Δ f t, tþi is

uncorrelated with past forecast updatesΔ f s, sþi s < tð Þ; (3) the forecast updateΔ f t, tþi

forms a stationary stochastic process of t; and (4) the forecast update Δ f t, tþi is

normally distributed.

Under MMFE, the total forecast uncertainty can be characterized by the

variance–covariance (VCV) matrix of ΔFt,�

VCV ¼

σ20,0 σ20,1 � � � σ20,H

σ21,0 σ21,1 � � � σ21,H

⋮ ⋮ ⋱ ⋮

σ2H, 0 σ2H, 1 � � � σ2H,H

2666664

3777775
Hþ1ð Þ� Hþ1ð Þ

ð1:46Þ

where σ2i;j is the covariance between Δ f t, tþi and Δ f t, tþ j. Denoting f t, t ¼ qt, with

Eq. (1.45), f t�i, t can be expressed by:

f t�i, t ¼ qt �
Xt

j¼t�iþ1

Δ f j, t ð1:47Þ

With Eq. (1.48) and the second assumption of MMFE, the forecast uncertainty level

of f t�i, t can be calculated by:

var qt � f t�i, t

� � ¼Xi�1

j¼0

σ2j, j ð1:48Þ

Since var qt � f t�i, t

� �
increases with i, MMFE naturally reflects some properties

of stream flow forecasts, i.e., increased uncertainty with forecast lead-time and

dynamic forecast updates.

It is important to note that MMFE is not a forecast model but rather a framework

representing the dynamics of forecast updates [118, 121]. Due to its simplicity and

72 H. Wang et al.



effectiveness in illustrating the forecast uncertainty evolution processes, MMFE

has been widely applied to operations research for quantifying the economic profits

from forecast improvements [118] analyzing the optimality of supply chain man-

agement strategies [121, 122] determining the safety stock level in supply chain

management [110], and supporting restocking decision making under forecast

uncertainty [123].

Streamflow Forecast Uncertainty Analysis Based on (MMFE)

To use MMFE to model the uncertainty of streamflow forecasts, it is necessary to

justify its assumptions, i.e. unbiasedness, non inter-period correlation, stationarity,

and Gaussian distribution. Real-time streamflow forecasts are based on hydrologic

model inputs, such as precipitation, temperature, and soil moisture. These inputs are

updated at the beginning of each period with new weather forecasts and hydrologic

observations (e.g., streamflow, soil moisture) to improve the preceding streamflow

forecast. Since hydrologic model input errors are usually considered to be domi-

nated by random factors rather than structural ones, the assumption of unbiasedness

in MMFE (i.e., the structural error is negligible) has been widely adopted in

hydrologic studies [112, 116].

The second assumption may be justified by the hypothetical problem setting in

this study. As time moves forward to the prescribed ending period, the forecast lead

time decreases and more information becomes available (Fig. 1.39). At the start of a

new period, new information becomes available, which is not available for the

previous periods. It is reasonable to assume that this new information is indepen-

dent from the information that was previously available. Therefore, it can be

assumed that the update to the streamflow forecast for a given period is independent

of the updates in previous periods.

The third and fourth assumptions imply stationary and a Gaussian distribution of

the uncertainty, respectively, which are common assumptions in hydrologic

studies [116].

In MMFE, the VCV matrix of the linearly dependent components of Ft,� in

Eq. (1.46) plays a central role. Since the VCVmatrix is positive semi-definite, it can

be decomposed into the product of a matrix multiplied by its transpose through the

Cholesky decomposition [124], i.e.,

VCV ¼ VVT ð1:49Þ

Denote X1 X2 . . . XHþ1½ � as a vector of H + 1 independent standard normal

variables and transposing it with matrix VT:

Y1 Y2 . . . YHþ1½ � ¼ X1 X2 . . . XHþ1½ �VT ð1:50Þ

Then, the generated vector of Y consists of normally distributed variables with a

variance–covariance matrix equal to their original variance–covariance matrix,

VCV ¼ VVT . Thus, Eq. (1.50) can be used for generating forecast errors:
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Δ f 1,1 Δ f 1,2 � � � Δ f 1,Hþ1

Δ f 2,2 Δ f 2,3 � � � Δ f 2,Hþ2

⋮ ⋮ ⋱ ⋮

Δ f t, t Δ f t, tþ1 � � � Δ f t,Hþt

2666664

3777775 ¼

x1,1 x2,1 � � � xHþ1,1

x1,2 x2,2 � � � xHþ1,2

⋮ ⋮ ⋱ ⋮

x1, t x2, t � � � xHþ1, t

2666664

3777775VT ð1:51Þ

Assuming the actual streamflow sequence is known:

Q ¼ q1 q1 . . . qN½ � ð1:52Þ

The deterministic streamflow forecast error can be expressed by:

et�i, t ¼ qt � f t�i, t ¼
XHþ1

j¼Hþ2�i

Δ f t�H�1þ j, t ¼
Xi�1

j¼0

Δ f t� j, t ð1:53Þ

where et�i, t denotes the forecast error for period t streamflow in the forecast made

during period t� i. The synthetic DSF forecast errors, e.g. e1,5 ¼
X5
i¼2

Δ f i, 5, can

then be generated through Eq. (1.53).

With the second assumption of MMFE, the variance of the forecast error et�i, tð Þ
can be calculated by:

var et�i, tð Þ ¼
Xi�1

j¼0

σ2j, j i � 1ð Þ ð1:54Þ

Combining Eqs. (1.35), (1.37), and (1.38) with Eq. (1.53), Eq. (1.54), the DSF,
pDSF, and rDSF made at period t� i for period t streamflow can be explicitly

expressed with the following equations:

DSF : DSFt�i, t ¼ qt � et�i, t et�i, t � N 0;
Xi¼1

j¼0

σ2j, j

 ! !
ð1:55Þ

pPSF : pPSFt�i, t � N qt � et�i, t,
Xi�1

j¼0

σ2j, j

 !
ð1:56Þ

rPSF : rPSFt�i, t � N qt;
Xi�1

j¼0

σ2j, j

 !
ð1:57Þ

Thus, using MMFE, DSF, pPSF, and rPSF can be synthetically generated with a

common framework. For probabilistic forecasts (pPSF and rPSF), Eqs. (1.56) and
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(1.57) depict the forecast uncertainty of period t without reflecting the correlation

relationship between the uncertain terms expressed in Eqs. (1.44) and (1.46). To

deal with this concern, this study adopts a scenario-based Monte-Carlo approach for

forecast uncertainty analysis [17]. Then, with a deterministic or stochastic reservoir

operation model, a framework for real-time reservoir release decisions can be

established.

It is worthwhile to note that forecast uncertainty and forecast horizon are two

important features of streamflow forecast and both can affect reservoir operation

using the forecast [6, 113], as the forecast can be too uncertain if it is too long (i.e., it

cannot reliably reflect inflow conditions) or too short to be applicable for supporting

decision making. This study focuses on the effect of forecast uncertainty on real-

time reservoir operation while the complicating effect of forecast uncertainty and

forecast horizon will be analyzed in future work.

6.1.3 Effect of Streamflow Forecast Uncertainty on Reservoir

Operation

The Hypothetical Reservoir System with Operation Strategies

Reservoir System

Besides forecast uncertainty, the efficiency of reservoir operations can also be

affected by reservoir inflow variability, demand change, and reservoir capacity

[112, 125]. To study these influential factors, the hypothetical reservoir operation

model consists of four categories of parameters: forecast uncertainty, reservoir

inflow, reservoir capacity, and the objective function.

(a) Forecast uncertainty: The forecast error standard deviation σ and the forecast

error correlation ρerror are introduced to characterize the streamflow forecast uncer-

tainty [110, 111]. As shown in Eq. (1.58). The VCV matrix is simplified with the

two forecast parameters:

σ2 ρerrorσ
2 � � � 0

ρerrorσ
2 ρerrorσ

2 � � � 0

⋮ ⋮ ⋱ ⋮

0 0 � � � σ2

266664
377775

Hþ1ð Þ� Hþ1ð Þ

ð1:58Þ

σ represents the magnitude of uncertainty in the forecast. A higher σ value implies a

greater forecast uncertainty. ρerror reflects the temporal correlation relationship of

the forecast uncertainty. In general, a negative ρerror implies a lower amount of

uncertainty in the total inflow, as the overestimated forecast errors are more likely

to be balanced by the underestimated forecast errors; meanwhile, a positive ρerror
implies a higher degree of uncertainty in the total inflow forecast.
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(b) Reservoir inflow: The reservoir inflow parameters include the mean, coeffi-

cient of variation, and the correlation coefficient of the streamflow, which are

denoted as μ, Cv, and ρflow, respectively. A simplified Thomas–Fiering model is

applied to generate the reservoir inflow sequences:

qtþ1 ¼ μþ ρflow qt � μð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ρ2flow

q
μCvð Þδ ð1:59Þ

In Eq. (1.59), δ is a standard normal random number. Theminimum streamflow is set

to 0.4 so that 93 % of the generated streamflow sequences can be subsequently used

in the MMFE streamflow forecast model when Cv is at its maximum value, i.e., 0.4.

(c) Reservoir capacity: The reservoir capacity (S) is represented by the active

maximum storage, which is the difference between the maximum and the minimum

storage

S ¼ Smax � Smin ð1:60Þ

To avoid adverse effects of initial storage and end storage on reservoir operation

decisions, the initial storage and end storage are set to half of S.
(d) Objective function: The objective function is defined as the sum of the single-

period reservoir release utility [Eq. (1.61)] and is maximized in the DP and SDP

formulations, in which the reservoir storage and inflow are discretized into intervals

with a width of 0.01.

gt ¼
Dt � Dmin

Dmax � Dmin

� �1=2

ð1:61Þ

where Dt is the beneficial release (excluding the reservoir spill DSt) at time period t,

while Dmax and Dmin represent the maximum and minimum beneficial releases,

respectively. Equation (1.61) is concave with a decreasing marginal utility property

[5, 125].

The parameters of the hypothetical reservoir operation model are summarized in

Table 1.10. Each of the impact factors discussed above (as shown in Table 1.10) is

assessed individually, i.e. adjusting the value of a given factor while holding the

base values of all other parameters. Table 1.10 shows the range of values tested for

each parameter. It is necessary to note that forecast uncertainty parameters

[Eq. (1.58)] have already been specified with values in Table 1.10 for this hypo-

thetical case study and the underlying assumption is that MMFE has already been

validated before the policy simulation. For real-world application of MMFE, a

validation step is needed.
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Operation Strategies

The following generic procedures are used to model the hypothetical reservoir

operation problem: (1) time series of streamflow Q during the N operation periods

are generated using a flow synthesis model with given reservoir inflow statistics;

(2) DSF, pPSF, and rPSF are generated with Q and MMFE using the predefined

forecast uncertainty statistics; for pPSF and rPSF, 500 forecast error scenarios are

generated to approximate the streamflow probability and state transition probability

[17, 18]; (3) with the synthesized forecast products from (2), optimization models

(DP and SDP) and the simulation model based on SOP are employed for reservoir

operation analysis. For each parameter test, the numerical experiment is conducted

with 100 randomly generated streamflow scenarios, and the mean value and

standard deviation of the utility are computed using the 100 samples.

Decision horizon (DH, how long the generated decision is implemented), fore-

cast horizon (FH, how long the inflow can be predicted), and operation horizon

(OH, how long the reservoir operation is targeted) are important issues in reservoir

operation. In our study, DH is set as 1 and FH is assumed to be the same as the

length of OH (i.e., the lead time H is N periods at the beginning, N� 1 periods when

decision moves to next period, and so on). The following procedures are undertaken

for the modeling exercise: (1) reservoir operation decision is determined for each

period with the streamflow forecast provided up to the end of the operation periods;

(2) for the generated decision sequence, only the current period decision is treated

as final; (3) decisions in future time periods will be updated period by period, i.e., at

the beginning of the next period, the reservoir state is updated with inflow and

release, and new release decision is made with updated forecast (i.e., rolling horizon

decision making, see Fig. 1.40). This process is repeated from period 1 to N (N is set

as 6 in this study).

Table 1.10 Parameters of the hypothetical reservoir system

Reservoir components Parameters symbol Type Value range Base value

Forecast uncertainty σ Variable 0.02–0.20 0.10

ρerror Variable �0.50–0.50 0

Reservoir inflow μ Constant 1 –

Cv Variable 0.05–0.40 0.30

ρflow Variable 0.4 –

Reservoir capacity S Variable 0.20–5.00 2.00

Reservoir utility Dmin Constant 0.4 –

Dmax Constant 1.2 –

1

r1 r2 … …

2 3 4 … … H … … N
Fig. 1.40 Schematic of

rolling horizon decision

making in reservoir

operation
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This study undertakes a finite horizon specified with the ending storage, which is

set equal to the initial storage for this theoretical study. Five operation scenarios,

shown in the last column of Fig. 1.41, are examined. The optimization models of

dynamic programming (DP) and stochastic dynamic programming (SDP) are uti-

lized to generate the operation decisions with the streamflow forecast. The perfect

forecast, Q, and DSF are implemented through DP while the probabilistic forecast

scenarios (pPSF and rPSF) are implemented through SDP. These results are

compared to a simulation model of standard operation policy (SOP) using Q.

Effect Analysis of Factors Relating to Streamflow and Reservoir

The Role of Forecast Uncertainty for Reservoir Operation

With the base parameter values, effects of different values of σ and ρerror are

assessed. Figures 1.42 and 1.43 show the effect of σ and ρerror on the utility level

of the reservoir operation, respectively. The mean value and standard deviation of

the reservoir operation improvement (in terms of utility increase) with deterministic

forecasts (Q-DP and DSF-DP) and probabilistic forecasts (pPSF-SDP and rPSF-
SDP) from Q-SOP are compared in Fig. 1.42. As can be seen from the upper part of

Fig. 1.42, a threshold level exists in the rPSF-SDP performance. With a medium

uncertainty level σ < 0:1 (σ ¼ 0:1 is about one third of the stream flow standard

deviation μCv ¼ 0:3 ), the operation of rPSF-SDP is similar to Q-DP (i.e., the

optimal reservoir release decision) in terms of the mean utility improvement from

Q-SOP. Beyond this uncertainty level σ > 0:1, rPSF-SDP has a decreasing trend

with the increase of forecast uncertainty level. The performances of DSF-DP and

pPSF-SDP are similar with a declining trend in the forecast uncertainty level.

In terms of the standard deviation of the utility improvement, Q-DP and rPSF-SDP
both exhibit a lower variation while DSF-DP and pPSF-SDP show a higher

variation. In general, rPSF performs superiorly to pPSF in terms of improving

the real-time reservoir operation, which suggests that merely carrying out an

Fig. 1.41 Procedures of modeling exercise for testing the various forecasts with reservoir

operation models

78 H. Wang et al.



empirical uncertainty analysis based on DSF is not as efficient as an ensemble

streamflow forecast.

Figure 1.43 shows the reservoir performances under different forecast uncer-

tainty correlations varying between�0.5 and 0.5. As with the impact of uncertainty

levels (Fig. 1.42), both Q-DP and rPSF-SDP perform similarly, which further

illustrates the robustness of reservoir operation under rPSF with respect to uncer-

tainty correlation. DSF-DP and pPSF-SDP both show worse performances than

Q-DP and rPSF-SDP. However, the performance of pPSF-SDP is more stable with

different ρerror levels, while the mean performance of DSF-DP shows a slightly

declining trend with ρerror, as shown in Fig. 1.43.

One characteristic of the probabilistic streamflow forecast is its explicit proba-

bilistic representation of future low and high flow conditions, which is important in

decision risk analysis. In reservoir operation practice, hedging, which means

slightly reducing the current water supply to mitigate future water shortages, is an

important real-time reservoir operation practice. As forecast uncertainty increases,

it becomes more beneficial to adopt hedging to avoid large shortages. Comparing

the first period reservoir release reduction under DSF-DP, pPSF-SDP, and rPSF-
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Fig. 1.42 Relationship between reservoir operation efficiency improvement from SOP and

streamflow forecast uncertainty level
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SDP to that under the perfect forecast Q-DP (i.e., the optimal reservoir operation

without forecast uncertainty), the hedging effects of both pPSF-SDP and rPSF-SDP
exhibit an increasing trend with the increase of the uncertainty level. On the other

hand, DSF-DP shows no significant hedging effect (as shown in Fig. 1.43), which

illustrates the effectiveness of adopting probabilistic streamflow forecasts to repre-

sent the future risks. Meanwhile, although the hedging trends under pPSF and rPSF
are similar, there are differences between pPSF-SDP and rPSF-SDP in terms of

utility improvement from Q-SOP (as shown in Figs. 1.42 and 1.43). The reason can

be that the pPSF-SDP operation hedges against both the deterministic forecast error

and the random forecast uncertainty. Since the magnitude of the deterministic

forecast error is approximate to that of the forecast uncertainty (denoted by the

standard deviation of the deterministic forecast error, as shown in Eqs. (1.35),

(1.36), and (1.37)), the benefit of hedging is not as significant in pPSF-SDP as

rPSF-SDP. Also, the hedging effect of pPSF-SDP tends to be more variable than

that of rPSF-SDP.
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Effect of Streamflow Variability

A reservoir is built to regulate natural streamflow variability and to maintain a

reliable utility from natural streamflow. The coefficient of variation Cv, which is

defined as the ratio of the streamflow standard deviation over the mean value, is

commonly used to characterize the inter-period streamflow variability. Figure 1.44

displays the effect of Cv on reservoir operation performances under the various

forms of forecast uncertainty.

Figure 1.45 illustrates that, with the increase of Cv, the utility improvements

relative to SOP under all the optimized solutions with deterministic or probabilistic

forecasts tend to increase. This generally implies that the more variable the

streamflow is, the more valuable the forecast is for improving reservoir operation

efficiency. Meanwhile, reservoir operation under rPSF shows robustness with a

high uncertainty level (comparable to the natural variability), for example, when

Cv ¼ 0:1 (i.e., the forecast uncertainty is comparable to the streamflow variability

μCv ¼ σ), about 50 % of the reservoir operations under DSF-DP and about 80 % of

the reservoir operations under pPSF-SDP are inferior to Q-SOP, while rPSF-SDP
shows a performance similar to Q-DP and better than DSF-DP.
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Effect of Reservoir Capacity

The effect of reservoir capacity is studied by varying reservoir capacity S from 20 to

500 % of the mean inflow [μ in Eq. (1.59)], of which the results are shown in

Fig. 1.46. With respect to mean utility improvement, the DSF-DP and rPSF-SDP

perform similarly. DSF-DP performs more poorly than pPSF-SDP when the storage

is small, and gradually improves and approaches the performance of pPSF-SDP as

the reservoir storage becomes larger. This is different from the above comparisons

between DSF-DP and pPSF-SDP, where the DSF-DP performs similarly to pPSF-

SDP under various forecast uncertainty and streamflow variability levels. Note that

pPSF differs from DSF because it includes an empirical uncertainty analysis that

addresses the risk induced by forecast error. Thus the poor performance of DSF-DP

compared to pPSF-SDP when the reservoir storage is small implies that small

reservoirs are more sensitive to forecast uncertainties. Standard deviation values

of utility improvements show a similar performance with the increase of reservoir

storage, except that the DSF-DP has a larger standard deviation when the

reservoir storage is small. This also suggests that the DSF-guided reservoir opera-

tion is vulnerable to forecast errors when the reservoir is small.
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6.2 Identifying Effective Forecast Horizon for Real-Time
Reservoir Operation

6.2.1 Background

Reservoirs are built to regulate streamflow variability and to meet operation

objectives, such as water supply, irrigation, flood control, and hydropower gener-

ation. Conventionally, reservoir water release decisions are determined by pre-

scribed operation rules. These rules are based on historical streamflow records,

which specify reservoir release under certain storage and inflow conditions. How-

ever, in real-time reservoir operation, operation rules cannot effectively utilize

streamflow forecasts [106]. In recent years, various optimization and simulation

models have been developed to exploit streamflow forecasts for reservoir decision

making [126, 127]. As advances in weather forecasting, hydrologic modeling, and

hydro-climatic teleconnections have significantly reduced streamflow forecast

uncertainty and prolonged the forecast horizon, streamflow forecasts are now a

more promising tool for improving reservoir operation efficiency [18, 103, 114].
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Applications of streamflow forecasts to reservoir operation are constrained by

their limited length and a meaningful forecast horizon (FH) is usually shorter than

the reservoir operation horizon. For example, reservoir flood control operations may

last several months, while a streamflow forecast is only available several weeks in

advance. The practical length of a streamflow forecast is also limited by the

complicating relationship between forecast uncertainty (FU) and forecast horizon

(FH), i.e., the longer the forecast horizon, the more complete the information for

decision making, but the larger the forecast uncertainty [105, 112, 113]. Although

the complicating effect of FU and FH is interesting, reservoir operation studies

incorporating streamflow forecast do not explicitly analyze the effects. The current

study is then motivated to explore explicit relationships between operation decision

optimality and the FU and FH characteristics.

In previous reservoir operation studies, the importance of reducing FU has

been illustrated by using both an operational forecast with actual reservoir sys-

tems [103, 114] and a synthetic forecast with hypothetical reservoir systems

[8, 111, 124]. Meanwhile, most studies assumed that the available FH was as long

as the operation horizon and did not consider the complicating effect of FU and FH.
However, a few previous publications have shed light on the issue. By employing a

Kalman filter forecast technique, Simonovic and Burn [113] illustrated the existence

of an empirical FH threshold, and argued that a FH longer than the threshold would

not contribute to reservoir performance. More recently, You and Cai [6] presented

both a theoretical and a numerical framework to determine the optimal forecast

horizon for a given decision horizon, which is defined as the initial periods in which

decisions are not affected by forecast data beyond the forecast horizon. Furthermore,

You and Cai [7] addressed the dual problem of You and Cai [6], i.e., how far the

actual decision is away from the optimal one under a given forecast with a limited

horizon. Following You and Cai [6] and You and Cai [7] the current study develops

metrics to evaluate reservoir release decisions under a limited forecast and pro-

cedures to analyze the effect of FU and FH and to identify EFH. To conduct the

analysis, a fixed ending storage is specified for a reservoir operation problem. With

this realistic setting, a monotonic relationship between reservoir release and ending

storage is derived with a concave objective function. With the monotonic relation-

ship, metrics to evaluate reservoir release decisions under a limited forecast can be

calculated. Following that numerical experiments based on synthetic forecasts are

designed to analyze the complicating effect of FH and FU and to illustrate the

procedures to identify the an effective forecast horizon (EFH), beyond which FH
increase will not contribute to reservoir operation efficiency.

6.2.2 Evaluation Metrics of Limited Inflow Forecast

for Reservoir Operation

This section first discusses FU and FH with a particular reservoir operation opti-

mization model, and then provides evaluation metrics of a limited inflow forecast

for reservoir operation.
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Problem Formulation

Consider a reservoir operation problem with an operation horizon of N periods and

denote the variables as follows:

i the index of time periods;

si reservoir storage at the end of period i;

qi reservoir inflow at period i;

xi forecast of period i reservoir inflow;

ri period i reservoir release decision;

f�i() period i reservoir utility function;

s the minimum reservoir storage;

s the maximum reservoir storage;

r the minimum reservoir release;

r the maximum reservoir release;

d discount ratio of reservoir utility;

l loss ratio of reservoir storage;

s0 the initial reservoir storage;

sT the target storage at the end of reservoir operation horizon (N );

s0T the target storage at the end of reservoir inflow forecast horizon (H ).

Based on the aforementioned variables and the selection of reservoir release ri as
decision variable, the multiple-period reservoir operation optimization model can

be formulated as follows:

max
XN
i¼1

1

1þ dð Þi�1
f i rið Þ 1:1ð Þ

s:t:

1� lð Þsi�1 þ qi � ri ¼ si i ¼ 1, . . . ,Nð Þ
s � si � s

r � ri � r

sN ¼ sT

8>>>>>><>>>>>>:

1:2ð Þ
1:3ð Þ
1:4ð Þ
1:5ð Þ

ð1:62Þ

Equation (1.62), (1.1) denotes the reservoir operation objective and it is defined as

the sum of discounted reservoir utility, which is a function of reservoir release ri and

assumed concave (i.e., diminishing marginal utility or f
00
rið Þ � 0, for example,

willingness-to-pay for one more unit of water is high in drought periods and it

decreases as water scarcity abates) in this section [5, 128]; (1.2) is the water balance

equation which illustrates the conservation of mass between reservoir storage,

inflow and release; (1.3) is the storage capacity constraint; (1.4) is the release

capacity constraint; and (1.5) is the ending storage constraint.

Reservoir operation optimization shown in Eq. (1.62) is an ideal case and the

underlying assumption is that reservoir inflows through the operation horizon N are
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perfectly known (i.e., no limitation on FH and FU). In real-world reservoir oper-

ation, the inflow information is available only within a limited horizon H [128, 129]

and involves uncertainties [112, 124, 126]:

xi ¼ qi þ εi ð1:63Þ

where εi is a random variable indicating forecast uncertainty of period i i � Hð Þ
reservoir inflow.

To bridge the gap between the operation horizon N and the forecast horizon H,
real-world reservoir operation typically employs a rolling horizon approach

(Fig. 1.47), i.e., (1) making the release decision for the decision horizon with a

limited forecast; (2) implementing the current release decision; (3) move to the next

period and repeat (1) and (2) with updated inflow forecast and reservoir storage

until the end of operation horizon [8, 112, 130].

In the rolling horizon approach, decision horizon (DH, how long the generated

decision is implemented), forecast horizon (FH, how long the inflow can be

predicted), and operation horizon (OH, how long the reservoir operation is targeted)

are important issues (Fig. 1.47). As the inflow forecast can update period by period

in real-time reservoir operation, DH is usually set as 1 (i.e., only the current period

decision is treated as final and decisions in future periods will be updated with the

new forecast). FH depends on the forecast technology and OH is set equal to FH,
although the original OH [Eq. (1.62)] is determined by inflow variability and

reservoir characteristics (e.g., a seasonal reservoir has an OH of several months

and an annual reservoir has an OH of 1 year).

The reservoir optimization operation model for rolling horizon decision making

can be formulated as follows:

1

r1 r2 … …

1 2 3 4

FH =H

DH =1

OH =N

… … H … … N

2 3 4 … … H H + 1 … N
Fig. 1.47 Schematic of

reservoir operation rolling

horizon decision making

and its operation horizon,

forecast horizon, and

decision horizon
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max
XH
i¼1

1

1þ dð Þi�1
f i rið Þ

s:t:

1� lð Þsi�1 þ xi � ri ¼ si i ¼ 1, . . . ,Hð Þ
s � si � s

r � ri � r

sH ¼ s
0
T

8>>>>><>>>>>:
ð1:64Þ

Equation (1.64) represents a practical reservoir operation model, which is different

from Eq. (1.62) in: (1) xi contains forecast uncertainty; (2) the operation horizon is

H; (3) the user-specified ending storage is s0T (which is differentiated from sT used

in Eq. (1.62), the target end storage). With the forecast updated and s0T specified in

each period, the rolling horizon approach can be employed to determine real-time

reservoir releases.

The practical model [Eq. (1.64)] can generate a release sequence [r01, r02, . . ., r0H]
within FH while only the current decision r01 is implemented (DH is 1) and

subsequent decisions will be obtained by re-running the practical model with an

updated inflow forecast through the rolling horizon process. For reservoir operation

applications, the rolling horizon approach generally exhibits superior performance

to the climatology scenario based stochastic approach, especially in extreme hydro-

logic conditions [115, 130]. For the comparability of decision making through the

rolling horizon process, this section focuses on one single period and investigates

the gap between r01 [the local optimal decision with a limited forecast, Eq. (1.64)]

and r*1 [the global optimal decision with a perfect forecast, Eq. (1.62)].

Monotonicity Property and Reservoir Release Bounds

One direct question from the rolling horizon approach is how the generated local

optimal decision can approximate the global optimal decision, i.e., the gap between

r*1 and r01. Since s0T indicates the trade-off between water-use within FH and

water-use beyond FH and affects r01 [i.e., ending storage effect, Eq. (1.64)], another
question is what effect s0T exerts on the gap between r01 and r*1. This section

addresses the second question first and illustrates a monotonic relationship between

s0T and r01:

Theorem Given a pre-determined forecast horizon FH and inflow forecast
x1 x2 . . . xH½ �, if the reservoir release utility function fi() exhibits a
diminishing marginal utility property (i.e., concavity and f 00i()< 0), then r01 under-
lying a given s0T will not increase if s0T increases.

This theorem illustrates a monotonic ending storage s0T effect on first period

decision r01. For rolling horizon reservoir operation, this monotonic relationship

generally suggests that the current release decision r01 will not increase if we set a
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higher s0T (i.e., to save more water for periods beyond FH). It is important to note

that the monotonicity dependence relationship has been studied in supply chain

management [131, 132]; this section introduces the relationship to reservoir oper-

ation and extends it by considering the effects of utility discount and storage loss.

A direct corollary of the monotonicity theorem is that: r01 is bounded by r01,u
(upper bound, defined as r01 corresponding to s

0
T ¼ s) and r01,l (lower bound, defined

as r01 corresponding to s
0
T ¼ s). In general, r01,u implies the release decision under

the most optimistic expectation of future streamflow, as total inflow plus initial

storage are scheduled to be used up within FH. Alternately, r01,l implies the release

decision under the most pessimistic expectation of future streamflow and that

storage and inflow are planned to be saved as much as possible for periods beyond

FH. For real-time reservoir operation, when practical values of s and s are given,

these two releases bounds r01,u and r01,l can be used to determine the range of

reservoir release decisions under a given streamflow forecast (Fig. 1.48).

Based on the monotonicity property of r01 and the two release bounds r01,u and
r01,l, we can analyze the gap between r*1 and r01 (i.e., the optimality of reservoir

operation decision with a limited forecast). The gap between r*1 and r
0
1 is bounded

and can be represented by the gaps between r*1 and r01,u and between r*1 and r01,l.
Three error bound indices are derived:

EBR ¼ r
0
1,u � r

0
1, l ð1:65Þ

EBU ¼ r
0
1,u � r*1 ð1:66Þ

EBL ¼ r*1 � r
0
1, l ð1:67Þ

Perfect Forecast

Limited Forecast

1

r1
∗ ST

S '
T = S

S '
T

S '
T = S

2 3 4 … … H … …  N

r �1,u

r �1

r �1, l

–

–

Fig. 1.48 The optimal first period release decision r*1 of the ideal model and the upper and lower

bound for the first period release decision r01 of the practical model

88 H. Wang et al.



EBR (called error bound range) is the difference between r01,u and r01,l, or rather, the
variation in the range of r01. EBU (called upper error bound) and EBL (called lower

error bound) indicate the error bound of the most optimistic and pessimistic

expectation of future streamflow, respectively.

For these three indices, EBR is applicable to real-time reservoir operation for the

determination of the release range. As r*1 is obtained through perfect information

of reservoir inflow (not possible in real-time reservoir operation), EBU and EBL are

retrospective analysis indices with the assumption that the inflow process has

already been realized and release decisions r01,u and r01,l were made prior to inflow

realization. This section is, thus, a retrospective analysis of real-time reservoir

operation and applies EBR, EBU and EBL to diagnosing the optimality of release

decision under a limited forecast. In the following sections, this section will

investigate EBR, EBU and EBL by varying FH, FU, streamflow variability, and

reservoir characteristics. Considering the difficulty of obtaining an analytic optimal

solution for the multiple period reservoir optimization operation model [Eqs. (1.62)

and (1.65)], numerical experiments with a hypothetical reservoir are adopted in the

subsequent analysis.

6.2.3 A Real-World Case Study to Detect Effective Forecast Horizon

The analysis described above is applied to a real-world case study—the

Danjiangkou Reservoir, one of the major reservoirs for water transfer in the central

route of the South–North Water Transfer Project (SNWTP) in China. The retro-

spective analysis period is selected as June 1 to September 30 in 2008 (122 days).

The case study focuses on the water supply function of the reservoir and the

objective function is chosen as to minimize the shortage index:

min SI ¼
X122
i¼1

TSi
TDi

� �2

ð1:68Þ

in which i is the time index (i¼ 1, .. 122); TDi is the water demand in period i; TSi is
the water shortage defined as below

TSi ¼ max 0, TDi � rið Þ ð1:69Þ

The constraints are similar to that in Eqs. (1.62) and (1.64). s and s are set as

121.0*108 m3 and 146.6*108 m3, respectively; the release constraint is not consid-

ered. Since the reservoir also serves for flood control, as well as water supply,

during the study period, the ending storage s
0
T is set as the minimum storage s

� �
for

flood control, 12.1 billion m3. When s
0
T is set as the minimum following the flooding

control regulation and r1’ is the maximum, only EBU described in Sect. 3 is

analyzed for the case study.
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The auto-regressive forecast uncertainty is incorporated into the retrospective

analysis in a rolling time window. In each day, a deterministic streamflow forecast

within the FH is generated and it is assumed that the forecast error τi fits a gamma

distribution with the mean of 1� γið Þμi and the variance of 1� γ2i
� �

μ2C2
v [115]. It is

assumed that the model determined release at the current day is always

implemented, and the reservoir storage is updated to next day. In the numerical

experiments, FH is varied from 3 days to 15 days and three δ levels (δ ¼ 0:005, 0:05,
and 0.10) are tested. The results that illustrate the relationships between FU, FH and

average shortage index are presented in the lower part of Fig. 1.49.

As can be seen from Fig. 1.49, at the same FH level, the lower the FU, the better
the reservoir performance; meanwhile, at the same FU level, if there is no uncer-

tainty δ ¼ 0:00ð Þ, the longer FH, the better the reservoir performance; while if FU
exists, to prolong FH beyond a certain threshold (i.e., EFH) will even decline the

reservoir performance. EFH¼ 12 corresponding to δ ¼ 0:05 and EFH¼ 7 when

δ ¼ 0:10, which verifies that a larger FU ends with a shorter EFH.
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6.3 Generalized Marginal Model of the Uncertainty
Evolution of Inflow Forecasts

6.3.1 Background

Streamflow forecasts provide useful information about the future. Forecasts are

especially important for predicting extreme hydrologic events and are used to guide

management decisions on water resource systems [134, 135]. Advances in weather

forecasting, hydrologic modeling, and hydro-climatic teleconnections have

improved the ability to forecast streamflows [136–138]. As a result, streamflow

forecasts have been extensively applied in water resource management. The appli-

cations usually take a two-component approach. One paper develops innovative

models for streamflow forecasting, whereas the other proposes novel optimization

models to incorporate the forecast into decision making. For example, Carpenter

and Georgakakos [136] generated an ensemble streamflow forecast that considered

both atmospheric forcing and hydrologic model uncertainty. Yao and Georgakakos

[107] then developed forecast-management schemes with operation rules and

optimization models. Mauer and Lettenmaier [114] assessed the seasonal

streamflow predictability of the Mississippi River basin. Based on these data,

Mauer and Lettenmaier [107] evaluated the value of seasonal streamflow forecast

to guide the Missouri River main-stem reservoir operation. Ajami et al. [139]

proposed an integrated Bayesian uncertainty estimator to account for input, param-

eter, and model structural uncertainty in hydrologic prediction, after which they

demonstrated the importance of considering hydrological uncertainty in sustainable

water resource management [127].

Uncertainty is an inherent and important characteristic of streamflow forecast-

ing. In both real-world and hypothetical studies focusing on the applications of

streamflow forecasting, uncertainty has been identified as the major influencing

factor of the value of the forecast [8, 104, 127]. Real-world studies that aim to

develop decision support systems for a targeted river basin generally address

forecast uncertainty using advanced forecast techniques (e.g., ensemble forecasts)

and optimization (or simulation) models [107, 128, 134]. Hypothetical studies

typically use synthesized forecast uncertainty based on certain assumptions, e.g.,

unbiasedness, and Gaussian distributions [8, 140, 141]. Testing the validity of these

assumptions is an important issue for this type of hypothetical study. In this

investigation, we use real-world forecast data and perform statistical tests on

assumptions of forecast uncertainty.

Forecast uncertainty evolves in real-time because streamflow forecasts are

dynamically updated. On one hand, the uncertainties of forecasts for future periods

become larger as forecast lead-time increases. On the other hand, the uncertainties

of forecasts for a certain time period decrease over time as more hydrologic

information becomes available. Heath and Jackson [118] proposed a martingale

model of forecast evolution (MMFE) to formulate the uncertainty evolution of

demand forecasts in supply chain management. Zhao et al. [8] applied MMFE to
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model deterministic, ensemble, and probabilistic streamflow forecasts and illus-

trated that ensemble and probabilistic forecasts are more effective than a determin-

istic forecast. MMFE formulates the total forecast uncertainty of a streamflow in

one future period as the sum of forecast improvements in the intermediate periods.

This study tests the assumptions of MMFE, i.e., single-period forecast improve-

ments are unbiased, Gaussian distributed, temporally independent, and stationary.

Furthermore, this study proposes a generalized martingale model GMMFE to

address cases wherein the assumptions are violated.

6.3.2 Methodology

Streamflow forecasts are updated in real-time. At the beginning of one time period,

forecasts of streamflow in the subsequent time periods are made based on currently

available hydrologic information. As time progresses and as more hydrologic

information becomes available, the forecasts are dynamically updated. This section

introduces the MMFE, which describes this dynamic forecast-updating process.

Mathematical Formulation of Uncertainty Evolution

fs,t is denoted as the forecast made at period s for the streamflow at period t (s must

be less than or equal to t). The forecasts made at period s form a vector Fs,�
comprising fs,s+i (i¼ 0, 1, . . ., h; h denotes the forecast horizon) with lead time

ranging from 0 to h periods, i.e.,

Fs,� ¼ f s, s f s, sþ1 . . . f s, sþh


 � ð1:70Þ

In subsequent periods s+ 1, s+ 2, . . ., Fs+1,�, Fs+2,�, . . ., are made. A schematic of

the rolling horizon process of a real-time streamflow forecast with a forecast

horizon h (h is set as 4 periods for example) is given at the upper part of Fig. 1.50.

Fig. 1.50 Schematic of

uncertainty evolution in

real-time streamflow

forecasting
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On one hand, Fs,� contains multiple forecasts of streamflow in the subsequent

h periods. On the other hand, streamflow qt at period t corresponds to multiple

forecasts made at the precedent periods, as shown in the lower part of Fig. 1.50. The

h+ 1 forecasts ft�i,t (i¼ h, . . ., 1, 0) corresponding to qt form a vector F�,t (F�,t is

differentiated from Fs,�).

F�, t ¼ f t�h, t f t�hþ1, t . . . f t, t

 � ð1:71Þ

The relationship among fs,t (the estimated value), qt (the real value), and es,t (the
forecast error) are additive [8, 118, 141].

es, t ¼ f s, t � qt ð1:72Þ

The forecast errors of F�,t also form a vector E�,t

E�, t ¼ et�h, t et�hþ1, t . . . et, t½ � ð1:73Þ

With es,t (s¼ t� h, t� h+ 1, . . ., t), forecast improvement us,t can be defined as the

difference between the forecast errors of two consecutive periods

us, t ¼ es, t � es�1, t

¼ f s, t � qt
� �� f s�1, t � qt

� �
¼ f s, t � f s�1, t

ð1:74Þ

As shown in Eq. (1.74) and Fig. 1.50, us,t represents the improvement in fs,t (the
period s forecast of q�t) from fs�1,t (the previous period’s forecast of qt). We have a

total of h updates of us,t (s¼ t–h+1, t–h+ 2, . . ., t) for qt, which correspond to the h+ 1
elements in E�,t and F�,t.

Assuming that the observation (denoted as ft,t) at the current period is perfect,

f t, t ¼ qt ð1:75Þ

The relationship between es,t and us,t can be formulated as follows:

et, t ¼ 0

et�1, t ¼ et, t � ut, t ¼ �ut, t

et�2, t ¼ et�1, t � ut�1, t ¼ �ut, t � ut�1, t

. . .

et�hþ1, t ¼ et�hþ2, t � ut�hþ2, t ¼ �
Xh�2

i¼0

ut�i, t

et�h, t ¼ et�hþ1, t � ut�hþ1, t ¼ �
Xh�1

i¼0

ut�i, t

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

ð1:76Þ
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By incorporating Eq. (1.76) into Eq. (1.72), forecast fs,t can be formulated with qt
and us,t (s¼ t–h+ 1, t–h+ 2, . . ., 0)

f t, t ¼ qt

f t�1, t ¼ qt � ut, t

f t�2, t ¼ qt � ut, t � ut�1, t

. . .

f t�hþ1, t ¼ qt �
Xh�2

i¼0

ut�i, t

f t�h, t ¼ qt �
Xh�1

i¼0

ut�i, t

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

ð1:77Þ

The equation also indicates that

f t, t ¼ f t�1, t þ ut, t
f t�1, t ¼ f t�2, t þ ut�1, t

. . .
f t�hþ1, t ¼ f t�h, t þ ut�hþ1, t

8>><>>: ð1:78Þ

which implies that fs,t continues to be improved by us,t as s increases from t�h to t,
as shown in Fig. 1.50.

Generalized Martingale Model

The MMFE model deals with unbiased Gaussian samples and synthesizes the

unbiased Gaussian forecast improvements based on the variance–covariance matrix

[8, 118]. However, the non-Gaussian properties of forecast improvements hinder

the application of MMFE in real-world studies. To bridge this gap, this study

integrates the NQT method, which can convert biased non-Gaussian distributed

variables into unbiased Gaussian variables [119, 142], with the conventional

MMFE model. This new model GMMFE comprises three steps: NQT, MMFE,

and inverse-NQT, as shown in Fig. 1.51.

Fig. 1.51 Flowchart of the generalized marginal model GMMFE
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(1) Step 1 is the transformation of variables by NQT. us,s+i�1 (i¼ 1, 2, . . ., h) are
converted into standard Gaussian random variables u0s,s+i�1 (i¼ 1, 2, . . ., h) based on

u
0
s, sþi�1 ¼ CDF�1

Gaussian CDFi us, sþi�1ð Þð Þ ð1:79Þ

where CDFi() is the CDF of us,s+i�1, and CDF
�1
GaussianðÞ is the inverse of the CDF of

standard Gaussian distribution. Equation (1.79) comprises two sub-steps. First,

CDFi() transforms us,s+i�1 into the corresponding cumulative probability, which

is uniformly distributed between 0 and 1. Thereafter, CDF�1
GaussianðÞ converts the

cumulative probabilities into the standard Gaussian random u
0
s, sþi�1. The principle

behind NQT is similar to that of the quantile–quantile plot [143] in that the two

random variables are matched based on the values of their cumulative probability.

(2) Step 2 is the application of MMFE to the transformed variables. The variance–

covariance of u0s,s+i�1 (i¼ 1, 2, . . ., h) is calculated, after which u0i (i¼ 1, 2, . . ., h)
is generated based on the Cholesky decomposition of the variance–covariance

matrix. Both u0i (i¼ 1, 2, . . ., h) and u0s,s+i�1 (i¼ 1, 2, . . ., h) are standard Gaussian
random variables that have the same cross correlation relationships.

(3) Step 3 is the inverse transformation of the variables by NQT. u0i (i¼ 1, 2, . . ., h)
and forecast improvements ui (i¼ 1, 2, . . ., h) are generated with the inverse

application of NQT

ui ¼ CDF�1
i CDFGaussian u

0
i

� �� �
: ð1:80Þ

In Eq. (1.80), CDFGaussian() converts u
0
i into the corresponding cumulative proba-

bility, whereas CDF�1
i ðÞ converts the cumulative probabilities into new forecast

updates ui (i¼ 1, 2, . . ., h). Notably, CDF�1
i ðÞ plays an important role in determin-

ing the statistical distribution of ui (i¼ 1, 2, . . ., h). For example, the substitution of

CDF�1
i ðÞwith the inverse of the CDFs of other distributions, e.g., N(μi, σ2i ), enables

ui to fit the Gaussian distribution with mean μi and standard deviation σi.
When applying GMMFE to real-world cases, these three steps are needed, and

special attention should be focused on fitting the CDF for the given samples of

us,s+i�1 (i¼ 1, 2, . . ., h). However, the first step of NQT for handling given samples

is unnecessary for hypothetical studies. On the other hand, the two steps of MMFE

and inverse-NQT are needed. The variance–covariance matrix should be set

for Step 2 to account for the dependence relationships [118, 144]. CDF�1
i ðÞ

(i¼ 1, 2, . . ., h) should be specified for Step 3 to determine the statistical distribu-

tion of forecast improvements. In a simple case where forecast improvements in

each period [Eq. (1.79)] are assumed to be independent, only Step 3 is needed, and

ui (i¼ 1, 2, . . ., h) can be individually simulated. The streamflow forecast can then

be synthesized based on Eqs. (1.70)–(1.78).
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Simulation of Streamflow Forecast

The GMMFE model is applied to generate synthetic streamflow forecast improve-

ments for the TGR during the main flood season of 2008 (Fig. 1.51). The CDF of us,

s + i� 1 (i¼ 1, 2, . . ., h) samples are estimated by the non-parametric kernel density

function [145]. To examine the effects of the assumptions of unbiasedness and

Gaussianity, three cases are designed:

(1) In the case UG, CDF�1
i ðÞ in Eq. (1.40) is substituted by the inverse of the CDF

of N(0, σ2i ), and ui fits unbiased Gaussian distribution;

(2) In the case BG, CDF�1
i ðÞ is substituted by the inverse of the CDF of N(μi, σ2i ),

and ui fits the biased Gaussian distribution; and

(3) In the case NG,CDF�1
i ðÞ is represented by the inverse of the kernel cumulative

density function, and ui fits the non-Gaussian distribution.

In the cases of UG and BG, μi and σi denote the mean and the standard deviation

of the us, s + i� 1 (i¼ 1, 2, . . ., h; h¼ 4) samples of the main flood season in 2008,

respectively.

The GMMFE model generates forecast improvements at each period [Eq. (1.79)]

and simulates streamflow forecast [Eqs. (1.76) and (1.77)]. We run 100 Monte-Carlo

simulations with GMMFE and derive the forecast errors of synthetic forecast with a

lead-time of 1 d to 4 d for the three cases. Themean, standard deviation (stdev), and the

coefficient of skewness (Cs) of the forecast errors are presented by boxplots, as shown

in Fig. 1.52. The boxplots illustrate the median as a central mark, the 25th and 75th

percentiles as edges, the range of data points aswhiskers, and the outliers as plus signs.

For comparison, the statistics of the forecast errors of the TGR streamflow forecast

records are represented by the circles linked by a line in Fig. 1.52.

The effect of the violation of the unbiasedness assumption is detected by the

mean value in the case UG, which shows that this assumption results in the

underestimation of the forecast error by approximately 1000 m3/s when the lead

time is 4 d. The effect of the violation of the Gaussianity assumption is illustrated

by the Cs values in the cases of UG and BG, which indicates that this assumption

results in the underestimation of the skewness of the forecast errors because

Gaussian distribution is symmetric. The case of NG considers both unbiased and

non-Gaussian forecast uncertainty, which results in statistics of synthetic forecast

errors similar to actual values. In summary, the three cases demonstrate the

effectiveness and generality of the GMMFE model in simulating evolution of

forecast uncertainties.

6.3.3 Effect of Forecast Uncertainty Distribution

on Reservoir Operation

Rolling-Horizon Reservoir Operation

Reservoir operation utilizes a rolling-horizon process to incorporate the dynami-

cally updated streamflow forecast into decision-making [134, 146]. This study
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employs a hypothetical reservoir and synthesizes streamflow forecasts for reservoir

operation. The reservoir operation model aims to maximize total utility, i.e.,

max
Xn
i¼1

gi rið Þ

s:t:

si þ xi � ri ¼ siþ1 i ¼ 1, . . . , nð Þ
smin � si � smax i ¼ 1, . . . , nð Þ
s1 ¼ sini

snþ1 ¼ send

ri � rmin

8>>>>>><>>>>>>:
ð1:81Þ

where i is the index of time periods ranging from 1 (the current period) to n (the

operation horizon); si denotes the reservoir storage at the beginning of period i; xi
and ri represent the period i’s streamflow forecast and release decision respectively;

smin and smax are the minimum and the maximum of reservoir storage, respectively;

sini and send denote initial and ending storage, respectively; and rmin is the lower

bound of reservoir release.
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Fig. 1.52 Distribution of the means, standard deviations, and coefficients of skewness of the

observed and simulated forecast errors
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In the reservoir operation with a study horizon of T periods, the rolling-horizon

process comprises the following steps:

(1) Release decisions are made based on the forecasts made at the current period s

x1 x2 . . . xn½ � ¼ f s, s f s, sþ1 . . . f s,T

 � ð1:82Þ

(2) The current release decision r1 is implemented, and r1 is saved as rs.
(3) The next period s+ 1 is considered, and the initial storage and streamflow

forecast are updated:

sini ¼ s1 þ qs � rs ð1:83Þ
x1 x2 . . . xn½ � ¼ f sþ1, sþ1 f sþ1, sþ2 . . . f sþ1,T


 � ð1:84Þ

These three steps are repeated until the end of the study horizon T. The operation

horizon n in Eq. (1.75) notably reduces from T to 1 as s progresses from 1 to T.
In each period, the current release decision is saved, and the single-period utility is

evaluated. The total utility is the sum of all single-period utilities. Finally, the total

utility of the rolling-horizon reservoir operation can be compared with that of the

baseline scenario, which is defined as a case without any reservoir regulation.

The utility improvement indicates the value of forecast-based reservoir operation.

Experiment Setting

The experiment is set up based on the reservoir operation model given by Zhao

et al. [8]. The reservoir takes a concave utility function, i.e., ri exhibits a

diminishing marginal utility (for instance, the case of water supply operation)

gi rið Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ri � rmin

rmax � rmin

r
rmax � ri � rminð Þ

1 ri > rmaxð Þ

8<: ð1:85Þ

The parameters of the reservoir are as follows: smin ¼ 0, rmin ¼ 0:2, rmax ¼ 1:2, and
sini ¼ send ¼ smax

2
. The study horizon T is set as six periods. Two scenarios are set for

smax, i.e., 0.5 and 2.0, examining the effects of reservoir storage capacity [146, 147].

The reservoir inflow is generated using a simplified Thomas–Fiering model, i.e.,

qtþ1 ¼ μþ ρflow qt � μð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ρ2flow

q
μCvð Þδ ð1:86Þ

where qt denotes streamflow in period t; δ is a standard Gaussian random number

for Monte-Carlo simulation; and the parameters are set as μ ¼ 1, ρflow ¼ 0:4, and

Cv ¼ 0:3.
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The streamflow forecast is generated by GMMFE. To simplify the formulation,

us,t (t¼ s, . . ., T ) are treated as independent and identically distributed random

variables, and us,t is simulated individually. The skewedness in forecast errors is

considered by setting the positively and negatively skewed distributions for

non-Gaussian forecast uncertainty. Four cases are designed:

1) In the case of UG, us,t is from an unbiased Gaussian distribution with a mean of

0 and a stdev of σ

us, t ¼ σδ, δ � N 0; 12
� � ð1:87Þ

2) In the case of BG, us,t is from a biased and Gaussian distribution with a mean of

Δ and a stdev of σ

us, t ¼ Δþ σδ, δ � N 0; 12
� � ð1:88Þ

3) In the case of NGn, us,t is from a negatively-skewed log-normal distribution with

a mean of Δ and a stdev of σ

us, t ¼ Δþ σ 2� δð Þ, δ � Logn 2; 12
� � ð1:89Þ

4) In the case of NGp, us,t is from a positively-skewed log-normal distribution with

a mean of Δ and a stdev of σ

us, t ¼ Δþ σ δ� 2ð Þ, δ � Logn 2; 12
� � ð1:90Þ

In Eqs. (1.89, 1.90), δ is from the log-normal distribution with a mean of 2 and a

stdev of 1.

By fixing Δ as 0.05 and varying σ from 0.02 to 0.20, this study generates

streamflow forecasts for the four defined uncertainty distributions using GMMFE.

The forecasts are incorporated into the rolling horizon reservoir operation. The

effects of forecast uncertainty distribution on reservoir operation among the four

cases are analyzed by comparing the utility improvements from the baseline case

without any reservoir regulation.

Result Analysis

This study conducts 100 Monte-Carlo experiments for each σ value and evaluates

the utility improvements for the four cases of forecast uncertainty. Figure 1.53

presents the utility improvements when reservoir capacity smax is 0.50. The appli-

cations of streamflow facilitate utility improvements in comparison with the base-

line case. The mean of the utility improvements decreases, and the stdev of utility

improvements tends to slightly increase with increasing σ. Comparing the UG case

with the three other cases, the presence of Δ in the BG, NGn, and NGp cases

1 Multi-Reservoir System Operation 99



reduces the mean utility improvements and contributes to the increase in standard

deviation.

Figure 1.53 further presents the utility improvements when reservoir capacity

smax¼ 2.0. Compared with Fig. 1.53, the applications of streamflow forecast bring

about greater but also more variable utility improvements. In the BG, NGn and

NGp cases, there are marginal differences in terms of the mean of utility improve-

ments. Moreover, there are minimal differences in the stdev of the utility improve-

ments when σ is small, but major differences in stdev are observed as σ increases.

The stdev of the utility improvements exhibits the most rapid increase in the NGp

case (biased and positively-skewed forecast uncertainty distribution), followed by

BG (biased and Gaussian distribution), NGn (biased and negatively-skewed distri-

bution), and UG (unbiased and Gaussian distribution) cases. A larger reservoir can

regulate streamflow at a longer timeframe and exploit forecasts with a longer lead

time [147]. However, a streamflow forecast with a longer lead time involves greater

uncertainty. The effects of the non-Gaussian forecast uncertainty on the reservoir

operation are greater in Fig. 1.53 than in Fig. 1.54. This finding implies that more

attention should be focused on the non-Gaussian characteristics of forecast uncer-

tainty in the operation of larger reservoirs. Given that unbiased-Gaussian distribu-

tions are often simply assumed for forecast uncertainties in real cases, Figs. 1.53

and 1.54 suggest that this assumption results in the overestimation of the utilities

from the applications of the streamflow forecast if the actual uncertainties are not
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unbiased-Gaussian distributed. Therefore, more attention should be paid to evalu-

ating the statistical distribution of forecast uncertainty before using streamflow

forecasts.

Furthermore, the benefit from streamflow forecasts in reservoir operations may

vary considerably because of the dependence on a number of factors, e.g., hydro-

logical characteristics, objective functions, and physical constraints [8, 106, 147].

Thus, the effect of forecast uncertainty distribution on reservoir operations may also

vary on a case-by-case basis. However, properly estimating the forecast uncertainty

distribution is evidently necessary before utilization, and the GMMFE model

provides a general tool to address this issue.

Glossary of Reservoir System Operation Terms

Dead Storage The volume in a reservoir below the lowest controllable level.

Flood Control Storage Storage of water in reservoirs to abate flood damage.

Flood The inundation of a normally dry area caused by high flow, or overflow of

water in an established watercourse, such as a river, stream, or drainage ditch; or

ponding of water at or near the point where the rain fell.
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Gaging Station A particular site on a watercourse where systematic observations

of stage and/or flow are measured.

Head The difference between the pool height and tailwater height. Usually

expressed in feet of head, or in lbs./sq. inch.

Head Loss The decrease in total head caused by friction, entrance and exit losses.

Hydrograph A graph showing the water level (stage), discharge, or other property

of a river volume with respect to time.

Hydrologic Model A conceptual or physically-based procedure for numerically

simulating a process or processes which occur in a watershed.

Hydrologic Equation Thewater inventory equation (Inflow¼Outflow+Change in

Storage) which expresses the basic principle that during a given time interval the

total inflow to an area must equal the total outflow plus the net change in storage.

Hydrology The applied science concerned with the waters of the earth, their

occurrences, distribution, and circulation through the unending hydrologic

cycle of: precipitation, consequent runoff, infiltration, and storage; eventual

evaporation; and so forth. It is concerned with the physical and chemical

reaction of water with the rest of the earth, and its relation to the life of the earth.

Inactive Storage Capacity The portion of capacity below which the reservoir is

not normally drawn, and which is provided for sedimentation, recreation, fish and

wildlife, aesthetic reasons, or for the creation of a minimum controlled opera-

tional or power head in compliance with operating agreements or restrictions.

Interbasin Water Transfer The physical transfer of water from one watershed to

another.

Maximum Spillway Discharge Spillway discharge (cfs) when reservoir is at

maximum designed water surface elevation.

Multi-reservoir System More than one reservoir connected with some hydraulic

relationship or some operation objective in common, which becomes a system.

Multi-reservoir system operation can obtain more benefits than surplus of the

ones from individual operation of all member reservoir.

Multipurpose Reservoir A reservoir constructed and equipped to provide storage

and release of water for two or more purposes such as flood control, power

development, navigation, irrigation, recreation, pollution abatement, domestic

water supply, etc.

Municipal Use of Water The various uses of water in developed urban areas,

including domestic use, industrial use, street sprinkling, fire protection, etc.

Normal Year A year during which the precipitation or stream flow approximates

the average for a long period of record.

Outflow Channel A natural stream channel which transports reservoir releases.
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Outlet An opening through which water can be freely discharged from a reservoir.

Precipitation As used in hydrology, precipitation is the discharge of water, in a

liquid or solid state, out of the atmosphere, generally onto a land or water

surface. It is the common process by which atmospheric water becomes surface,

or subsurface water. The term “precipitation” is also commonly used to desig-

nate the quantity of water that is precipitated. Precipitation includes rainfall,

snow, hail, and sleet, and is therefore a more general term than rainfall.

Reservoir A man-made facility for the storage, regulation and controlled release

of water.

Reservoir Inflow The amount of water entering a reservoir expressed in acre-feet

per day or cubic feet per second.

Reservoir Operation Management of water release from reservoir to satisfy some

specific objective.

Reservoir Regulation (or Operating) Procedure Operating procedures that gov-

ern reservoir storage and releases.

Reservoir Surface Area The area covered by a reservoir when filled to a specified

level.

Reservoir Volume The volume of a reservoir when filled to normal pool or water

level.

Seepage The interstitial movement of water that may take place through a dam, its

foundation, or abutments.

Spillway A structure over or through which excess or flood flows are discharged. If

the flow is controlled by gates, it is a controlled spillway, if the elevation of the

spillway crest is the only control, it is an uncontrolled spillway.

Spillway Crest The elevation of the highest point of a spillway.

Storage Equation The equation for the conservation of mass.

Stream Gage A site along a stream where the stage (water level) is read either by

eye or measured with recording equipment.

Stream flow Water flowing in the stream channel. It is often used interchangeably

with discharge.

Surcharge Capacity The volume of a reservoir between the maximum water

surface elevation for which the dam is designed and the crest of an uncontrolled

spillway, or the normal full-pool elevation of the reservoir with the crest gates in

the normal closed position.

Total Gross Reservoir Capacity The total amount of storage capacity available

in a reservoir for all purposes from the streambed to the normal water or normal
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water or normal pool surface level. It does not include surcharge, but does

include dead storage.

Watershed Land area from which water drains toward a common watercourse in a

natural basin.

Water Year The time period form October 1 through September 30.
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Abstract In this chapter, we present a suite of analytically-based algorithms that

can be used for simulating the effect of groundwater pumping and recharge in

alluvial aquifers hydraulically connected to a stream. These algorithms are devel-

oped by systematically applying the principle of linear superposition of effects to

the analytical solutions for the aquifer drawdown and the stream depletion rate

derived by Theis (AGU Transactions 16(2), 519–524, 1935) and Glover and Balmer

(AGU Transactions, 35(3), 468–470, 1954). These analytical models hypothesize

the aquifer as confined, constant-thickness, homogeneous and isotropic, and semi-

infinite, i.e. limited by a rectilinear boundary representing the stream. We extend

these solutions to the cases in which the aquifer is laterally finite and bounded by

either a no-flow boundary, representing for example the physical boundary of the

alluvium, or a constant-head boundary, representing for example another stream or

irrigation canal. In addition, we consider also effects of the cyclic operation of

wells, which occurs when groundwater is extracted to support irrigation in the

growing season, and recharged for stream augmentation during the cold seasons.

These algorithms are used to implement a computationally efficient simulation-

optimization framework that can be used to support the planning and management

of groundwater resources in conditions where the impact of well pumping on

stream flows must be minimized. Given their analytical basis, which relies upon

highly idealistic assumptions on the hydrogeological structure of the aquifer-stream

system, the use of these planning tools is not suitable for detailed simulations and

predictions, but can be recommended for gaining insight into the qualitative

behavior of the alluvial system, to conduct first-hand screening calculations and

risk analyses.

Keywords Aquifer drawdown • Groundwater recharge • Stream depletion • Cyclic

well operation • Analytical solution • Superposition of effects • Linear optimization

Nomenclature

a Well-stream distance, L

A Cross-section area, L/T

b Aquifer saturated thickness, L

g Gravity acceleration, L/T2

h Water level, or hydraulic (piezometric) head, L

hmax Maximum allowed hydraulic head, L

hmin Minimum allowed hydraulic head, L

ho Initial hydraulic head, L

k Permeability, L2

K Hydraulic conductivity, L/T

now Number of operating wells, /

nmw Number of monitoring wells, /

p Water pressure relative to atmospheric, M/L/T2
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q Darcy’s velocity or specific discharge (flow rate per unit cross-section

area), L/T

q0 Aquifer flow rate per unit width, L2/T

Q Total flow rate, L3/T

QAvailable Total available recharge rate, L3/T

QDemand Total demand rate, L3/T

QE Well extraction rate, L3/T

QI Well injection rate, L3/T

Qr Stream depletion rate, L3/T

Qratio Stream depletion rate ratio, /

r Radial distance, L

rI Distance between observation point and imaginary well, L

s Head drawdown, L

S Aquifer storativity, /

Ss Specific elastic storage, 1/L

Sy Specific yield, /

t Time, T

T Aquifer transmissivity, L2/T

u Boltzmann unitless variable, /

Vr Stream depletion volume, L3

Vratio Stream depletion volume ratio, /

Vr exð Þ Cumulative stream depletion volume, L3

Vr inð Þ Cumulative stream accretion volume, L3

w Aquifer width (distance between stream and lateral boundary), L

W Theis well function, /

WB Well function for a semi-infinite bounded aquifer, /

WBB Well function for a finite constant-width aquifer, /

WC Well function for a cycling pumping operation, /

WCSI Well function for cycling pumping operation in a semi-infinite aquifer, /

WFC Well function for cycling pumping operation in a finite constant-width

aquifer, /

WN Well function for a semi-infinite aquifer delimited by a no-flow

boundary, /

WNR Well function for a finite constant-width aquifer comprised between a

no-flow boundary and a recharge boundary, /

WR Well function for a semi-infinite aquifer delimited by a recharge

boundary, /

WRR Well function for a finite aquifer comprised between two recharge

boundaries, /

x West-to-east coordinate, L

y South-to-north coordinate, L

ΔtE Time interval over which an extraction well is operated, T

ΔtI Time interval over which an injection well is operated, T

Δton Time interval over which a well is activated, T
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Δtoff Time interval over which a well is inactive, T

ρ Water density, M/L3

μ Water dynamic viscosity, M/L/T

τE Starting time for extraction well operation, T

τI Starting time for injection well operation, T

1 Introduction

In water management, conjunctive use is defined as the combined use of surface and

water resources in order to maximize the global net benefit of users. In Colorado,

conjunctive use is of paramount importance for shallow aquifers situated in the

South Platte and in the Arkansas River basins. Indeed, these aquifers, which were

formed by alluvial deposition processes, are hydraulically connected to the surface

network of streams and irrigation ditches, such that consumptive use of subsurface

water inevitably affects surface water regimes and vice versa.

In the Western US, water use is mostly regulated under the Doctrine of Prior

Appropriation, which gives senior water rights to users with earlier appropriation

dates (first in time, first in right). Each year, senior users have the right to use water

according to their full allocation, if available, over “junior” users, who can exert

their water rights only if they do not impinge on water rights that are senior

to thier’s.

Historically, surface water rights (stream direct flow, reservoirs) were fully

allocated by the 1920s. Well water rights were adjudicated much later concurrently

with the development of high capacity turbine pumps, as it became evident that the

use of groundwater had an impact on stream flows. As a result, groundwater users

are generally junior to surface users and, in times of drought, might not receive their

full allocation.

It is widely acknowledged that the regulations established by the Doctrine of

Prior Appropriation impose strong limitations to the conjunctive use of water

resources since groundwater users can damage senior water rights. Given these

limitations, the management of groundwater resources in Colorado is often thought

of as the identification of pumping schemes that meet irrigation demands while

minimizing the impact on stream flows.

The earliest fundamental models for assessing the impact of well pumping on

water levels and stream flows in aquifers hydraulically connected to streams were

derived analytically by Theis [1] and Glover and Balmer [2]. These models

hypothesize the aquifer as constant-thickness, homogeneous and isotropic, and

semi-infinite, i.e. limited by a rectilinear boundary representing the stream. Jenkins

[3] proposed the stream depletion factor (SDF) method to extend the Glover model

to finite heterogeneous aquifers bounded by meandering streams.

Most often, the applicability of these models to realistic conditions is limited by

the simplifying hypotheses on which they rely, which make them valid only under

much idealized conditions. For real-world scenarios, the use of numerical models,

such as USGS’s MODFLOW [4, 5] is strongly preferable. However, given that
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these models can be computationally very expensive, the use of close-form

analytical solutions remains attractive for analyzing the dynamics of aquifer-stream

interaction, screening calculations and overall risk assessment. This explains why

models based upon the Glover solution [2] or the SDF method [3] are still broadly

used by regulatory agencies to estimate stream depletion due to groundwater

pumping and evaluate plans for stream augmentation by groundwater recharge.

Analytical models were originally developed for semi-infinite aquifers under

constant-rate pumping from a single well. In practice, alluvial aquifers are always

finite and delimited between the stream and another boundary, which can be

modeled as impervious, where the alluvium terminates, or as a recharge boundary,

where the aquifer is in hydraulic contact, for example, with an irrigation ditch. In

addition, every year, irrigation pumping occurs from several wells, which are

operated only during the growing season with generally variable pumping rates.

In these situations, both Theis and Glover’s models can be extended to account

for the effect of boundaries and multiple wells with time-varying pumping rates.

Indeed, since these models are linear, there exists a direct time-dependent propor-

tionality between well pumping rate, head drawdown, stream depletion rate and

stream depletion volume. Therefore, superposition of effects and temporal convo-

lution methods [6] can be applied to estimate the impact on water level and stream

flow of well fields, no-flow or constant-head boundaries parallel to the stream, and

time-varying pumping rates.

Based on these ideas, we have developed a suite of semi-analytical models that

rely upon Theis and Glover’s analytical solutions, to simulate and plot the water

level spatial-temporal distributions and the times series of stream depletion rate and

stream depletion volume due to a well field in which each well operates cyclically

over prescribed on-off sequences.

These models are developed for three basic alluvial aquifer conditions: (1) semi-

infinite aquifer in hydraulic contact with a stream; (2) finite-width aquifer in

hydraulic contact with a stream on one side and delimited by a no-flow physical

boundary on another; (3) finite-width aquifer in hydraulic contact with a stream on

one side and another stream, or an irrigation ditch, on the other side. These models

are implemented in MATLAB and, together with explanation notes and user

manuals, are included in the Appendices 1–5 to this chapter.

2 Saturated Groundwater Flow Theory

2.1 Darcy’s Law

The equations governing groundwater flow in saturated porous media rely on

Darcy’s law, an empirical law stating that the rate of flow through a porous medium

is proportional to the cross-section area and the energy loss, and inversely
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proportional to the distance between start and end points in the direction of flow

[7]. This law is expressed as:

Q ¼ A � q ¼ �A � K � Δh
l

ð2:1Þ

where: Q is the flow rate (L3/T); A is the cross-section area (L2); q is Darcy’s

velocity (or specific discharge) (L/T), which represents the volume flux per unit

bulk area per unit time; K is the hydraulic conductivity (L/T); Δh is the variation of
piezometric head h (L); and l is the distance (L). The hydraulic or piezometric head

h represents the energy per unit weight of water at any point in the aquifer, and is

given by the following equation:

h ¼ zþ p

ρ � g ð2:2Þ

where: z is the elevation (L); p is the water pressure relative to the atmospheric

pressure (ML�1 T�2); g is the gravity acceleration (L/T2); and ρ is the density of

water (M/L3).

The hydraulic conductivity K is a hydrogeological parameter combining both the

fluid and the porous medium properties, which represents the ability of the medium

to conduct water [8]. The hydraulic conductivity is given by [9]:

K ¼ ρ � g
μ

� k ð2:3Þ

where: μ is the dynamic viscosity (M/L/T) of the fluid and k is the intrinsic

permeability (L2). In a three dimensional reference system, the Darcy’s law is

written as:

q ¼
qx

qy

qz

264
375 ¼ �K �∇h ¼ �

Kxx Kxy Kxz

Kyx Kyy Kyz

Kzx Kzy Kzz

264
375 �

∂h
∂x

∂h
∂y

∂h
∂z

266666664

377777775
ð2:4Þ

where: q is the specific discharge vector,∇ is the differential operator and∇h is the
gradient vector of the piezometric head. The matrix K is the hydraulic conductivity

tensor, which becomes “diagonal” when the coordinate axes x, y, and z are set

collinearly with the principal directions of the hydraulic conductivity [10].

With respect to its hydraulic conductivity properties, an aquifer is homogenous

if K is independent of position (or uniform in space), or it is heterogeneous

otherwise. An aquifer is isotropic if its hydraulic conductivity is independent of

direction (Kxx¼Kyy¼Kzz ). Vice versa, an aquifer is anisotropic if its hydraulic
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conductivity depends on direction ðKxx 6¼ Kyy or Kxx 6¼ Kzz or Kyy 6¼ KzzÞ.
In condition of isotropy, the hydraulic conductivity tensor K is identified with a

single scalar coefficient K, generically referred to as hydraulic conductivity.

2.2 Equation of Continuity

The continuity equation represents the mass balance for a fluid in a closed system

and, in a three-dimensional form, it is written as:

∇ K �∇h½ � þ f ¼ Ss � ∂h∂t ð2:5Þ

where f (1/T) represents generic source/sink terms (e.g., forcing terms for water

extraction, injection, or recharge) and Ss is the specific elastic storage (1/L) (the

volume of water released from storage per unit volume of the aquifer per unit

decline in pressure head). In the case of a diagonal hydraulic conductivity tensor,

Eq. (2.5) becomes:

∂
∂x

Kxx � ∂h∂x
� �

þ ∂
∂y

Kyy � ∂h∂y
� �

þ ∂
∂z

Kzz � ∂h∂z
� �

þ f ¼ Ss � ∂h∂t ð2:6Þ

Equation (2.6) applies to heterogeneous and anisotropic confined aquifers. It can be

modified to reflect other conditions for the aquifer hydraulic conductivities. For

example, for homogenous and anisotropic aquifers, Eq. (2.6) takes on the form:

Kxx � ∂
2
h

∂x2
þ Kyy � ∂

2
h

∂y2
þ Kzz � ∂

2
h

∂z2
þ f ¼ Ss � ∂h∂t ð2:7Þ

For homogenous and isotropic aquifers, Eq. (2.6) is further simplified to the form:

K � ∂2
h

∂x2
þ ∂2

h

∂y2
þ ∂2

h

∂z2

 !
þ f ¼ Ss � ∂h∂t ð2:8Þ

The integration of the continuity Equation (2.5) requires assigning initial and

boundary conditions. The initial conditions necessitate prescribing the hydraulic

head ho distribution throughout the aquifer domain before the changes made by the

external influences (e.g., operating wells) applied, which is written as:

h x; y; z; 0ð Þ ¼ h0 x; y; zð Þ 8 x; y; zð Þ 2 Ω ð2:9Þ

where Ω is the aquifer domain. Three types of boundary conditions are generally

imposed: Dirichlet’s, Neumann’s and Cauchy’s. As described byWillis and Yeh [10],
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Neumann’s and Cauchy’s boundary conditions mathematically represent a head or a

flow/flux state along the aquifer boundary. Dirichlet boundary conditions are used

when the hydraulic head is known at any time over a given portion ΓD of the domain

boundary:

h x; y; z; tð Þ ¼ hD x; y; z; tð Þ 8 x; y; zð Þ 2 ΓD 8t > 0 ð2:10Þ

where hD is the boundary-head time-dependent function. Neumann boundary

conditions are prescribed when the flow across a portionΓN of the aquifer boundary

is known at any time:

�K �∇h � n ¼ gN x; y; z; tð Þ 8 x; y; zð Þ 2 ΓN 8t > 0 ð2:11Þ

where gN (1/T) is the flux across the boundary and n is the unit vector normal to the

boundary. Cauchy boundary conditions consist of a linear combination of Dirichlet

and Neumann conditions, imposed over a prescribed portion ΓC of the aquifer

domain:

δD � hþ δN � K �∇h � n ¼ gC x; y; z; tð Þ 8 x; y; zð Þ 2 ΓC 8t > 0 ð2:12Þ

where δD and δN are coefficients and gC is the so-called Cauchy potential function.

The differential equations governing the flow in aquifers can be solved analytically

only under highly simplified assumptions for the aquifer setting (e.g. [1, 11, 12]),

which limits the application of these methods to only very ideal conditions. For

realistic systems, the solution to these equations is preferably obtained numerically

using finite-difference or finite-element model, such as USGS’s MODFLOW [4]

and SUTRA [13]. The development of numerical models often requires, however,

the availability of large subsurface datasets and intensive efforts for implementation

and computational time. Analytical and semi-analytical methods (e.g. [3, 14]) may

offer a more valid alternative to numerical models for screening calculations and

risk analyses.

3 Fundamental Analytical Solutions

3.1 The Theis Model

Theis [1] derived the solution to Eq. (2.5) for an infinite-extent, horizontal,

constant-thickness, homogeneous and isotropic confined aquifer under the effect

of a radial unsteady flow caused by a fully penetrating well, located at the center of

the aquifer and operating with a constant pumping rate Q. The initial conditions

under which Theis’s solution is solved require the initial head h0 to be uniform over

the aquifer domain. Boundary conditions state that the hydraulic head may remain

undisturbed and equal to the initial head h0 at infinite distance from the well at any
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time during pumping operations. According to Theis’s assumptions, the spatial

dependency on head is reduced to the two horizontal coordinates x and y, whereas
the vertical coordinate z is dropped given the condition of ideal horizontal flow.

Figure 2.1 shows the features of the perfectly confined aquifer setting addressed

by Theis [1], with a fully penetrating pumping well. The dashed lines represent the

position of the potentiometric surface initially and during pumping.

When studying the effect of radial flow, the saturated flow equation is written in

terms of aquifer drawdown instead of hydraulic head. The aquifer drawdown

(L) represents the reduction of the piezometric with respect to its initial state:

s x; y; tð Þ ¼ h0 � h x; y; tð Þ ð2:13Þ

Under the conditions of radial, the partial differential equation (PDE) (2.5)

governing unsteady flow in Theis’s confined aquifer may be simplified as follows:

1

r
� ∂
∂r

r � ∂s
∂r

� �
þ f ¼ ∂2

s

∂r2
þ 1

r
� ∂s
∂r

þ f ¼ S

T
� ∂s
∂t

ð2:14Þ

In Eq. (2.14), r is the distance between the operating well, located at the origin of the

Cartesian system and the observation point (x, y) r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p� �
, T is the aquifer

transmissivity (L2/T) (the rate at which water is transmitted through a unit width of

Ground surface

Static level

Potentiometric surface

Impermeable bed

Impermeable bed

Q

h = h0

h = h(r)

s = s(r) = h0– h(r)
Rw

r

Screen

datum

Aquifer

Pumping level

Fig. 2.1 Ideal setting for the Theis solution (1935), consisting of a laterally-infinite, constant-

thickness, horizontal, homogeneous and isotropic confined aquifer affected by the operation of a

single pumping well
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aquifer under a unit hydraulic gradient), and S is the elastic storage coefficient or

storativity (/) (the volume of water released from a column of a unit cross-section

area per unit pressure-head decline). Note that the function f is zero everywhere,

expect that at the well location, that is, r¼ 0.

The initial conditions associated with the PDE (2.14) require the drawdown at

time t¼ 0 to be zero everywhere:

s r; 0ð Þ ¼ 0 8r ð2:15Þ

The prescribed boundary conditions require a zero drawdown at infinite distance

from the pumping well:

lim
r!1 s r; tð Þ ¼ 0 8t > 0 ð2:16Þ

Note that Eq. (2.16) is a Dirichlet boundary condition. In addition, the following

Neumann condition must be imposed in proximity of the pumping well location:

lim
r!0

r � ∂s
∂r

¼ � Q

2 � π � T8t > 0 ð2:17Þ

In practice, condition (2.17) is derived by applying the equation of continuity

together with the Darcy’s law across the lateral surface of a cylinder of infinitesimal

radius centered on the well, from where a constant flow rate Q is drawn. Theis’s

solution is derived by introducing the unitless variable:

u r; tð Þ ¼ S

4 � T � r
2

t
ð2:18Þ

known as the Boltzmann variable. Using this variable, the first and second deriv-

atives of the drawdown s with respect to r in Eq. (2.14) can be calculated using the

chain rule:

∂s
∂r

¼ ds

du
� ∂u
∂r

¼ ds

du
� 2 � u

r
ð2:19Þ

∂2
s

∂r2
¼ ∂

∂r
ds

du
� 2 � u

r

� �
¼ ds

du
� ∂
∂r

2 � u
r

� �
þ 2 � u

r
� ∂
∂r

ds

du

� �
ð2:20Þ

Equation (2.20) can be further developed as follows:

∂2
s

∂r2
¼ ds

du
� 2 � u
r2

þ 2 � u
r

� �2

� d
2s

du2
ð2:21Þ
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The derivative of s with respect to t is obtained as:

∂s
∂t

¼ ds

du
� ∂u
∂t

¼ � ds

du
� u
t

ð2:22Þ

Substituting Eqs. (2.19), (2.21) and (2.22) into PDE (2.14) gives:

2 � u
r

� �2

� d
2s

du2
þ 2 � 2 � u

r2

� �
� ds
du

¼ �S

T
� ds
du

� u
t

ð2:23Þ

By dividing both sides of Eq. (2.23) by 2 � u
r2 and rearranging its terms, the following

ordinary differential equation (ODE) is obtained:

d2s

du2
þ 1þ 1

u

� �
� ds
du

¼ 0 ð2:24Þ

Based on Eq. (2.15), the initial conditions for the ODE are:

t ! 0 ) u ! 1 : s u ! 1ð Þ ¼ 0 ð2:25Þ

Based on Eqs. (2.16) and (2.17) the boundary conditions for the ODE (2.24) are,

respectively:

r ! 1 ) u ! 1 : s u ! 1ð Þ ¼ 0 ð2:26Þ

lim
r!0

r � ∂s
∂r

¼ lim
r!0

r � ds
du

� 2 � u
r

¼ lim
u!0

2 � u � ds
du

¼ � Q

2 � π � T
+

lim
u!0

u � ds
du

¼ � Q

4 � π � T

ð2:27Þ

Assuming ¼ ds
du, the integration of the ODE (2.24) proceeds as follows:

dP

du
þ 1þ 1

u

� �
� P ¼ 0 ) dP

P
þ 1þ 1

u

� �
� du ¼ 0

+ð
dP

P
¼ �

ð
1þ 1

u

� �
� du ) lnP ¼ �u� lnuþ c

+
P ¼ e�u�lnuþc ¼ ec � e

�u

u

ð2:28Þ

After introducing the constant c0 ¼ ec, Eq. (2.28) provides:

P ¼ ds

du
¼ c0 � e

�u

u
ð2:29Þ
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Equation (2.29) can be integrated by separation of variables:

ds ¼ c
0 � e

�u

u
� du )

ðs u!1ð Þ

s uð Þ
ds ¼ c

0 �
ð1
u

e�u0

u0
� du0 ð2:30Þ

From which:

s 1ð Þ � s uð Þ ¼ c
0 �
ð1
u

e�u0

u0
� du0 ð2:31Þ

Based on conditions (2.25) and (2.26), Eq. (2.31) becomes:

s uð Þ ¼ �c
0 �
ð1
u

e�u0

u0
� du0 ð2:32Þ

The constant c
0
can be obtained by deriving both hand sides of Eq. (2.32) with

respect to u, and imposing conditions (2.26) and (2.27):

ds

du
¼ � c

0 � e
�u0

u0

� 
1
u

¼ 0þ c
0 � e

�u

u

u � ds
du

¼ c
0 � e�u

lim
u!0

u � ds
du

¼ lim
u!0

c
0 � e�u ¼ c

0 ¼ � Q

4 � π � T

ð2:33Þ

From Eqs. (2.32) and (2.33), the drawdown function is thus:

s uð Þ ¼ Q

4 � π � T �
ð1
u

e�u0

u0
� du0 ð2:34Þ

Equation (2.34) represents the drawdown distribution in time and space due to a

single well operating at a constant rate Q in a homogenous, isotropic, horizontal,

constant thickness confined aquifer. The exponential integral in Eq. (2.34) is known

as the Theis well function:

W uð Þ ¼
ð1
u

e�u0

u0
� du0 ð2:35Þ

Note that in Eq. (2.34), drawdown is positive if Q is positive, that is, if water is

extracted from the aquifer. Here, an opposite sign rule is adopted, so that Q is

positive if injected and negative if extracted. Accordingly with this assumption, the

Theis Equation (2.34) is rewritten as:
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s r; tð Þ ¼ � Q

4 � π � T �W S

4 � T � r
2

t

� �
ð2:36Þ

Figure 2.2 shows the profile of the exponential well functionWwith respect to the

inverse of u. Note that, in Eq. (2.36) the drawdown s r; tð Þ increases if the distance r
decreases and the time t increases. With respect to the transmissivity T, it can be

shown that the drawdown cone becomes shallower but wider if T is increased, and

vice versa. With respect to the storativity S, it can be shown that the drawdown cone
becomes both shallower and narrower if S is increased, and vice versa.

From a numerical standpoint, the calculation of the Eq. (2.35) can be achieved

using the series expansion �0:5772� ln uð Þ �P1
i¼1 �1ð Þi � ui

i�i! if u is less than or

equal to one (1). Indeed, within these conditions the terms within the sum become

infinitesimal for relatively low values of the index i, so that the series converges

rather quickly. However, if u is greater than one this method is prone to numerical

errors, thus a better solution is achieved by using a numerical technique for the

direct calculation of the exponential integral in Eq. (2.35). In MATLAB, the well

function W uð Þ is given by the special function expint(x).

3.2 Superposition of Effects: Aquifer Drawdown

The Theis [1] solution (Eq. 2.36) can be extended to dealing with conditions where

the constant pumping rate assumption and the single operating well assumption are

not met. In order to remove these assumptions the principle of superposition is

introduced.
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Fig. 2.2 Profile of the Theis well function vs. the inverse of the Boltzmann variable u

2 Management of Aquifer Systems Connected to Streams Using Semi-Analytical Models 123



The principle of superposition of effects or solutions in physics states that the

total response of a linear system governed by linear differential equations can be

evaluated as the sum of individual, elementary, linear responses in space and time

caused by multiple source/sink terms [6]. Given that the solution of the ground

water flow problem involves satisfying initial and boundary conditions, to be able

to apply the principle of superposition these conditions have to be linear as well. In

the case of the Theis equation, the principle of superposition may be used in the

calculation of the drawdown at a certain point in space and time due to the effect of:

(a) a well field, that is, a set of pumping wells operating simultaneously; (b) a single

operating well with varying operation rate; and (c) no-flow and recharge boundaries

that render the aquifer semi-infinite.

a) Well Field. In this case, head drawdowns or build-ups in the aquifer occur as a

response to spatially distributed operating wells. In the two dimensional extent

of the aquifer, the drawdown at any observation point x; yð Þ and time t due to a

well field with a number now of operating wells, each one with a rate Qi and

operation starting time ti i ¼ 1, 2, ::, nowð Þ can be calculated as:

s x; y; tð Þ ¼ �
Xnow
i¼1

Qi

4 � π � T �W S

4 � T � r2i
t� ti

� �
ð2:37Þ

where ri is the distance of the observation point x; yð Þ from well i, located at

coordinates xi; yið Þ, which is calculated as:

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xið Þ2 þ y� yið Þ2

q
ð2:38Þ

Given that the drawdown at any point in the aquifer is affected by pumping

from well i only if the well is activated at the time of observation, each of the

terms at the right-hand side Eq. (2.37) must be accounted for only if t > ti and not
otherwise.

An application example of Eq. (2.37) is given in Fig. 2.3, which shows the

contour line plot of the drawdown distribution, obtained at a time t¼ 120 d (d) in

an aquifer with the hydrogeological parameters given in Table 2.1. The wells

locations, operation rates, starting times and operation periods are listed in

Table 2.2. The plot in Fig. 2.3 is obtained with a MATLAB code that implements

Eq. (2.37). This code, called, Drawdown2D.m is provided in Appendix 1.

b) Time-varying operation rates. Since the Theis solution considers only constant

pumping rates, the principle of superposition can be used to deal with cases that

do not meet this condition. In these cases, the operation rate is treated as a time-

dependent function, and the drawdown (L) is computed using the following

“convolution” integral:
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s r; tð Þ ¼ � 1

4 � π � T �
ð t
0

∂Q τð Þ
∂τ

�W S

4 � T � r2i
t� τ

� �
� dτ ð2:39Þ

where τ (T) is the generic instant within the well operation time interval [0, t]. A

MATLAB code called Drawdown_VS_Time.m that calculates Eq. (2.39) is

provided in Appendix 1. Figure 2.4a shows an example of time-varying well

operation rate. Figure 2.4b shows the corresponding drawdown profile obtained

at an observation point located at a distance r equal to 150 m from the pumping

well, using the MATLAB code mentioned above. The aquifer parameters used

in this example are given in Table 2.1.
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Fig. 2.3 Drawdown contour representation for two wells located at (500, 1000) and (1000, 500)

(m), operating with a constant rates �500 m3/d and �1000 m3/d, respectively, for a time t¼ 120 d

Table 2.1 Example aquifer

hydrogeological parameters
h0 (m) T¼K·h0 (m

2/d) S (/)

30 648 0.2

Table 2.2 Example well field data

Well

Location (xi, yi)
(m)

Operation starting time

ti (d)
Operation period

Δton (d)
Operation rate Qi

(m3/d)

1 (500, 1000) 0 180 �500

2 (1000, 500) 60 120 �1000

2 Management of Aquifer Systems Connected to Streams Using Semi-Analytical Models 125



Equations (2.13), (2.37) and (2.39) can be combined together to provide a

general expression for the hydraulic head in an aquifer subject to pumping from

a well field with time-dependent pumping rates:

h x; y; tð Þ ¼ h0 þ 1

4 � π � T �
Xnow
i¼1

ðt
0

∂Qi τið Þ
∂τi

�W S

4 � T � r2i
t� τi

� �
� dτi

24 35 ð2:40Þ

c) Effect of recharge and no-flow boundaries. A recharge boundary is considered

as a boundary subject to a Dirichlet constant-head condition, where the draw-

down is maintained constant and equal to zero over time. Conversely, a no-flow

boundary consists of an impervious boundary across which groundwater cannot

flow. The Theis Equation (2.36) can be extended to dealing with cases in which

these boundaries are rectilinear.

To create a mathematically equivalent condition for either a recharge bound-

ary or a no-flow boundary and restore the infinite aquifer condition, an “image”

well may be introduced to the system, located at a point symmetrical to the real

well with respect to the boundary. In the case of recharge boundary, the image

well performs simultaneously the opposite type of operation of the actual well

with the same rate in order to keep the state of zero drawdown at the boundary. In

the case of a no-flow boundary, the image well performs the same type of

operation to create zero constant flux condition on the impermeable boundary

line [8].

Figure 2.5 shows the layouts for a semi-infinite aquifer with the actual and

image wells, in the cases of a recharge boundary (subpanel a) and a no-flow

boundary (subpanel b). Correspondingly, subpanels (c) and (d) illustrate the

heads levels due to the operation of each well and the resulting combined head

levels.

0
–1,500

–1,000

–500

0

500

1,000

1,500
a b

365

Time (day)

Q
 (

m
3 /

da
y)

730 0
29.4

29.6

29.8

30.0

30.2

30.4

30.6

365

Time (day)

h 
(m

)

730

Fig. 2.4 (a) Example of time-varying rates of an extracting well and (b) resulting drawdown time

series in an observation point located at distance r¼ 140 m from the operating well. Table 2.1

reports the aquifer parameters used in this example
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Fig. 2.5 Image-well layouts for semi-infinite aquifers delimited by (a) a recharge boundary and

(b) a no-flow boundary. Subpanels (c) and (d) show the head profiles corresponding to layouts (a)
and (b), respectively
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The general drawdown equation due to a single well operating in proximity of

a recharge boundary is thus given by the sum of the effects of the real well and

the image well:

s x; y; tð Þ ¼ �Q �W u r1, t� tið Þ½ � �W u r2, t� tið Þ½ �
4 � π � T ¼ �Q �WR r1; r2; t; tið Þ ð2:41Þ

where r1 and r2 (L) represent the distances of the observation point x; yð Þ from the

real and the image wells, respectively (Fig. 2.5a). The well functions for the

operating well and the image well are both calculated using Eq. (2.37).

The general drawdown equation due to a single well operating in proximity a

no-flow boundary is the following:

s x; y; tð Þ ¼ �Q �W u r1, t� tið Þ½ � þW u r2, t� tið Þ½ �
4 � π � T ¼ �Q �WN r1; r2; t; tið Þ ð2:42Þ

The drawdown distribution due to a well field operating in an aquifer delimited

by either a recharge or a no-flow rectilinear boundary is obtained as:

s x; y; tð Þ ¼ �
Xnow
i¼1

Qi �WB ri, 1; ri, 2; t; tið Þ ð2:43Þ

where the “boundary” well functionWBis equal to WR(Eq. 2.41) for a recharge

boundary, or WN (Eq. 2.42) for a no-flow boundary.

Figure 2.6 shows the drawdown distribution at time t¼ 120 di n a semi-

infinite aquifer subject to extraction from two wells at the coordinates

(500, 1000) and (1000, 500) (m). In subpanel 2.6a, a recharge boundary is

located at y¼ 0 (the x-axis), whereas in subpanel 2.6b a no-flow boundary is

present at y¼ 0. Aquifer parameters used in these scenarios are given in

Table 2.1. Detailed information about the extracting wells (schedule and

pumping rates) is given in Table 2.2. These plots are obtained using a MATLAB

code called Drawdown2D.m provided in Appendix 1.

3.3 The Theis Model in Unconfined Aquifers

Unconfined aquifers differ from confined aquifers in that their upper boundary,

known as “water table”, constitutes a free surface boundary, at which the relative

pressure is equal to zero. In an unconfined aquifer, the change in the water storage

occurs as a response to drainage or recharge of the pores within the cone of

depression. Different from confined aquifers, the saturated thickness of unconfined

aquifers changes with time.

In unconfined aquifers, solution to the saturated ground water flow PDE (2.5) is

particularly challenging because of the unknown location of the water table, which

128 D. Ba�u and A.S.E.-D. Hassan



is required as a known boundary condition. In practice, the Theis solution can still

be extended to model flow in unconfined aquifers under the assumption of prevalent

horizontal flow (Dupuit approximation). Polubarinova-Kochina [15] shows that this

assumption is sufficiently accurate if the aquifer drawdown is small compared to the

initial saturated thickness of the aquifer. Under this condition the aquifer
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Fig. 2.6 Drawdown

contours at t¼ 120 d due to

two extracting wells

operating at locations

(500, 1000) and (1000, 500)

(m), respectively, in semi-

infinite aquifer with a

recharge boundary

(subpanel a) and with a

no-flow boundary (subpanel

b). Extraction rates are

�500 m3/d for the first

operating well, and

�1000 m3/d for the second

operating well
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transmissivity T(L2/T) and the aquifer storativity S(/),which truly depend on the

saturated thickness of the aquifer, can be assumed as constants, and the vertical

component of the fluid velocities may be neglected in relation to their horizontal

component. However, corrections should be applied to the Theis solution in vicinity

of operating wells, where the vertical component of the pore velocity may be

significant and the occurring drawdown is typically large.

It is worth noting that storativity values for unconfined aquifers are practically

equal to the specific yield, SY (the unitless ratio of the volume of water added or

removed directly from the saturated zone of the aquifer to the resulting change in

the volume of aquifer below water). In this respect, the storativity value of 0.2 given

in Table 2.1 and used in the example application presented so far is truly appropri-

ate for unconfined aquifers.

3.4 The Glover Model

Glover and Balmer’s [2] solution was developed to compute the effects of deple-

tion/accretion due to an operating well on a stream hydraulically connected to the

aquifer. In this situation, the stream may be seen as a recharge boundary, which

constitutes a constant-head boundary condition for the semi-infinite aquifer. The

solution was derived based on the approximation the proposed by Theis [16] to

evaluate stream depletion by integrating the Darcy’s flux (in terms of drawdown)

per unit width of the stream over the entire length of the stream. The Glover and

Balmer [2] solution is still widely used in ground-water/surface-water conjunctive

management.

The assumptions underlying the Glover model [2] are the following: (a) the

aquifer is semi-infinite, horizontal, homogeneous and isotropic; (b) stream and

aquifer are initially at equilibrium (the initial head h0 in aquifer is constant and

the same as the stage level in the river); (c) the aquifer transmissivity and storativity

are uniform and constant over time (the saturated thickness does not change

significantly); (d) the stream stage remains constant over time; (e) the stream

forms a straight line and fully penetrates the aquifer (flow is horizontal); and

(f) the stream is perfectly connected to the aquifer (no resistance to flow is caused

by fine sediments at the streambed).

Note that a significant part of these assumptions were made to derive the Theis

solution. The Glover model [2] is developed for the case of a single well operating

at a constant extraction rate Q and starting time t¼ 0, located at the origin of the

Cartesian system in an aquifer with transmissivity T and storativity S. The stream is

represented by the straight line located atx ¼ a. Figure 2.7 shows a schematic of the

aquifer-stream layout for Glover’s model.

Letq0x a; y; tð Þbe flow rate per unit width (L2/T) along the x direction on a generic
point located on the stream line at x ¼ a. Using Darcy’s law this flow rate can be

expressed as:
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q0x a; y; tð Þ ¼ T � ∂s
∂x

a; y; tð Þ ð2:44Þ

Rewriting Eq. (2.18) in the Cartesian system and using the chain rule, the partial

derivative at the right hand side of Eq. (2.44) is:

∂s
∂x

a; y; tð Þ ¼ ∂s
∂u

a; y; tð Þ � ∂u
∂x

a; y; tð Þ ð2:45Þ

where (see Eq. 2.34):

∂s
∂u

a; y; tð Þ ¼
∂ Q

4�π�T �
Ð1
u

e�u
0

u0
� du0

h i
∂u

¼ Q

4 � π � T � e�u
0

u0

" #1
u

¼

¼ � Q

4 � π � T � e
�u

u
¼ � Q

4 � π � T � e
� S

4�T�a
2þy2

t

S
4�T � a

2þy2

t

ð2:46Þ

and

∂u
∂x

a; y; tð Þ ¼
∂ S

4�T � x
2þy2

t

h i
∂x

a; y; tð Þ ¼ S

4 � T � 2 � a
t

ð2:47Þ

Substitution of Eqs. (2.46) and (2.47) into Eq. (2.44) yields:

Fig. 2.7 Aquifer-stream

system layout used to derive

the Glover equation
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q0x a; y; tð Þ ¼ �T � Q

4 � π � T � e
� S

4�T�a
2þy2

t

S
4�T � a

2þy2

t

� S

4 � T � 2 � a
t

¼ � Q

2 � π � e
� S

4�T�a
2þy2

t

a2 þ y2
� a ð2:48Þ

Note that, in Eq. (2.48), q0x is negative if both Q and a are positive. Indeed, in that

case groundwater flow will have a negative horizontal component, that is, opposite

to the sense of the x-axis.
The stream depletion rate can be obtained by spatial integration of q0x along the

stream line x ¼ a and using the method of images presented in Sect. 2.2, given that

the stream provides a discharge per unit length equal to two times that given by

Eq. (2.48). At any given time t he total stream depletion rate is thus given by:

Qr a; tð Þ ¼
ðþ1

�1
q0x a; y; tð Þ � dy ¼ �Q

π
�
ðþ1

�1

e�
S
4�T�a

2þy2

t

a2 þ y2
� a � dy ð2:49Þ

In Eq. (2.49), the stream depletion rate is positive if the well withdraws water from

the aquifer (Qr > 0 if Q < 0) and negative otherwise. To calculate the integral in

Eq. (2.49), the fractionPr between the stream depletion rateQr and the pumping rate

Q is considered, and the parameter α ¼ S= 4 � T � tð Þ is substituted in Eq. (2.49):

Pr a; tð Þ ¼ Qr a; tð Þ
Q

¼ �1

π
�
ðþ1

�1

e�α�a2þy2

t

a2 þ y2
� a � dy ð2:50Þ

The integral at the right-hand side of Eq. (2.50) may be calculated by observing the

following:

∂Pr

∂α
¼ �1

π
�
∂
Ðþ1
�1

e�α� a2þy2ð Þ
a2þy2 � a � dy

h i
∂α

¼ �1

π
�
ðþ1

�1

∂ e�α� a2þy2ð Þ
a2þy2 � a

h i
∂α

� dy

¼ 1

π
�
ðþ1

�1

e�α� a2þy2ð Þ
a2 þ y2

� a � a2 þ y2
� � � dy ¼ a

π
�
ðþ1

�1
e�α� a2þy2ð Þ � dy

¼ a

π
� e�α�a2

ðþ1

�1
e�α�y2 � dy ð2:51Þ

The integral at the far right-hand side of Eq. (2.51) may be solved by introducing

the variable z ¼ ffiffiffiffi
α

p � y;where dz ¼ ffiffiffiffi
α

p � dy and using the Gauss integral

ðþ1

�1
e�z2

�dz ¼ ffiffiffi
π

p
: ðþ1

�1
e�α�y2 � dy ¼ 1ffiffiffi

α
p �

ðþ1

�1
e�z2 � dz ¼

ffiffiffi
π

α

r
ð2:52Þ
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Thus, Eq. (2.51) becomes:

∂Pr

∂α
¼ affiffiffiffiffiffiffiffiffi

π � αp � e�α�a2 ð2:53Þ

Note that the integration with respect to y has been performed in Eq. (2.53).

Equation (2.51) is now integrated with respect to α to obtain Pr (Eq. 2.50). To do

so, the variable χ ¼ ffiffiffi
α

p
is introduced (note that dχ ¼ dα

2� ffiffiαp ):

Pr ¼
ð
∂Pr

∂α
� dα ¼

ð
affiffiffiffiffiffiffiffiffi
π � αp � e�α�a2 � dα ¼ affiffiffi

π
p
ð
e�α�a2ffiffiffi

α
p � dα

¼ affiffiffi
π

p
ð
e� a�χð Þ2

χ
� 2 � χ � dχ ¼ 2ffiffiffi

π
p
ð
e� a�χð Þ2 � d a � χð Þ ð2:54Þ

Since the error function is defined as erf vð Þ ¼ 2ffiffi
π

p � Ð v
0
e�v02 � dv0, Eq. (2.54) may be

rewritten as:

Pr ¼ 2ffiffiffi
π

p
ð
e� a�χð Þ2 � d a � χð Þ ¼ erf a � χð Þ þ c} ¼ er f

ffiffiffi
α

p � a� �þ c} ð2:55Þ

where c} is a constant of integration that may be calculated from the condition:

Pr α ! 1ð Þ ¼ 0 (note thatα ! 1 corresponds to t ! 0). Since the error function is

such that erf v ! 1ð Þ ¼ 2ffiffi
π

p
Ð1
0

e�v2dv, the constant c} is determined as follows:

Pr α ! 1ð Þ ¼ lim
α!1 erf

ffiffiffi
α

p � a� �þ c} ¼ 1þ c} ¼ 0 ð2:56Þ

Equation (2.56) proves that C00 ¼�1. The functionPr is thus determined to be equal to:

Pr a; tð Þ ¼ �1þ erf
ffiffiffi
α

p � a� � ¼ �erfc
ffiffiffi
α

p � a� � ¼ �erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � t

r
� a

 !

¼ �erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a
2

t

r !
ð2:57Þ

From Eq. (2.50), the stream depletion flow rate is thus obtained as:

Qr a; tð Þ ¼ �Q � erfc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a
2

t

r !
ð2:58Þ

Equation (2.58) constitutes the Glover model [2] and can be integrated over time to

obtain an equation for the cumulative stream depletion volume (2.14):
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Vr a; tð Þ ¼ �Q � t � 1þ S

2 � T � a
2

t

� �
� erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a
2

t

r !"

� 2ffiffiffi
π

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a
2

t

r
� exp � S

4 � T � a
2

t

� �# ð2:59Þ

Equations (2.58) and (2.59) can be rearranged to obtain the ratio between the stream

depletion rate and the well pumping rate at time t for a well that started pumping a

generic time τ (t > τ):

Qratio a; t; τð Þ ¼ Qr a; t; τð Þ
Q

¼ �erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a2

t� τ

r !
ð2:60Þ

Likewise, the ratio between the stream depletion volume and the volume of

groundwater pumped by the well is given by:

Vratio a; t; τð Þ ¼ Vr a; t; τð Þ
Q � t� τð Þ

¼ � 1þ S

2 � T � a2

t� τ

� �
� erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a2

t� τ

r !"

� 2ffiffiffi
π

p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S

4 � T � a2

t� τ

r
� exp � S

4 � T � a2

t� τ

� �#
ð2:61Þ

A MATLAB code called Glover.m that calculates and plots Eqs. (2.60 and 2.61)

vs. time is provided in Appendix 2, along with instructions and examples for its use.

Figure 2.8 shows the profiles of the stream depletion rate ratio (represented by the

solid line) and the stream depletion volume ratio (represented by the dashed line) as

a function of time, respectively, due to a well located 1000 m away from the stream,

for an indefinite period of continuous well operation. These profiles are obtained

using the Glover.m code. Aquifer properties used to obtain these figures are

presented in Table 2.1. Figure 2.8 shows that both functions Qratio and Vratio tend

asymptotically to a steady-state value equal to 1.

3.5 Superposition of Effects: Stream Depletion

Similar to the Theis solution [1], Eqs. (2.58) and (2.59) indicate that bothQr and Vr

are linearly proportional to the well pumping rateQ [2]. In practice, the principle of

superposition of solution can be applied to the Glover model [2] to calculate stream
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depletion rates and volumes from a generic well field with time varying pumping

rates. The stream depletion rate due to a well field can be calculated as:

Qr tð Þ ¼
Xnow
i¼1

Qi � Qratio ai; t; τið Þ ð2:62Þ

Note that in the sum of Equation (2.62) theQratio function for well i is accounted for
only if t > τi. The stream depletion rate due to a single well with time-varying

pumping rates is calculated as:

Qr tð Þ ¼
ð t
0

∂Q
∂τ

� Qratio a; t; τð Þ � dτ ð2:63Þ

The stream depletion rate due to a well field with each well having time-varying

pumping rates is obtained combining Equation (2.62) and (2.63):

Fig. 2.8 Profiles of the stream depletion rate (solid line) and stream depletion volume (dashed
line) ratios vs. time due to a well operating continuously and located at a distance of 1000 m from

the stream
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Qr tð Þ ¼
Xnow
i¼1

ð t
0

∂Qi

∂τi
� Qratio ai; t; τið Þ � dτi ð2:64Þ

Equations similar to (2.62–2.64) can be obtained for the stream depletion volume.

In the case of a well field, the stream depletion volume is given by:

Vr tð Þ ¼
Xnow
i¼1

Qi � t� τið Þ � Vratio ai; t; τið Þ ð2:65Þ

The stream depletion volume due to a single operating well with time-varying

pumping rate is obtained as:

Vr tð Þ ¼
ð t
0

∂Q
∂τ

� t� τð Þ � Vratio a; t; τð Þ � dτ ð2:66Þ

The stream depletion volume in a well field with a time varying pumping rates is

calculated as:

Vr tð Þ ¼
Xnow
i¼1

ð t
0

∂Qi

∂τi
� t� τið Þ � Vratio ai; t; τið Þ � dτi ð2:67Þ

Using the stream depletion equations listed above, one can study the ratio

between stream depletion volume during pumping operations and after pumping

has ceased. Let us consider, for example, the case of five operating wells in an

alluvial aquifer. The aquifer is in perfect hydraulic contact with a stream located at

x¼ 0 (the y-axis), all wells are extracting with a constant operation rate of

�1000 m3/d for 180 d and are shut off afterwards. The second column of Table 2.3

displays the distance between the operating wells and the stream.

A simulation is performed for a total time of 5 years (1825 d), where the wells

are activated individually and their impact on stream, in terms of depletion volume,

is calculated during pumping and after the well is shut off. The results of this

simulation are summarized in Table 2.3.

Table 2.3 Example of wells operating in proximity of a stream

Well

Stream

distance a (m)

Vr,1 (m
3) (at 180 d—at

pumping shut off)

Vr,2 (m
3) (at 1825 d—4.5 years

after pumping shut off)

Vr, 1
Vr, 2

(/)

1 200 131,843 171,264 0.77

2 800 45,647 145,378 0.31

3 1200 20,071 128,697 0.16

4 2000 2866 97,702 0.03

5 5000 0.031 23,079 0.00

Simulation results are reported for stream depletion volumes during operation, and at the end of the

simulation period
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It is interesting to note that, since the stream is the only recharge source for the

aquifer, it provides a continuous supply even after pumping ceases. However, the

ratio between the stream depletion volume during and after well operation varies

significantly, from 0.77 to about 0, as the distance of the well to the stream is

increased, and all the pumped volume is eventually extracted completely from the

stream. This effect is similar to that observed in Fig. 2.8, where the stream depletion

volume ratio reaches an asymptotic value of 1.0. The total time needed to restore

the initial condition of equilibrium aquifer-stream is theoretically infinite. In prac-

tical terms, both this time and the volume of water extracted directly from the

stream during well operations depend largely on the distance between the operating

well and the stream.

Figure 2.9 shows the Vratio-vs.-time profiles for the five wells considered in the

example presented above. These profiles show that at larger times the ratio between

the stream depletion volume and the total pumped water tends to be 1, which is in

agreement with the conclusion that the extracted amount of water comes

completely from the stream.

Fig. 2.9 Profiles of the stream-depletion volume vs. time for the five well configurations shown in

Table 2.3. Each curve represents the well-stream distance as shown in the legend
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3.6 Pumping in a Bounded Finite Aquifer

In this section, an aquifer is considered “finite” if characterized by a finite areal

extension due to the presence of two parallel boundaries in a 2-dimensional domain.

The aquifer has a width w equal to the distance between the two boundaries, and an

operating well is located within this width. The application of the principle of

superposition of solutions provides an effective approach for extending the Theis

and Glover equations in order to calculate the distribution of drawdown in the

aquifer, and the impact on the stream flow due to well operations. In particular, the

concurrent presence of the two parallel boundaries yields an infinite series number

of “image” wells located “outside” the aquifer domain.

Here, we consider two configurations: (a) an aquifer bounded between a

recharge boundary and a no-flow boundary; and (b) an aquifer comprised between

two precharge boundaries. Figure 2.10 shows practical examples of these two. In

Fig. 2.10a the aquifer is comprised between a no-flow boundary represented by the

physical boundary of an alluvial shallow aquifer (the aquifer terminates due the

presence of an outcropping bedrock formation), and a boundary represented by a

stream that recharges the aquifer. In Fig. 2.10b the aquifer is bounded between an

irrigation ditch and a stream. In the latter example, both boundaries can be con-

ceptualized as recharge, constant-head boundaries.

Fig. 2.10 Examples of finite constant-width aquifers. In case (a), the aquifer is delimited by a

stream, which acts as a recharge boundary, and by its own physical boundary, which constitutes a

no-flow boundary. In case (b) the aquifer is comprised between two recharge boundaries, such as

an irrigation ditch and a stream
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3.6.1 Superposition of Effects: Drawdown

Finite Aquifer Comprised Between a No-Flow Boundary and a Recharge

Boundary

Let us study first the case of a finite aquifer comprised between a no-flow boundary

and a recharge boundary. Figure 2.11 shows the well layout scheme derived by

applying the method of images and accounting for the combined effect of the two

boundaries.

As shown in Fig. 2.11, the real well, denoted as i¼ 0, calls for two image wells,

one across each of the two boundaries. Each of these two image wells is in turn

going to require a new image across the other boundary. This process eventually

generates an infinite series of image wells across the two boundaries of the finite

aquifer. Note that the wells are situated symmetrically with respect to the no-flow

boundary. On one side of this boundary, the wells are grouped into couples ordered

sequentially according to the index j (j ¼ 1, 2, 3, ::). Each couple is characterized by
wells with flow rates that are opposite in sign. If j is an odd integer the first well is

extracting and the second well is injecting, whereas if j is an even integer the first

well is injecting and the second well is extracting. In Fig. 2.11, the coordinates of

wells in group j, having indices i ¼ 2 � j� 2 and i ¼ 2 � j� 1 are given by:

Fig. 2.11 Distribution of image wells with their operation type for an well operating within an

aquifer bounded between a no-flow boundary, such as the aquifer physical boundary, and a

constant-head boundary, such as a stream
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x2� j�2 ¼ 2 � j� 1ð Þ � w� a
x2� j�1 ¼ 2 � j� 1ð Þ � wþ a

ð2:68Þ

and the coordinates of the imagewells oppositewith respect to the axis of symmetry are:

xI, 2� j�2 ¼ �x2� j�2

xI, 2� j�1 ¼ �x2� j�1
ð2:69Þ

All of the wells in the series have the same y coordinate, regardless of i. Based on

the wells layout given in Fig. 2.11, the drawdown at a generic location x; yð Þ and
time t, due to a single well operating continuously with a constant rate Q, starting at
time τ, in a bounded aquifer characterized by transmissivity T and storativity S, is
thus given by:

s x; y; tð Þ ¼ �Q �
X1
j¼1

�1ð Þ jþ1

4 � π � T � W u r2� j�2, t� τ
� �� ��W u r2� j�1, t� τ

� �� �
(

þW u rI, 2� j�2, t� τ
� �� ��W u rI, 2� j�1, t� τ

� �� ���
¼ �Q �WNR w; xw; yw, ; x; y; τ; t

� �
ð2:70Þ

Each term of the sum in Eq. (2.70) represents an equivalent well function equal to

the sum of the four functions of well group j and its image, forming the contribution

to drawdown in a bounded aquifer between a no-flow boundary (N ) and a recharge

boundary (R). r2� j�2 and r2� j�1 are the Euclidean distances (Eq. 2.17) between the

operating well locations x2� j�2; y2� j�2

� �
and x2� j�1; y2� j�1

� �
and the observation

point x; yð Þ. Similarly, rI, 2� j�2 and rI, 2� j�1 are the Euclidean distances between the

image well locations xI, 2� j�2; yI, 2� j�2

� �
and xI, 2� j�1; yI, 2� j�1

� �
and the observation

point x; yð Þ. The well functions in Eq. (2.70) are calculated using the Theis well

function (Eq. 2.35). Obviously, Eq. (2.70) applies only if t > τ. Such condition

applies to all well functions introduced in this section.

At the right-hand side of Eq. (2.70), WNR w, xw, yw, x, y, τ, tð Þ represents the

equivalent well function for a well located at coordinates xw; ywð Þwithin an aquifer

delimited between a no-flow boundary and a constant-head boundary (NR). This

equation can be generalized to calculate the drawdown at a generic location x; yð Þ
and time t due to a well field with constant-rate pumping wells:

s x; y; tð Þ ¼ �
Xnow
i¼1

Qi �WNR xw, i, yw, i, x, y, τi, t
� � ð2:71Þ

Equations (2.70) and (2.71) are implemented in a MATLAB code called

BCYC_Drawdown2D.m provided in Appendix 3. Figure 2.12a, b show the
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drawdown distributions obtained using this model, at a time equal to 120 d due to a

single well, and due to a two-well well field, respectively. Aquifer properties are

indicated in Table 2.1. The no-flow boundary is located on the y-axis, whereas the

recharge boundary is located at x¼ 2000 m (the aquifer width w is 2000 m). Well

locations and extraction rates are labeled in each subpanel. Other well data are

provided in Table 2.2.

Finite Aquifer Limited Between Two Recharge Boundaries

Let us now consider a finite aquifer limited between two recharge boundaries.

Figure 2.13 presents the well layout scheme created using the method of images

to model the concurrent presence of the two boundaries.
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Fig. 2.12 Drawdown fields

at t¼ 120 d in a finite

aquifer delimited by a

no-flow boundary at x¼ 0

and a recharge boundary at

x¼ 2000 m, and subject to

(a) a single continuously
extracting well and (b) two
extracting wells. Well

locations and extraction

rates are labeled in each

subpanel. Other well data

are provided in Table 2.2
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In this case, the no-flow boundary in Fig. 2.11 is substituted by a constant-head

boundary representing, for example, the presence of an irrigation ditch. This

boundary represents the symmetry axis for the well layout. The image wells created

across the axis of symmetry will have opposite operation types with respect to their

corresponding wells across a no-flow boundary. This condition causes the two wells

in the generic well group j to have the same order of operation types for all groups,

that is, extraction for the first well and injection for the second. Well coordinates are

obtained using Eqs. (2.68) and (2.69) and all wells distances to the observation

point x; yð Þ are the same as in the former case. The drawdown general equation for

the configuration in Fig. 2.13 is as follows:

s x; y; tð Þ ¼ �Q �
X1
j¼1

1

4 � π � T � W u r2� j�2, t� τ
� �� ��W u r2� j�1, t� τ

� �� �
(
�W u rI, 2� j�2, t� τ

� �� �þW u rI, 2� j�1, t� τ
� �� ���

¼ �Q �WRR xw, yw, x, y, τ, tð Þ
ð2:72Þ

where WRR xw, yw, x, y, τ, tð Þ is the equivalent well function for a well located at

coordinates xw; ywð Þ within an aquifer delimited between two constant-head

recharge boundaries (RR). Consequently, the drawdown due to a well field of m

wells is calculated by:

Fig. 2.13 Distribution of image wells with their operation type for a well operating within an

aquifer bounded between two recharge boundaries, such as an irrigation ditch and a stream
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s x; y; tð Þ ¼ �
Xnow
i¼1

Qi �WRR xw, i, yw, i, x, y, τi, t
� � ð2:73Þ

Figure 2.14a shows the drawdown distribution due to a single continuously

extracting well, and Fig. 2.14b shows the drawdown distributions due to two

extracting wells. Both distributions are plotted at time equal to 120 d using the

MATLAB code BCYC_Drawdown2D.m provided in Appendix 3. Aquifer prop-

erties are given in Table 2.1. The irrigation ditch is located on the y-axis and the

stream is at x¼ 2000 m (the aquifer width is 2000 m). The labels in the figures

indicate well locations and extraction rates. Table 2.2 gives detailed well data.
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Fig. 2.14 Drawdown fields

at t¼ 120 d in a finite

aquifer delimited by two

recharge boundaries at x¼ 0

and at x¼ 2000 m, and

subject to (a) a single
continuously extracting

well and (b) two extracting

wells. Well locations and

extraction rates are labeled

in each subpanel. Other well

data are provided in

Table 2.2
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3.6.2 Superposition of Effects: Stream Depletion

To develop stream depletion general equations for a finite aquifer bounded between

two parallel boundaries, the principle of superposition of effects is applied in the

same manner described in Sect. 3.6.1.

(a) First, a finite aquifer comprised between a no-flow boundary and a recharge

boundary is considered. Figure 2.15 shows the layout scheme for the image

wells of an operating well located at x ¼ w� a ¼ b. In this case, the no-flow

boundary represents symmetry axis for the well layout, and it is located on the

y-axis.

As shown in Fig. 2.15, imaginary wells located on the left side of the

symmetry axis are grouped in couples indexed as “Glover groups”

g ¼ 1, 2, . . .ð Þ. The wells in the group g have an inverse order (operation

wise) with respect to wells in the group gþ 1. Wells coordinates are obtained

using equations similar to Eqs. (2.68) and (2.69). The total stream depletion

rate can be obtained by applying superposition of solutions for the well system

represented in Fig. 2.15:

Fig. 2.15 Image wells layout scheme with their operation type for a well in a finite aquifer

bounded between a no-flow boundary on the y-axis and a recharge boundary located at x¼w (w is

the width of the aquifer)
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Qr w; a; t; τð Þ ¼ Q � Qratio a; t; τð Þ þ
X1
g¼1

�1ð Þgþ1 � Qratio 2 � g � w� a, t, τð Þ½
(

�Qratio 2 � g � wþ a, t, τð Þ�
�

¼ Q � BNQratio w; a; t; τð Þ

ð2:74Þ

Analogously, the stream depletion volume is obtained as:

Vr w; a; t; τð Þ ¼ Q � t� τð Þ � Vratio a; t; τð Þ þ
X1
g¼1

�1ð Þgþ1 � Vratio 2 � g � w� a, t, τð Þ½
(

�Vratio 2 � g � wþ a, t, τð Þ�
�

¼ Q � BNVratio w; a; t; τð Þ

ð2:75Þ

In Eqs. (2.74) and (2.75), BNQratio and BNVratio represent, respectively, the

stream depletion rate ratio and the stream depletion volume ratio for a stream

in a bounded aquifer with a no-flow boundary as the secondary boundary.

Equations (2.74) and (2.75) are implemented in a MATLAB code called

BGlover.m provided in Appendix 4.

Figure 2.16 shows the profiles of the stream depletion rate ratio and the

stream depletion volume ratio vs. time, due to a well pumping continuously in

an aquifer bounded between a no-flow boundary and a stream. The aquifer

width is 2000 m, and the well is located 500 m away from the stream. These

profiles are obtained using the MATLAB code BGlover.m. Aquifer prop-
erties used to develop the profiles in Fig. 2.16 are listed in Table 2.1.

Figure 2.17 shows the comparison between the stream depletion volumes in

a semi-infinite aquifer (blue line) and in a 2000 m wide finite aquifer bounded

by a no-flow boundary (red line). In both cases, the stream-well distance is

500 m. The stream depletion volume ratio in the finite aquifer (red line) tends

to reach “steady state” conditions (when the ratio equals 1.0) faster than its

equivalent in the semi-infinite aquifer (blue line). This is due to the limited

lateral extent of the system in the former case, which prevents the expansion of

the depression cone in the direction of the no-flow boundary and forces it to

reach the stream earlier. Note that the two profiles are practically indistin-

guishable until the time when the depression cone reaches the no-flow bound-

ary in the case of the finite aquifer.

The stream depletion general equations for the case of a well field are

obtained by applying the principle of superposition. The stream depletion

rate is given by:
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Fig. 2.17 Comparison between the stream depletion volume in a semi-infinite aquifer bounded by

a stream (dashed line) and a 2000 m wide finite aquifer bounded by a no-flow boundary and a

stream (solid line). The pumping well is located 500 m away from the stream

Fig. 2.16 Profiles of the stream depletion rate (solid line) and stream depletion volume (dashed
line) ratios vs. unitless time due to a well operating continuously in a 2000 m wide finite aquifer

bounded between a no-flow boundary and a stream. The well operates continuously and is located

at a distance of 500 m from the stream



Qr tð Þ ¼
Xnow
i¼1

Qi � BNQratio w; ai; t; τið Þ ð2:76Þ

The stream depletion volume is calculated as:

Vr tð Þ ¼
Xnow
i¼1

Qi � t� τið Þ � BNVratio w; ai; t; τið Þ ð2:77Þ

In the sum in Eqs. (2.76) and (2.77), the generic well i is accounted for only
if t > τi.

(b) Let us now consider a finite aquifer comprised between two recharge bound-

aries, such as a stream and an irrigation ditch. The application of the principle

of superposition of effects to stream depletion due to image wells produces the

well layout shown in Fig. 2.18. Glover groups similar to those created for the

configuration of Fig. 2.15 are used here. Note that, in Fig. 2.15, the wellorder

(injection-extraction) does not change from one group to the next since the

boundary representing the axis of symmetry is a recharge boundary.

Given the well layout presented in Fig. 2.18, the stream depletion rate due to

a single operating well is:

Fig. 2.18 Distribution of image wells with their operation type for an well operating within an

aquifer bounded between two constant-head boundaries, such as a stream and an irrigation ditch
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Qr w; a; t; τð Þ ¼ Q � Qratio a; t; τð Þ þ
X1
g¼1

�Qratio 2 � g � w� a, t, τð Þ½
(

þ Qratio 2 � g � wþ a, t, τð Þ�
)

¼ Q � BRQratio w; a; t; τð Þ
ð2:78Þ

Correspondingly, the volume of stream depletion is:

Vr w; a; t; τð Þ ¼ Q � t� τð Þ � Vratio a; t; τð Þ þ
X1
g¼1

�Vratio 2 � g � w� a, t, τð Þ½
(

þ Vratio 2 � g � wþ a, t, τð Þ�
)

¼ Q � BRVratio w; a; t; τð Þ
ð2:79Þ

whereBRQratio is the stream depletion ratio function, and BRVratio is the stream

depletion volume ratio function, in an aquifer bounded between two recharge

boundaries.

Equations (2.78) and (2.79) are valid for t > τ. The BRQratio and BRVratio

functions are implemented in MATLAB routines provided in the code

BGlover.m included in Appendix 4. Figure 2.19 shows the profiles for the

stream depletion rate ratio and the stream depletion volume ratio vs. time, due

to a single well pumping continuously. The well is located 500 m away from

the stream in a 2000 m wide aquifer. These profiles are obtained using the

previously mentioned MATLAB code BGlover.m. Aquifer properties used
to develop these plots are listed in Table 2.1.

Figure 2.20 shows the stream depletion rate and volume ratio profiles with unit

less time for a well operating in a semi-infinite aquifer bounded by a stream (dashed

line) and in a 2000-m wide finite aquifer bounded between a an irrigation ditch and

a stream (solid line). In both cases, the well is located 500 m away from the stream

and pumping at constant rate. Aquifer properties used to develop these plot are

listed in Table 2.1.

Note that, in the bounded aquifer configuration considered here, the secondary

recharge boundary (the irrigation ditch) represents a supply source for the aquifer in

addition to primary boundary (the stream). This explains why in Figs. 2.19 and 2.20

both the stream depletion rate and volume ratios tend to a “steady-state” value less

than one. The actual pumped volume tends asymptotically to equalize the sum of

the stream depletion volumes from both boundaries.

In the case of a well field, the total stream depletion rate is given by:

Qr tð Þ ¼
Xnow
i¼1

Qi � BRQratio w; ai; t; τið Þ ð2:80Þ
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Fig. 2.19 Stream depletion rate ratio (solid line) and stream depletion volume ratio (dashed line)
for a well operating continuously in a 2000-m wide finite aquifer bounded between an irrigation

ditch and a stream. The well-stream distance is 500 m

Fig. 2.20 Comparison between the stream depletion volume in a semi-infinite aquifer bounded by

a stream (dashed line) and a 2000-m wide finite aquifer bounded by a stream and an irrigation ditch

(solid line). The pumping well is located 500 m away from the stream



Likewise, the stream depletion volume is calculated as:

Vr tð Þ ¼
Xnow
i¼1

Qi � t� τið Þ � BRVratio w; ai; t; τið Þ ð2:81Þ

Note that, Eqs. (2.80) and (2.81) are used to estimate the impact of well pumping

on the stream, which, in Fig. 2.17 is represented by the straight line x ¼ w. The
rates and volumes of depletion produced on the secondary recharge boundary,

that is, the irrigation ditch, can be calculated using the same equations presented

above, after changing the stream-well distances to bi ¼ w� ai instead of ai.
Figure 2.21 shows the profile profiles of stream depletion volume ratio functions

vs. time for a well operating in a finite aquifer delimited by a no-flow boundary and

a recharge boundary (blue line), and in a finite aquifer delimited by two recharge

boundaries (red line). In both cases the aquifer width is 2000 m, the well is located

at 500 m from the stream and operates continuously at constant rate. The aquifer

properties used to develop this plot are listed in Table 2.1. The comparison between

Fig. 2.21 Stream depletion volume ratio vs. unit less for a well operating in a finite aquifer

bounded between a no-flow boundary and a stream (solid line) and in a finite aquifer bounded

between a an irrigation ditch and a stream (dashed line). The aquifer is 2000-m wide. The well-

stream distance is 500 m
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the two profiles demonstrate that a much larger volume is drawn for the stream

when the aquifer is bounded on the opposite side by a no-flow boundary than when

the aquifer is bounded on the opposite side by another recharge boundary. Indeed in

the former case, the no-flow boundary cannot supply any recharge and all the water

extracted by the well must eventually come from the stream, which constitutes the

only source of recharge available.

3.7 Cyclical Operation of Wells

In this section, we consider the case of a periodic operation of wells. This situation

is quite typical, particularly when alluvial groundwater is being used seasonally for

irrigation purposes. Figure 2.22 illustrates the cyclic operation rate profile over time

for a single well. The well operates at a constant rate Q over a given periodΔton and
is shut off during a periodΔtoff . The length of the full cyclic periodΔtoff is given by
the sum Δton þ Δtoff .

As previously mentioned, continuous operation is one of the limitations of the

Theis model (Eq. 2.34) and Glover model (Eq. 2.58). The principle of superposition

may be used to overcome this obstacle. Whereby there is a variation of the pumping

rate, one can simulate the activation of a new imaginary well, located at the same

position of the real well with a rate equal to the change of the pumping. For

example, for the cyclic operation depicted in Fig. 2.22, at any given time t, the
effect occurring on the system during the generic interval of time Δton within the

generic operation cycle i i ¼ 1, 2, 3, . . .ð Þ can be simulated by two wells: the first

well starts operating continuously at time τi ¼ i� 1ð Þ � Δt with a rate Q, and the

second wells starts operating continuously at time τi ¼ i� 1ð Þ � Δtþ Δton with a

rate�Q. At any generic time t, the number of full periods that have been completed

is equal to:

Operation
Rate Q
Δt = Δton + Δtoff

Δton Δton Δton Δton

ΔtoffΔtoffΔtoff

Q t1 t2 t3 t4

t4t3t2t1

i = 1 i = 2 i = 3 t

Fig. 2.22 Schedule plan for a well operating cyclically. The well operates with a constant rate Q

over a given interval Δton starting at time τ1, and is shut off at time τ1 ¼ τ1 þ Δton. At time

τ2 ¼ τ1 þ Δtoff , the well is turned on again, and the cycle is repeated
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n ¼ int t=Δtð Þ ð2:82Þ

where int(�) represents the integer part of the real number (�).

3.7.1 Superposition of Effects: Drawdown

The drawdown general equation for the cyclic operation of a well is developed

using the principle of superposition for the effects of the n couples of wells

operating during n full cycles, plus an extra term accounting for the well operation

during the current cycle. The latter has a different expression depending if t falls
within the period Δton or within the period Δtoff . In a laterally infinite aquifer the

resulting drawdown is thus given by the flowing equation:

s r; tð Þ ¼ � Q

4 � π � T �
Xn
i¼1

W u r, t� τið Þ½ � �W u r, t� τið Þ½ �f g
" #

þ W u r, t� τnþ1ð Þ½ � if n � Δt < t � n � Δtþ Δton
W u r, t� τnþ1ð Þ½ � �W u r, t� τnþ1ð Þ½ � if n � Δtþ Δton < t � nþ 1ð Þ � Δt

� �#
¼ �Q �WC r,Δt,Δton, τ1, tð Þ

ð2:83Þ

where WC r,Δt,Δton, τ1, tð Þ is the overall well function, representing the accumu-

lated response of the system to the operation of the wells couples during n full

cycles plus an extra term accounting for the well operation during the most current

period. Note that Eq. (2.83) is valid only if t > τ1, otherwise the well functionWC,

and thus the drawdown s, is equal to zero. The drawdown general equation for a

system of wells operating cyclically with the same period Δt is the following:

s x; y; tð Þ ¼ �
Xnow
i¼1

Qi �WC ri,Δt,Δton, i, τ1, i, tð Þ ð2:84Þ

In Eq. (2.84), ri is the distance between the generic well i and the observation

point x, yð Þ. Each well has a generic operation starting time τ1, i. Figure 2.23 shows

the hydraulic head profile time series over a 10-year period, calculated at two

observation points located at a distance r equals 15 m (red line) and r equals

150 m (blue line). Over a period Δt ¼ 365 d (1 year) the well operates at a rate

of-500 m3/d for 180 d (Δton ) and is turned off for the remaining 185 d. Pumping

starts at time t¼ 0. The profiles are obtained using the MATLAB code called

Drawdown_VS_Time.m included in Appendix 1. Aquifer properties for these

examples are given in Table 2.1.

Figure 2.24a, b show the drawdown spatial distributions, calculated using the

MATLAB code called Drawdown2D.m included in Appendix 1, at time t¼ 100 d,

and t¼ 200 d, respectively, for a well operating cyclically, for a period of 180 d

every year. The drawdown distributions shown in Fig. 2.24c, d are for a two-well
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well field for the same times as in subpanels (a) and (b). These “snapshot” times are

selected during and after the operation period, respectively. Welllocations and

operation rates are labeled in each plot. Table 2.1 shows the aquifer properties

used in these examples, and Table 2.2 contains detail well field data.

In the case of semi-infinite aquifers bounded by either a recharge or a no-flow

boundary, an equation similar to (2.84) may be applied, with the well function WC

replaced by the following well function:

WCSI r, rI,Δt,Δton, τ1, tð Þ
¼ 1

4 � π � T �Xn
i¼1

WR=N u r, rI, t� τið Þ½ � �WR=N u r, rI, t� τið Þ½ �� �"

þ WR=N u r, rI , t� τnþ1ð Þ½ � if n � Δt < t � n � Δtþ Δton
WR=N u r, rI, t� τnþ1ð Þ½ � �WR=N u r, rI, t� τnþ1ð Þ½ � if n � Δtþ Δton < t � nþ 1ð Þ � Δt

� #
ð2:83Þ

whereWR=N represents either the well functionWR (Eq. 2.41) in the case of a semi-

infinite aquifer delimited by a recharge boundary, or the well functionWN (Eq. 2.42)

in the case of a semi-infinite aquifer delimited by a no-flow boundary. r and rI are
the distances of the observation point x; yð Þ from the real well and its image across

the boundary, respectively.

The drawdown equation for a well field in a semi-infinite aquifer, where each

well operates cyclically, is thus obtained by superposition of solutions as follows:

r = 15 m r = 150 m

Time (day)

h 
(m

)

3650
30.0

30.1

30.2

30.3

30.4

30.5

30.6

730

Fig. 2.23 Drawdown time series for two observation points distant 15 m (red line) and 150 m

(blue line) from a well operating cyclically over a period of 10 years. The well operates at a rate of

�500 m3/d during 180 d in each cycle with a cycle length equal to 365 d

2 Management of Aquifer Systems Connected to Streams Using Semi-Analytical Models 153



0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000
a

b

Infinite Aquifer: Drawdown (L) at time = 100

Drawdown

Operating Wells

0.05

–500

0.05

0.1

0.1

0.2

0.2

0.15

0.1 0.15

0.25

0.3

0.05

0.
05

0.1

0.05

x (L)

y 
(L

)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000
Infinite Aquifer: Drawdown (L) at time = 200

Drawdown
Operating Wells

0.08

0.06

0.04 0.
02

–500

0.1

0.08

0.06

0.12

0.10.08

0.06

0.02

0.04

0.14

0.12

0.
1

0.04
0.06

0.08

0.
1

0.
08

0.
06

0.
04

0.
02

0.
1

0.12

x (L)

y 
(L

)

Fig. 2.24 Drawdown distributions due to a single well operating cyclically at a rate of�500 m3/d

for 180 d per year at times (a) t¼ 100 d and (b) t¼ 200 d. Subpanels (c) and (d) show the

corresponding drawdown distributions due to a two-well well field. Wells locations and pumping

rates are labeled in each subpanel
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s x; y; tð Þ ¼ �
Xnow
i¼1

Qi �WC ri, rI, i,Δt,Δton, i, τ1, i, tð Þ ð2:84Þ

Figure 2.25a shows the hydraulic head vs. time profiles over 10 years, plotted

using the MATLAB code Drawdown_VS_Time.m (see Appendix 1), for two
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Fig. 2.24 (continued)
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observation points in a semi-infinite aquifer located at distances of 800 m (red line)

and 200 m (blue line) from a no-flow boundary, respectively. The two observation

points are at the same distance r¼ 300 m from a well that operates cyclically for

180 d every year (Δt¼ 365 d) with a pumping rate of�500 m3/d. The well is located

500 m away from the recharge boundary.

Similarly, Fig. 2.25b shows the hydraulic head vs. time profiles, for the same

setting as in subpanel (a), with the only difference that the semi-infinite aquifer is

delimited by a recharge boundary.

Figure 2.26a, b show the drawdown distributions obtained using the MATLAB

code Drawdown2D.m (Appendix 1) at time t¼ 200 d, due to two extracting wells,

in a semi-infinite aquifer with, respectively, (a) a no-flow boundary and (b) a

recharge boundary, both located on the x-axis. The aquifer properties are given in

Table 2.1, whereas the extraction rates and operation schedule of the well field are

described in Table 2.2.
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Fig. 2.25 Drawdown time

series in a semi-infinite

aquifer with (a) a recharge
boundary, and (b) a no-flow
boundary. Two observation

points are considered,

located at 200 m (blue line)
and 800 m (red line) from
the boundary. Both

observation points are at a

distance of 425 m from the

operating well, which is

located 500 m away from

the boundary. The well

operates at a rate of

�500 m3/d for 180 d

each year
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3.7.2 Superposition of Effects: Stream Depletion

Equations similar to those derived in Sect. 3.7.1 can be obtained to assess the impact

on stream depletion due to the cyclic operation of wells in an aquifer hydraulically

connected to a stream. Similar to Eq. (2.83), the stream depletion rate Qr and the

stream depletion volume Vr are given by the two following equations:

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000
a

b

Semi-infinite Aquifer: Drawdown (L) at time = 200

Drawdown
Operating Wells

–1000

–500

0.25

0.35

0.3

0.25

0.2

0.05

0.10.15

0.05

0.1

0.2

0.15

0.1

0.
15

0.2

0.15 0.1

0.
35

0.35

0.3

0.2

0.3

0.25 0.2

0.
25

0.3

x (L)

y 
(L

)

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

200

400

600

800

1000

1200

1400

1600

1800

2000
Semi-infinite Aquifer: Drawdown (L) at time = 200

Drawdown

Operating Wells

–1000

–500
0.25

0.05

0.15

0.15

0.1

0.
2

0.1

0.05

0.25

0.1

0.10.15

0.05

0.2

0.20.15

0.10.05

0.1

0.15

0.05

0.
15

0.
1

0.
2

x (L)

y 
(L

)

Fig. 2.26 Spatial

distributions of drawdown

occurring at time t¼ 200 d,

during the cyclic extraction

period of a two-well well

field in (a) in a semi-infinite

aquifer with a recharge

boundary (b) in a semi-

infinite aquifer with a

no-flow boundary. Well

field data are listed in

Table 2.2
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Qr a,Δt,Δton, τ1, tð Þ ¼ Q � QC, ratio a,Δt,Δton, τ1, tð Þ ð2:85Þ
Vr a,Δt,Δton, τ1, tð Þ ¼ Q � VC, ratio a,Δt,Δton, τ1, tð Þ ð2:86Þ

where:

QC, ratio a,Δt,Δton, τ1, tð Þ
¼
Xn
i¼1

Qratio a, t� τið Þ � Qratio a, t� τið Þ½ ��

þ Qratio a, t� τnþ1ð Þ if n � Δt < t � n � Δtþ Δton
Qratio a, t� τnþ1ð Þ � Qratio a, t� τnþ1ð Þ if n � Δtþ Δton < t � nþ 1ð Þ � Δt

�
ð2:87Þ

and

VC, ratio a,Δt,Δton, τ1, tð Þ
¼
Xn
i¼1

t� τið Þ � Vratio a, t� τið Þ � t� τið Þ � Vratio a, t� τið Þ½ �

þ t� τnþ1ð Þ � Vratio a, t� τnþ1ð Þ if n � Δt < t � n � Δtþ Δton
t� τnþ1ð Þ � Vratio a, t� τnþ1ð Þ � t� τnþ1ð Þ � Vratio a, t� τnþ1ð Þ if n � Δtþ Δton < t � nþ 1ð Þ � Δt

�
ð2:88Þ

Equations (2.87) and (2.88) can be generalized to calculate the stream depletion rate

and the stream depletion volume due to a system of cyclically operating wells:

Qr tð Þ ¼
Xnow
i¼1

Qi � QC, ratio ai,Δt,Δton, i, τ1, i, tð Þ ð2:89Þ

Vr tð Þ ¼
Xnow
i¼1

Qi � VC, ratio ai,Δt,Δton, i, τ1, i, tð Þ ð2:90Þ

Note that in the sums indicated in Eqs. (2.89) and (2.90) only those wells such that

t > τ1, i must be accounted for.

Equations (2.87–2.90) are implemented in MATLAB code called Glover.m
included in Appendix 2. Figure 2.27a, b show the time series for the stream

depletion rate and the stream depletion volume, obtained using the above men-

tioned code, for the cyclical operation of a well located at a distance of 500 m from

the stream. The well operates cyclically with a rate of �500 m3/d for a period of

180 d over an annual cycle (Δt¼ 365 d) starting at time t¼ 0. Aquifer properties are

those listed in Table 2.1.
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3.8 Cyclic Operation of Wells in a Finite Aquifer

This case addresses two limitations of the Theis and Glover solutions, that is, the

condition of infinite areal extension of the aquifer and the condition of continuous

constant-rate operation of the well. Once again, superposition of solutions is the

approach used to remove these hypotheses. The response of the system is thus

obtained by assuming the presence of two groups of wells: the first group represents

image wells that simulate the presence of the aquifer boundaries; the second group

represents the imaginary wells that simulate the cyclic well operation.
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Fig. 2.27 Time series for

(a) the stream depletion rate

and (b) the stream depletion

volume due to the cyclical

operation of a well located

at a distance of 500 m from

the stream. The well is

operating cyclically with a

rate of �500 m3/d for a

period of 180 d every year
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3.8.1 Superposition of Effects: Drawdown

In a constant-width finite aquifer characterized by one of the two configurations

presented in Figs. 2.11 and 2.13, the drawdown at a generic point x, yð Þproduced by
a system of cyclically operating wells, each with an operation schedule such as that

graphed in Fig. 2.22, can be derived using an equation similar to Eq. (2.84), with the

well function WCSI replaced by a well function WFC:

s x; y; tð Þ ¼ �
Xnow
i¼1

Qi �WFC xw, i, yw, i, x, y,Δt,Δton, i, τ1, i, t
� � ð2:91Þ

In Eq. (2.91), the well functionWFC is the overall well function for a well operating

cyclically in a finite aquifer. Similar to Eq. (2.84), this function is calculated as:

WFC xw, i, yw, i, x, y,Δt,Δton, i, τ1, i, t
� �

¼ 1

4 � π � T�Xn
j¼1

WBB xw, i, yw, i, x, y, τi, j, t
� ��WBB xw, i, yw, i, x, y, τi, j, t

� �� �"
þ WBB xw, i, yw, i, x, y, τi,nþ1, t

� �
if n � Δt < t � n � Δtþ Δton

WBB xw, i, yw, i, x, y, τi,nþ1, t
� ��WBB xw, i, yw, i, x, y, τi,nþ1, t

� �
if n � Δtþ Δton < t � nþ 1ð Þ � Δt

� �

ð2:92Þ

where WBB is the well function WNR (Eq. 2.70) if the aquifer is delimited by a

no-flow and a constant-head boundary, or the well function WRR (Eq. 2.72) if the

aquifer is comprised between two constant-head boundaries.

Equation (2.92) is implemented in the MATLAB code called

Drawdown_VS_Time.m provided in Appendix 1. This code is used to obtain

the following results. Figure 2.28a shows the hydraulic headtime series due for a

cyclically operating well located at a distance of 1000 m from the recharge

boundary in a 2000-m wide aquifer bounded between a no-flow boundary and a

constant-head stream. The aquifer parameters are given in Table 2.1. The well is

operated at a constant rate of �1000 m3/d for a period of 180 d every year. The

profiles are obtained for two observation points located at distances 1500 m (red-

line) and 500 m (dashed line) from the stream. These observation points are 400 and

600 m away from the operating well, respectively. Figure 2.28b shows the same

setting as in subpanel (a), for the case of a finite aquifer comprised between two

constant-head boundaries, such as irrigation ditch and a stream.

Figure 2.29 shows the drawdown distributions at t¼ 200 d due to two wells

operating cyclically and simultaneously for 180 d per year, in a finite aquifer with a

constant width of 2000 m. In Fig. 2.29a the aquifer is delimited by no-flow

boundary, located on the y-axis and a stream. In Fig. 2.29b the aquifer is delimited

by two recharge boundaries, such an irrigation ditch, located at the y-axis, and a

stream. Wells locations and extraction rates are labeled in each plot. Other welldata

are given in Table 2.2. Aquifer properties are indicated in Table 2.1.
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3.8.2 Superposition of Effects: Stream depletion

Based on superposition of effects, the depletion rate from a stream constituting a

boundary for a finite-width aquifer caused by a cyclically operating well may be

expressed as:

Qr a,w, Δt,Δton, τ1, tð Þ ¼ Q � QFC, ratio a,w, Δt,Δton, τ1, tð Þ ð2:93Þ

where QFC, ratio is the accumulated sum of the stream depletion rate ratio functions

for a cyclically operating well. This function is calculated for a stream hydraulically

connected to an aquifer bounded between the stream and another boundary of either

no-flow type or recharge type. This function is calculated as:
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Fig. 2.28 Hydraulic head

time series due to a well

operating cyclically in a

finite aquifer with a constant

width of 2000 m comprised

between (a) a no-flow and a

recharge boundary, and (b)
tow recharge boundaries.

The profiles are obtained at

two observation points

located 1500 m (red line)
and 500 m (blue line) away
from the stream boundary.

The well is operated

cyclically at �1000 m3/d

for 180 d per year. The two

observation points are at a

distance of 400 and 600 m

from the operating well,

respectively
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Fig. 2.29 Drawdown

distributions in a constant

width finite aquifer

(w¼ 2000 m) bounded

between (a) a no-flow
boundary, located at the y-
axis, and a stream, and (b)
an irrigation ditch, located

at the y-axis, and a stream.

Distributions are at time

t¼ 200 d, due to the

operation of two wells (see

Table 2.2) for 180 d very

year. Operation rates and

wells locations are labeled

in each subpanel
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QFC, ratio a,w, Δt,Δton, τ1, tð Þ
¼
Xn
i¼1

BQratio a;w; t; τið Þ � BQratio a;w; t; τið Þ½ �

þ BQratio a; t; τnþ1ð Þ if n � Δt < t � n � Δtþ Δton
BQratio a;w; t; τnþ1ð Þ � BQratio a;w; t; τnþ1ð Þ if n � Δtþ Δton < t � nþ 1ð Þ � Δt

�
ð2:94Þ

The function BQratio in Eq. (2.94) is given by the function BNQratio (Eq. 2.76) if the

aquifer is limited, in addition to the stream, by a no-flow boundary, or by the

function BRQratio (Eq. 2.78) if the aquifer is limited by another constant head

boundary. Similar to the stream depletion rate, the stream depletion volume is

obtained as:

Vr a,w,Δt,Δton, τ1, tð Þ ¼ Q � VFC, ratio a,w,Δt,Δton, τ1, tð Þ ð2:95Þ

where VFC, ratio is the overall stream depletion volume ratio function representing

the response to a well operating cyclically in a finite aquifer, bounded between a

constant-head stream and another boundary of either no-flow type or recharge type.

This function is calculated as:

VFC, ratio a,w,Δt,Δton, τ1, tð Þ
¼
Xn
i¼1

t� τið Þ � BVratio a;w; t; τið Þ � t� τið Þ � BVratio a;w; t; τið Þ½ �

þ t� τnþ1ð Þ � BVratio a;w; t; τnþ1ð Þ if n � Δt < t � n � Δtþ Δton
t� τnþ1ð Þ � BVratio a;w; t; τnþ1ð Þ � t� τnþ1ð Þ � BVratio a;w; t; τnþ1ð Þ if n � Δtþ Δton < t � nþ 1ð Þ � Δt

�
ð2:96Þ

The function BVratio in Eq. (2.96) is given by the function BNVratio (Eq. 2.77) if the

aquifer is delimited by a no-flow boundary, or by the function BRVratio (Eq. 2.79) if

the aquifer is limited by another constant head boundary.

In the case of well field, the total stream depletion rate is given by:

Qr tð Þ ¼
Xnow
i¼1

Qi � QFC, ratio ai,w, Δt,Δton, i, τ1, i, tð Þ ð2:97Þ

Likewise, the stream depletion volume is calculated as:

Vr tð Þ ¼
Xnow
i¼1

Qi � VFC, ratio ai,w, Δt,Δton, i, τ1, i, tð Þ ð2:98Þ

Equations (2.93–2.98) have been implemented in MATLAB code called

BGlover.m provided in Appendix 4. This code is used to obtain the following

results. Figure 2.30a, b shows the time series for the stream depletion rate and the

stream depletion volume, respectively, obtained for a well operating cyclically in a
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2000-m wide finite aquifer comprised between the stream and either a no flow

boundary (blue lines) or another recharge boundary (red lines). The operating well

is located 1000 m away from the stream and operated at a rate�1000 m3/d for 180 d

every year.

4 Groundwater Management

The conjunctive management of water deals with the coordinated combined con-

sumptive use of surface water and ground water resources, in order to efficiently

meet the demands during times of water deficiency as well as availability. It is
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Fig. 2.30 (a) Stream
depletion rate and (b)
stream depletion volume

vs. time obtained for a well

operating cyclically in a

constant-width finite aquifer

(w¼ 2000 m) bounded

between the stream under

study and either a no flow

boundary (blue lines), or
another recharge boundary

(red lines). The operating
well is located at 1000 m

from the stream and is

operated cyclically at a rate

of �1000 m3/d for 180 d

per year
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subject to laws regulating the water use, such as the prior appropriation system (also

known as “priority doctrine”) widely practiced in the western US.

The phrase “first in time, first in right” describes the doctrine of prior appropri-

ation, according to which, water users with earlier appropriation decrees or “senior

right holders” have a superior right in full water allocation before “junior right

holders”, who can get their water quote only if that does not impact availability for

senior users. According to prior appropriation laws, well water users are junior right

holders since historically they were granted use rights much later than when surface

water use rights were fully allocated. Therefore, the water conjunctive management

becomes a complex task when applied to a hydraulically connected stream/aquifer

system under the prior appropriation system. Consequently, groundwater can be

pumped from the aquifer for junior use (e.g. irrigation) under the condition of

maintaining the minimal effect on the senior rights of the surface water [17].

An example of the application of such a system is the non-tributary and not

non-tributary aquifers within the South-Platte river basins in northern Colorado.

Pumping of these aquifers is permitted for overlaying landowners at a rate of 1 % a

year to avoid affecting the connected surface water up until 100 years; otherwise,

groundwater pumping is allowed provided that the stream is recharged with an

amount of water equivalent to that extracted [18].

4.1 Optimization of Groundwater Use

This section addresses the groundwater management problem of an agricultural land

irrigated by extracting water from the underlying aquifer, which is hydraulically

connected to a stream. Given the fact that the stream will be compensating for the

volume extracted from the aquifer, pumping groundwater is a junior act, which

potentially affects the senior water right on the surface water. Therefore the man-

agement goal is to minimize the impact of water pumping on stream flows while

satisfying the required irrigation needs.Withdrawingwater from aquifer storage, not

only affects the stream but also the hydraulic head levels in the aquifer. If the aquifer

is over pumped it may not recover properly and will eventually fall short of

providing required quantity of water, adding another constraint on the desired

objective. Satisfying these conditions while meeting water demand is possible by

replacing the extracted amount of groundwater back to the aquifer to keep heads

levels slightly unchanged and to replenish the stream. In principle, this process may

be carried out through [19–23]: (a) aquifer storage and recovery (ASR), where each

operating well is provided with a pump able to extract water during periods of water

need for irrigation and inject water when surface water is available for storage;

(b) aquifer pumping and artificial recharge (APR), where, after being pumped, the

aquifer is recharged with surface water at prescribed locations.

Both ASR and APR management problems can be formulated in a mathematical

framework, as optimization problems with the objective of minimizing the total

depletion/accretion of the stream caused by both pumping (extraction) and recharge
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(injection), with constraints that represent the requirements of irrigation demand,

the availability of water to inject in the aquifer, the maximum and minimum

allowed aquifer head levels, and the maximum and minimum values of well

operation rates established by well capacities.

Before proceeding to the description of the optimization problem setting, we

have to distinguish the groundwater management formulations to be considered

into: (a) single well operation, on which ASR relies; and (b) dual well operation, on

which APR relies.

In single well operation, each well is activated in an operation mode in which it

is set to perform one operation type during a certain period of time (e.g., extraction

during the growing season), and reverse it for the rest of cycle period (injection

during the off season). Given this assumption, operating wells have a cyclic

operation schedule similar to that presented in Fig. 2.31. Each operating well

extracts with a rateQE starting at time τE for a periodΔtE, and subsequently injects

with a rate QI starting at time τI ¼ τE þ ΔtE for a period ΔtI. As introduced in

Sect. 3.7, the length of the single operation cycle Δt equals the sum ΔtIþΔtE.
In dual well operation, as used in APR, there are two different well groups.

These groups consist of pumping wells and injection wells, or generic recharge

facilities. The two groups may be operating during generic periods, which may or

may not be overlapping. Figure 2.32 shows an example of the schedule plan for two

cyclically operating wells. The first well extracts with a rate QE starting at time τE
for a periodΔtE, whereas the “second” well injects at time τI for a periodΔtI at a rate
QI. Since these wells are independent, there is no relation between ΔtE, ΔtI and Δt.
Generally, there may be parts of the (annual) operation cycle when neither pumping

nor recharge is occurring.

Δt = ΔtE+  ΔtI

i = 1

tτE1

+Q

QI

QE

–Q

τE3τE2

τI 1
ΔtEΔtE ΔtE

ΔtI ΔtI ΔtI

τI 2 τI 3

i = 2 i = 3

Fig. 2.31 Single-well operation schedule for aquifer storage and recovery (ASR) management

166 D. Ba�u and A.S.E.-D. Hassan



4.2 Linear Optimization Approach

The linear semi-analytical models presented in Sect. 2 for assessing the stream

depletion/accretion and the aquifer drawdown can be applied to simulate the ground

water management problems presented above, and solve them using linear pro-

gramming techniques. In this case, the “independent” decision variables of the

problem consist of the pumping rate, Q, at a number of prescribed well locations.

The solution of a linear optimization problem requires expressing the objective

function and the constraints as follows:

Optimize cT �Q� � ð2:99Þ
Subject to : A �Q � b ð2:100Þ

whereQ represents the decision variable (operation rate) vector, b and c are vectors
of known coefficients and A is a matrix of known coefficients.

Management Objective. Equation (2.86), which estimates the effect on stream

flow due to a cyclically operating well in an aquifer hydraulically connected to such

a stream, can be applied to estimate the stream depletion volume, Vr exð Þ, or the
stream accretion volume Vr inð Þ over a given time horizon t:

Vr exð Þ tð Þ ¼ Q � VC, ratio a,Δt,ΔtE, τE, tð Þ if Q ¼ QE < 0

Vr inð Þ tð Þ ¼ Q � VC, ratio a,Δt,ΔtI, τI, tð Þ if Q ¼ QI > 0
ð2:101Þ

When planning the use of groundwater under prior appropriation rules, the

optimization objective is to minimize the sum of the effects on the stream, so that

there is a minimum recharge volume loss to the stream, as well as a minimum

Δt
= Δton + Δtoff

Δton =
ΔtE + ΔtI

ΔtI ΔtI

ΔtEΔtEΔtE

ΔtI
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t

Fig. 2.32 Single-well operation schedule for aquifer pumping and recharge (APR) management
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depletion volume from it. This objective can be expressed in terms of minimizing

the absolute value of the total volume of stream depletion, Vr tð Þ, over the investi-
gated time horizon:

Min Vr tð Þj j ¼ Min
XnE
i¼1

Qi � VC, ratio ai,Δt,ΔtE, i, τE, i, tð Þ
�����

�����
þ
XnEþnI

i¼nEþ1

Qi � VC, ratio ai,Δt,ΔtI, i, τI, i, tð Þ
�����

ð2:102Þ

where nE is the number well of extracting wells, and nI is the number well of

injecting wells. An ideal solution to the objective (2.102) is one that yields

Vr tð Þ ¼ 0, which signifies that well operations have no net impact on stream flow

at the selected time t.
This formulation of the optimization problem has a complication brought up by

introducing an absolute value operator in the objective function, which causes a loss

of linearity, such that the optimization problem cannot be tackled using a linear

optimization method. This complication, however, can be by-passed by substituting

the original objective function (2.102) with another objective function Vr tð Þ equal
to the absolute value of Vr tð Þ:

Min Vr tð Þj j ¼ Min Vr tð Þ� � ð2:103Þ

and adding the two following linear constraints:

Vr tð Þ � Vr tð Þ ð2:104Þ
�Vr tð Þ � Vr tð Þ ð2:105Þ

The constraints (2.104) and (2.105) have the effect of forcing Vr tð Þ to equal Vr tð Þ
upon being minimized, so that the objective function (2.103) is equivalent to the

original objective function (2.102). Note that in this formulation Vr tð Þ acts as both
objective function and additional decision variable. Since this problem statement

does not contain the absolute value operator, it can be solved using linear

programming.

The vector Q of decision variables (see problem statement 2.99 and 2.100) for a

generic system made up by nE extraction wells, and nI injection wells can be thus

expressed as:

Q ¼ Q1,Q2, ::,QnE ;QnEþ1,QnEþ2, ::,QnEþnI ;Vr tð Þ
 � ð2:106Þ

where Q1, ::,QnE are extraction rate (negative) values and QnEþ1, ::,QnEþnI are

injection rate (positive) values. The objective function (2.103) can thus be rewritten

using vector notation as:
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Min Vr tð Þ� � ¼ Min InEþnIþ1 �Qf g ð2:107Þ

where InEþnIþ1 is a 1� nE þ nI þ 1ð Þ row vector, whose coefficients are all equal to

zero, except the last one which equals 1.

Management Constraints. The objective function (2.107) must be optimized

under a number of constraints on: (a) operation rates; (b) hydraulic head values at

prescribed control points; and (c) irrigation demand and recharge availability.

(a) Operation rate constraints need to be imposed based on minimum (maximum

extraction) and maximum (maximum injection) flow rate values. For each

generic pumping well i i ¼ 1, 2, ::, nEð Þ the flow rate Qi must be such that:

QE, i,min � Qi � 0 ð2:108Þ

whereQE, i,min represents the maximum extraction rate at which the well can be

operated. Similarly, for each injection unit, which may be either an injection

well or a recharge facility, the injection rateQi i ¼ nE þ 1, nE þ 2, ::, nE þ nIð Þ
must be such that:

0 � Qi � QI, i,max ð2:109Þ

whereQI, i,max is the maximum injection rate at which the well or recharge unit

can be operated. Using a matrix-vector notation, the constraints (2.108) and

(2.109) may be rewritten as follows:

AL �Q ¼

1 0 � � �
�1 1 � � �
0 �1 � � �

0 0 0

0 0 0

0 0 0

� � � 0 0

� � � 0 0

� � � 0 0
� � � � � � � � �
0 0 � � �
0 0 � � �

� � � � � � � � �
1 0 0

�1 1 0

� � � � � � � � �
� � � 0 0

� � � 0 0
� � � � � � � � �
0 0 � � �
0 0 � � �

� � � � � � � � �
0 0 0

0 0 0

� � � � � � � � �
� � � 1 0

� � � �1 0

2666666666664

3777777777775

�

Q1

Q2

⋮
QnE
QnEþ1

QnEþ2

⋮
QnEþnI

Vr tð Þ

26666666666664

37777777777775
�

0�QE, 1,min

⋮
�QE,nE,min�QI,nEþ1,max

0
⋮

�QnEþnI ,max

0

266666666664

377777777775
¼ bL

ð2:110Þ

where the matrix AL has size 2 nE þ nIð Þ � nE þ nI þ 1ð Þand the vector bL has
a size 2 nE þ nIð Þ � 1.
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(b) Hydraulic head constraints require maximum and minimum allowable heads

not to be exceeded at a number nmw of prescribed control points in the aquifer,

where monitoring wells are located. At the generic monitoring well

j j ¼ 1, 2, ::, nmwð Þ the hydraulic head at a given time t j can be calculated by

combining Eqs. (2.13) and (2.84):

h x j; y j; t j

� �
¼ h0 þ

XnE
i¼1

Qi �WCSI ri j, rI, i j,Δt,ΔtE, i, τi, t
� �

þ
XnEþnI

i¼nEþ1

Qi �WCSI ri j, rI, i j,Δt,ΔtI, i, τi, t
� � ð2:111Þ

where ri j and rI, i j denote the distances of the generic monitoring well j from the

generic pumping well i and its image across the stream, respectively. In

Eq. (2.111), the coefficients WCSI are calculated using Eq. (2.83) and will be

hereafter denoted as βi j. Constraints on hydraulic head at the generic moni-

toring well j j ¼ 1, 2, ::, nmwð Þ are thus expressed as:

h0 � h j,min �
XnEþnI

i¼1

βi, j � Qi � h j,max � h0 ð2:112Þ

where h j,minand h j,max are the minimum and maximum hydraulic head values

allowed at the monitoring well, respectively. Using matrix-vector notation,

hydraulic head constraints at the nmw monitoring wells can be expressed as:

AH �Q ¼

β1,1 β1,2 � � �
�β1,1 �β1, 2 � � �

β1,nE β1,nEþ1 β1,nEþ2

�β1,nE �β1,nEþ1 �β1,nEþ2

� � � β1,nEþnI 0

� � � �β1,nEþnI 0

⋮ ⋮ � � �
βnmw, 1 βnmw, 2 � � �

⋮ ⋮ ⋮

βnmw,nE βnmw,nEþ1 βnmw,nEþ2

� � � ⋮ ⋮

� � � βnmw,nEþnI 0

�βnmw, 1 �βnmw, 2 � � � �βnmw,nE �βnmw,nEþ1 �βnmw,nEþ2 � � � �βnmw,nEþnI 0

266666664

377777775

�

Q1

Q2

⋮

QnE

QnEþ1

QnEþ2

⋮

QnEþnI

Vr tð Þ

26666666666666666664

37777777777777777775

�

h1,max � h0

h0 � h1,min

⋮

hnmw,max � h0

h0 � hnmw,min

266666664

377777775 ¼ bH

ð2:113Þ

where AH is a 2 � nmw � nE þ nI þ 1ð Þmatrix and bH is a column vector of size

2 � nmw � 1. It is worth noting that the index j identifies a control point where
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the head value is checked at a given time. If at the same monitoring well, heads

must be checked at different times, then additional constraints are to be added.

(c) Irrigation demand and recharge availability constraints require that during the

pumping season the total sum of the (negative) extraction rates is less than or

equal to the total (negative) demand rate QDemand:

XnE
i¼1

Qi � QDemand ð2:114Þ

At the same time, during the period in which surface water is made available

for aquifer recharge, the total sum of injection well rates must be less than or

equal to total available recharge rate QAvailable:

XnEþnI

i¼nEþ1

Qi � QAvailable ð2:115Þ

Using matrix-vector notation, the irrigation demand and recharge availability

constraints can be expressed as follows:

ADA �Q ¼ 1 1 � � �
0 0 � � �

1 0 0

0 1 1

� � � 0 0

� � � 1 0

� 

�

Q1

Q2

⋮
QnE
QnEþ1

QnEþ2

⋮
QnEþnI

Vr tð Þ

26666666666664

37777777777775
� QDemand

QAvailable

� 

¼ bDA

ð2:116Þ

where ADA is a 2� nE þ nI þ 1ð Þ matrix and bDA is matrix and is a 2� 1

column vector.

(d) Two additional constraints are necessary to prescribe the inequalities (2.104)

and (2.105) introduced in order to remove the absolute value from the objec-

tive function (2.103). Inequalities (2.104) and (2.105) can thus be rewritten,

respectively, as:

XnEþnI

i¼1

Qi � VC, ratio ai,Δt,Δti, τi, tð Þ � Vr tð Þ ð2:117Þ

�
XnEþnI

i¼1

Qi � VC, ratio ai,Δt,Δti, τi, tð Þ � Vr tð Þ ð2:118Þ
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In inequalities (2.117) and (2.118), the coefficients VC, ratio are calculated using

Eq. (2.86) and will be hereafter denoted asαi. Using matrix-vector notation, the two

constraints (2.117) and (2.118) can thus be rewritten as:

AOF �Q ¼ α1 α2 � � �
�α1 �α2 � � �

αnE αnEþ1 αnEþ2

�αnE �αnEþ1 �αnEþ2

� � � αnEþnI �1

� � � �αnEþnI �1

� 


�

Q1

Q2

⋮
QnE
QnEþ1

QnEþ2

⋮
QnEþnI

Vr tð Þ

26666666666664

37777777777775
� 0

0

� 

¼ ∅

ð2:119Þ

where the matrix AOF has a size 2� nE þ nI þ 1ð Þ, and ∅ is the 2� 1 null vector.

The linear optimization problem (2.99) and (2.100) into which the groundwater

management is formulated can thus be structured as follows:

Min cT �Q� �
Subject to : A �Q � b ð2:120Þ

where:

cT ¼ InEþnIþ1 ð2:121Þ
A ¼ AL AH ADA AOF½ �T ð2:122Þ
b ¼ bL bH bDA ∅½ �T ð2:123Þ

The constraint matrix A has size 2 � nE þ nI þ nmw þ 2ð Þ � nE þ nI þ 1ð Þ. The

vector b has size 2� nE þ nI þ nmw þ 2ð Þ � 1.

A formally identical linear optimization formulation can be developed to min-

imize stream depletion/accretion from a stream representing a boundary in a

constant-width finite aquifer bounded on the opposite side by either a no-flow

boundary or a recharge boundary. In this case, the VC, ratio coefficients that define

the vector c and the matrix AOF must be replaced by the coefficients VFC, ratio given

by Eq. (2.95). Correspondingly, theWCSI coefficients that define the matrixAH must

be replaced by the coefficients WFC given by Eq. (2.92).

A MATLAB code called LP_APR_BNR.m has been implemented to solve the

groundwater management problem formulated above. This code relies upon the

highly efficient linear-programming (LP) routine “linprog” [24–26] available in
MATLAB libraries, and is included in Appendix 5. Because of the computational

efficiency of semi-analytical models, these LP problems may be solved at a

relatively low computational cost, which allows for conducting extensive analyses
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of connected stream-aquifer systems, thus achieving improved insight into key

aspects of groundwater management.

The following section presents the application of the linear optimization model

described above to finite aquifers comprised between a no-flow boundary and a

stream. The examples considered here are simulations of APR groundwater man-

agement. It is worth mentioning that, even though the semi-analytical models

presented in Sect. 2 are here applied to both extraction and injection wells, the

recharge is normally achieved by surface infiltration ponds, to which the Theis and

the Glover model are not directly applicable. In this respect, Molden et al. [27] have

proposed an approach to calculate recharge volumes due to surface infiltration,

which could be used to improve the results of the developed semi-analytical

models. However, it is reasonable to assume that the Theis-Glover derived models

can still provide acceptable results, particularly within the limits of approximation

that make the semi-analytical approach conceptually adequate for screening and

proof-of-concept calculations.

4.3 Groundwater Management Problem Setting

Let us consider the 8000 m� 6000 m portion of an alluvial aquifer limited by a

stream and a no-flow physical boundary (Fig. 2.33). The aquifer parameters are

listed in Table 2.4.

The groundwater management problem requires providing groundwater for

irrigation during a 4-month growing season, from April 1 to July 31, corresponding

to the cumulative consumptive use of 1 m over a cultivated area of 30 % of the total

area of the aquifer, and recharging the aquifer with an equivalent amount of surface

water to offset potential stream over pumping. This consumptive use is represen-

tative of corn crop type. In practice, the aquifer is used to provide water in the

amount of 1.2� 107 m3/year (~1000 aft/year).

A proposed solution to potential stream depletion is to acquire an equivalent

amount of surface water to recharge the aquifer in a manner that offsets surface

water withdrawal. Recharge is assumed to occur every year for 180 d, starting

October 1.

Given a number of potential or pre-existing well locations and recharge areas

(Fig. 2.33), the groundwater management goal is to identify the spatial distribution

of pumping wells and aquifer recharge ponds that minimize the absolute value of

the stream depletion volume over an operation period of 10 years.

Assuming the bottom of the alluvial aquifer as the datum, the initial head in the

aquifer equals its average saturated thickness h0 of 30 m (Table 2.4). In order to

smooth out the variation of water levels, constraints are imposed such that h cannot
be below prescribed minimum and maximum levels, hmin and hmax, at the control

monitoring wells shown in Fig. 2.33. It is worth pointing out that, in practice, the

water level variations will be significantly larger nearby pumping wells or recharge

areas. Table 2.5 shows the three water level constraint scenarios hypothesized in
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these examples. With respect to the “base” Scenario 1, in Scenario 2 water level

constraints are more stringent, whereas in Scenario 3, they are more relaxed.

Constraints are also prescribed on the irrigation demand QDemand and water

availability for recharge QAvailability. Table 2.6 lists the hypothesized values of the

groundwater demand and recharge availability. The annual recharge availability is

assumed to be equal to the annual irrigation demand in Scenarios 1 and 2 (see also

Table 2.5), whereas in Scenario 3 recharge availability is assumed to be about 85 %

of the irrigation demand.

Technical constraints are finally imposed to the maximum pumping capacity of

injection wells and the maximum injection rate of recharge areas, which are both set

equal to 5000 m3/d (~2 cfs, cubic feet per second).

The LP algorithm previously introduced is used to obtain the optimal well and

recharge layouts for the three scenarios described in Tables 2.5 and 2.6. These

optimal layouts are depicted in Figs. 2.34, 2.35, and 2.36. Table 2.6 summarizes of

–500
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

6000

thickness: 30 m

conductivity: 86.4 m/day

Design Well Location

Design Recharge Location

Control Monitoring Wellstorativity: 0.2 STREAM

0 500 1500 2500 3500 4500 5500 6500 75001000 2000 3000 4000 5000 6000 7000

Fig. 2.33 Stream-aquifer setting. The map includes also the location of candidate groundwater

wells, recharge units, and available monitoring wells

Table 2.4 Aquifer properties h0 (m) K (m/d) S (/)

30 86.4 0.2
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the total daily recharge and extraction rate and 10-year net stream depletion volume

calculated for the Scenarios 1–3.

Figure 2.34 shows the optimal layout identified in Scenario 1. During their

respective operation periods (Table 2.6), all candidate wells and recharge units

are “activated” at the rates noted above each marker in Fig. 2.34. In this scenario,

the net volume of stream depletion over 10 years is equal to zero (Table 2.7), which

indicates that all irrigation demand is truly met by extracting groundwater in equal

amount to the aquifer recharge. In Fig. 2.34, it is interesting to observe that ground

water extraction rates are lower in proximity of the stream, in order to minimize

stream depletion, as well as in proximity of the no-flow boundary of the aquifer, in

order to minimize aquifer drawdown. Conversely, recharge rates are progressively

decreasing away from the stream, which suggests that a significant portion of

recharged water is being used for stream augmentation.

With respect to Scenario 1, in Scenario 2 requires the variation of water level

with respect to the initial valueh0¼ 30 m (Table 2.4) at all monitoring wells (orange

markers in Fig. 2.33) not to exceed 0.5 m in magnitude (Table 2.5). The optimal

layout for Scenario 2 is shown in Fig. 2.35.

As indicated in Table 2.6, under Scenario 2 the stream is depleted of about

5.9� 106 m3 (~4800 aft) of water over 10 years, even though enough recharge

capacity is available to satisfy the irrigation groundwater demand (Table 2.6).

Comparison between the optimal layouts in Scenarios 1 and 2 (Figs. 2.34 and

2.35) reveals the dramatic change in pumping and recharge strategies that is

required under more stringent water level constraints. Figure 2.35 shows that

irrigation demands is met using about 20 high capacity pumping wells. At least

five of these wells are positioned closer to the stream, where water levels are less

sensitive to pumping due to the presence of the constant-head boundary. These

wells are ultimately “responsible” for long-term stream depletion (Table 2.7). In

addition, a few high capacity recharge units are located along the stream, to

mitigate the impact of pumping on stream depletion, and along the physical

boundary, to reduce aquifer drawdown as imposed by water level constraints.

Scenario 2 provides a clear demonstration that the need to minimize water level

Table 2.6 Water demand and availability hypothesized in the APR management problem

Scenario Demand Availability

1, 2 1.2� 107 m3/year (1� 105 m3/d) 1.2� 107 m3/year (0.85� 105 m3/d)

3 1.2� 107 m3/year (1� 105 m3/d) 1.0� 107 m3/year (0.71� 105 m3/d)

Operation period 120 d (March 15–July 15) 140 d (October 1–March 1)

Table 2.5 Water level

constraints hypothesized in

the APR management

problem

Scenario hmin (m) hmax (m)

1 29 31

2 29.5 30.5

3 25 31
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variations competes directly competing with the need of minimizing stream deple-

tion volumes.

With respect to Scenario 1, in Scenario 3 the maximum allowed water level hmax
remains the same, whereas the minimum allowed water level hmin is lower. In

addition, the recharge capacity is reduced to 85 % of the irrigation demand.

Figure 2.36 shows the optimal well-recharge layout for Scenario 3.

As shown in Table 2.7, the net volume of stream depletion over 10 years is equal

to zero even though recharge capacity is less than groundwater demand. Such result

is opposite to that observed in Scenario 2, where the recharge capacity equaled the

groundwater demand, yet the stream depletion volume was significant. This is due

to the fact that, in Scenario 3, a significant portion of the irrigation demand is

supplied directly from the aquifer storage, however at the expense of a larger

decrease in water levels, as allowed by the lower value of hmin (Table 2.5).

Accordingly, Fig. 2.36 shows that extraction wells are concentrated in the lower

half of the aquifer, since this minimizes the impact of pumping on stream depletion.

Even though pumping in proximity of the no-higher produces higher drawdown,

this is allowed because of the more relaxed constraint on water levels. On the other

hand, aquifer recharge occurs mostly in its uppermost portion along the stream. In

Fig. 2.34 Optimal APR layout in Scenario 1
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this case, recharge units serve to the purpose of “shielding” the stream from aquifer

pumping, and are activated towards the end of the irrigation season (Table 2.6),

when the cone of depression from aquifer pumping is likely to be reaching the

stream.

Finally, Fig. 2.37a, b display the time series for the total stream depletion rate

and the total cumulative stream depletion volume in Scenarios 1, 2, and 3, respec-

tively. It is worth noting that the spatial distribution of recharge areas with respect

to regions where pumping is concentrated as a strong impact on the stream

depletion volume profiles. For example, in both Scenarios 1 and 3 the volume of

stream depletion at the end of the 10-year time horizon is equal to zero. However,

while in Scenario 1 the stream remains depleted for the whole period and recovers

only at the very end, in Scenario 3, where stronger recharge occurs in proximity of

the stream (Fig. 2.36), the stream is augmented for most of the time, except at

towards the end of the simulated period, when the effect of groundwater pumping

from the lower portion of the aquifer finally impacts the stream.

Fig. 2.35 Optimal APR layout in Scenario 2
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Fig. 2.36 Optimal APR layout in Scenario 3

Table 2.7 Summary of the recharge and extraction rate and net stream depletion volume

estimated for the Scenarios described in Tables 2.4, and 2.5

Scenario

Recharge (m3/d)

(October 1–March 1)

Extraction (m3/d) (March

15–July 15)

10-year Net stream

depletion volume (m3)

1 7.16� 104 1.00� 105 ~0

2 6.82� 104 1.00� 105 5.86� 106

3 5.85� 104 1.03� 105 ~0
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Fig. 2.37 Time series for (a) total stream depletion rate (m3/d) and (b) total cumulative stream

depletion volume (m3) in Scenarios 1, 2, and 3, respectively
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Glossary

Aquifer Underground water-saturated unconsolidated formation from which

groundwater can be extracted from a well.

Alluvial aquifer Aquifer formed by sedimentation of gravel, sand, silt or clay

materials deposited in river channels or on floodplains.

Aquifer storage and recovery Groundwater management practice in which each

operating well is provided with a pump able to extract water during periods of

water need for irrigation and inject water when surface water is available for

storage.

Aquifer pumping and recharge Groundwater management practice in which,

after being pumped, the aquifer is recharged with surface water at prescribed

locations.

Conjunctive use Combined management of surface water and groundwater

resources that optimizes common benefits by trading off water demand against

water supply, while complying with a series of constraints of technical, physical,

environmental and economical nature.

Convolution Integral The integral of the product of two functions, with one

function reversed and shifted with respect to another. The integral is often used

tomodel conditions of continuous, as opposed to discrete, superposition of effect.

Confined aquifer Aquifer delimited above and below by low permeable or imper-

meable formations, such as aquitards or aquicludes.

Cyclic well operation Groundwater management practice in which each well is

operated at fixed rate for a prescribed period of each year and turned off

afterwards.

Decision variables The independent variables of an optimization problem that a

decision maker can control and choose in order to best achieve management

goals.

Finite aquifer Constant-width aquifer, delimited by two parallel boundaries.

Glover solution Analytical model developed by Glover and Balmer (1954) to

estimate the stream depletion rate due to pumping from a point source in a semi-

infinite, homogeneous, and connected alluvial aquifer.

Hydraulic conductivity Physical property representing the ability of the porous

medium to conduct water.

Head drawdown State variable consisting of the reduction of hydraulic head in an

aquifer due to groundwater pumping.

Hydraulic head State variable consisting of the mechanical energy per unit

weight of water at any point in the aquifer and at any time.

Infinite aquifer Ideal aquifer characterized by an infinite lateral extension.
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Objective function The mathematical function of decision variables and state

variables, whose minimization or maximization constitutes the objective of the

optimization problem.

Optimization The selection of a best element, with regard to some specific crite-

rion, expressed as an objective, from a finite or infinite set of feasible alternatives.

Optimization constraints Set of equations and inequalities defining the set of feasi-

ble alternatives within which the solution to the optimization problem is sought.

Semi-infinite aquifer Ideal aquifer characterized by an infinite lateral extension

on one side and a rectilinear boundary on another.

Specific elastic storage Physical property of a porous medium, representing the

volume of water released by per unit bulk volume and per unit decline in

pressure head.

Specific yield Physical property given by the unitless ratio of the volume of water

added or removed directly from the saturated zone of the aquifer to the resulting

change in the volume of aquifer below water.

Streambed The channel bottom of a stream, representing the lower boundary of

the stream flow as well as the interface between surface and subsurface flow.

Stream depletion rate Instantaneous flow rate with which a stream, idealized as a

constant-head boundary, recharges a hydraulically connected aquifer in which

groundwater pumping is occurring.

Stream depletion volume Cumulative volume with which a stream, idealized as a

constant-head boundary, recharges a hydraulically connected aquifer in which

groundwater pumping is occurring.

State variables The variables of an optimization problem that characterize the

mathematical state of a dynamic system and depend upon the selection of the

decision variables.

Superposition principle This principle applies to linear systems and states that

the response caused by two or more forcing terms at a generic location and time

is equal to the sum of the responses associated with each forcing terms as this

was acting individually.

Theis equation Analytical model developed by Charles Vernon Theis for aquifer

drawdown associated with two-dimensional radial flow to a point source in an

infinite, homogeneous, confined aquifer.

Unconfined aquifer Aquifer whose upper boundary is the water table or phreatic

surface.

Water table Surface of an unconfined aquifer at which water pressure equals the

atmospheric pressure.

Water well Underground structure constructed by digging, driving, boring, or dril-

ling to access groundwater. Water is typically lifted to the surface through a pump.
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Appendix 1

Matlab code: Drawdown2D

This code calculates and plots the spatial distribution of head at a specified time

tfin for a number of wells operating cyclically or continuously in a laterally infinite

aquifer, in a semi-infinite aquifer limited by a stream boundary, and in a semi-

infinite aquifer limited by a no-flow boundary. If present, the boundary is

represented by the y¼ys straight line.
The input file Aquifer.Parms includes simulation time parameters and aquifer

parameters:

a. time parameters

– final simulation time tfin;
– cyclical time step of simulation Δt¼Δton+Δtoff (e.g., 1 year)

b. aquifer parameters

– initial hydraulic head (aquifer’s saturated thickness) h0
– hydraulic conductivity K;
– storativity S;
– stream location ys(>0).

The input file Grid.parms includes data regarding the plotting grid:

– grid lower left corner abscissa (xmin)
– grid lower left corner ordinate (ymin)
– grid upper right corner abscissa (xmax)
– grid upper right corner ordinate (ymax)
– n. of gridblocks along x (nx)
– n. of gridblocks along y (ny)

The input file Wells.dat includes wells data:

a. total number of operating wells nw
b. for each operating well, each of the following lines provide:

– the pumping rate (Qw);

– the time at which well operation starts (tst),
– the total operation period (Δton)

1

– well location xw and yw.

Examples:

Aquifer.Parms

575. or 730. 365. 30. 86.4 0.2

tfin(d) Δt¼Δton+Δtoff (d) b(m) K (m/d) S (/)

1 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
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Grid.Parms

0. 0. 4000. 4000. 40 40

xmin(m) ymin(m) xmin(m) ymin(m) nx ny

Wells.dat

Description: 2 wells operating cyclically

2 (nw)

+3000. 90. 120. 1000. 1000.

+3000. 90. 120. 1000. 3000.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

function Drawdown2D

clc

clear all

% Reading Data

% 1- General Data

fid1 ¼ fopen (’Aquifer.Parms’,’r’);

Temp ¼ fscanf(fid1,’%f %f %f %f %f’,[1,6]);

tfin ¼ Temp(1); % Final Time of Simulation (d)

delt ¼ Temp(2); % Cycle time step of simulation (d)

ho ¼ Temp(3); % Aquifer Initial Head (saturated thickness)(m)

K ¼ Temp(4); % Hydraulic Conductivity (m^2/d)

Sy ¼ Temp(5); % Storativity (/)

ys ¼ Temp(6); % stream location (m)

T ¼ K*ho; % Transmissivity (m^2/d)

fclose(fid1);

% 2- Reading Grid Data

fid2 ¼ fopen (’Grid.parms’,’r’);

Temp ¼ fscanf(fid2,’%f %f %f %f %f %f’,[1,6]);

xmin ¼ Temp(1); % Minimum Value of X in the Grid

ymin ¼ Temp(2); % Minimum Value of Y in the Grid

xmax ¼ Temp(3); % Maximim Value of X in the Grid

ymax ¼ Temp(4); % Maximum Value of Y in the Grid

nx ¼ Temp(5); % Number of X Divisions

ny ¼ Temp(6); % Number of Y Divisions

fclose(fid2);

%

% 3- Wells Data

fid3 ¼ fopen (’Wells.dat’,’r’);

Temp ¼ fscanf(fid3,’%f’,[1,1]);

now ¼ Temp(1);% Wells Number

for m ¼ 1:now
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Temp ¼ fscanf(fid3,’%f %f %f %f %f’,[1,5]);

Qw(m) ¼ Temp(1); % Well Pumping Rate

tst(m) ¼ Temp(2); % Pumping Start Time

dton(m) ¼ Temp(3); % Pumping Period

xw(m) ¼ Temp(4); % Well Location X Coordinate

yw(m) ¼ Temp(5); % Well Location Y Coordinate

end

fclose(fid3);

%

% Creating the Grid %

nxx ¼ nx+1;

nyy ¼ ny+1;

dx ¼ (xmax-xmin)/nx;

dy ¼ (ymax-ymin)/ny;

for j¼ 1:nxx

for i¼ 1:nyy

x(i,j)¼ xmin+dx*(j-1);

y(i,j)¼ ymin+dy*(i-1);

end

end

%

% Computing Drawdown Distribution for number of operating wells

ssum ¼ zeros(nyy,nxx);% Initial Drawdown

ssum_rech ¼ zeros(nyy,nxx);% Initial Drawdown

ssum_noflow ¼ zeros(nyy,nxx);% Initial Drawdown

for j¼ 1:nxx;

for i¼ 1:nyy;

for m ¼1:now;

t ¼ tfin-tst(m);

if t>0

ssum(i,j) ¼ ssum(i,j) + CYC_THEIS(t,delt,Sy,T,x(i,j),y(i,j),

dton(m),xw(m),yw(m),Qw(m));

ssum_rech(i,j) ¼ ssum_rech(i,j) + CYC_THEIS_RECHARGE(t,delt,Sy,

T,ys,x(i,j),y(i,j),dton(m),xw(m),yw(m),Qw(m));

ssum_noflow(i,j)¼ ssum_noflow(i,j)+ CYC_THEIS_NOFLOW(t,delt,Sy,T,

ys,x(i,j),y(i,j),dton(m),xw(m),yw(m),Qw(m));

end

end

end

end

fid4 ¼ fopen(’results.dat’,’w’);

fid5 ¼ fopen(’results.recharge.dat’,’w’);

fid6 ¼ fopen(’results.noflow.dat’,’w’);

for j¼ 1:nxx;

for i¼ 1:nyy;
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temp ¼ [x(i,j), y(i,j), ssum(i,j)];

fprintf(fid4,’%15.6E %15.6E %15.6E\n’,temp);

%

temp ¼ [x(i,j), y(i,j), ssum_rech(i,j)];

fprintf(fid5,’%15.6E %15.6E %15.6E\n’,temp);

%

temp ¼ [x(i,j), y(i,j), ssum_noflow(i,j)];

fprintf(fid6,’%15.6E %15.6E %15.6E\n’,temp);

end

end

fclose(fid4);

fclose(fid5);

fclose(fid6);

% %

str1 ¼ num2str(Qw’);

cell1 ¼ cellstr(str1);

% Figure

figure;

contour(x,y,ssum);

[C,h] ¼ contour(x,y,ssum);

clabel(C,h);

title([’Infinite Aquifer: Drawdown (L) at time ¼’,num2str(tfin)]);

xlabel(’x (L)’);

ylabel(’y (L)’);

hold on

scatter(xw,yw,50,’r+’)

text(xw+20,yw+50,cell1,’BackgroundColor’,[1 1 0],’FontSize’,10);

legend(’Drawdown’,’Operating wells’)

% Figure

figure;

contour(x,y,ssum_rech);

[C,h] ¼ contour(x,y,ssum_rech);

clabel(C,h);

title([’Semi-infiniteAquifer:Drawdown(L)attime¼’,num2str(tfin)]);

xlabel(’x (L)’);

ylabel(’y (L)’);

hold on

scatter(xw,yw,50,’r+’)

text(xw+20,yw+50,cell1,’BackgroundColor’,[1 1 0],’FontSize’,10);

legend(’Drawdown’,’Operating wells’)

% Figure

figure;

contour(x,y,ssum_noflow);

[C,h] ¼ contour(x,y,ssum_noflow);

clabel(C,h);
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title([’Semi-infiniteAquifer:Drawdown(L)attime¼’,num2str(tfin)]);

xlabel(’x (L)’);

ylabel(’y (L)’);

hold on

scatter(xw,yw,50,’r+’)

text(xw+20,yw+50,cell1,’BackgroundColor’,[1 1 0],’FontSize’,10);

legend(’Drawdown’,’Operating wells’)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [dh] ¼ CYC_THEIS(t,delt,Sy,T,xm,ym,dton,xw,yw,Qw)

dh¼0.;

frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

% Distance to wells

r1¼sqrt((xm-xw)^2+(ym-yw)^2);

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Operating Well

u1¼(Sy/(4*T))*(r1^2/t1);

% Well Function

wu1¼expint(u1);

% Imaginary Compensation Well

u2¼Sy/(4*T)*(r1^2/t2);

% Well Function

wu2¼expint(u2);

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%

if rest_t > 0 && rest_t <¼ dton

% Operating Well

u1¼(Sy/(4*T))*(r1^2/rest_t);

% Well Function

wu1¼expint(u1);

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*wu1;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

% Operating Well

u1¼(Sy/(4*T))*(r1^2/t1);
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% Well Function

wu1¼expint(u1);

% Imaginary Compensation Well

u2¼(Sy/(4*T))*(r1^2/t2);

% Well Function

wu2¼expint(u2);

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function[dh]¼ CYC_THEIS_RECHARGE(t,delt,Sy,T,ys,xm,ym,dton,xw,yw,Qw)

dh¼0.;

frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

% Distance to wells

r1¼sqrt((xm-xw)^2+(ym-yw)^2);

r2¼sqrt((xm-xw)^2+(2*ys-ym-yw)^2);

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Constant Head Boundary Effects

u1_O¼(Sy/(4*T))*(r1^2/t1); % Operating Well

u1_I¼(Sy/(4*T))*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼Sy/(4*T)*(r1^2/t2); % Imaginary Operating Well

u2_I¼Sy/(4*T)*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);

% Total Well Function

wu1 ¼ wu1_O-wu1_I;

wu2 ¼ wu2_O-wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%

if rest_t > 0 && rest_t <¼ dton

% Constant Head Boundary Effects

u1_O¼(Sy/(4*T))*(r1^2/rest_t); % Operating Well
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u1_I¼(Sy/(4*T))*(r2^2/rest_t); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Total Well Function

wu1 ¼ wu1_O-wu1_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*wu1;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

% Constant Head Boundary Effects

u1_O¼(Sy/(4*T))*(r1^2/t1); % Operating Well

u1_I¼(Sy/(4*T))*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼(Sy/(4*T))*(r1^2/t2); % Imaginary Well

u2_I¼(Sy/(4*T))*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);

% Total Well Function

wu1 ¼ wu1_O-wu1_I;

wu2 ¼ wu2_O-wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function[dh]¼CYC_THEIS_NOFLOW(t,delt,Sy,T,ys,xm,ym,dton,xw,yw,Qw)

dh¼0.;

frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

% Distance to wells

r1¼sqrt((xm-xw)^2+(ym-yw)^2);

r2¼sqrt((xm-xw)^2+(2*ys-ym-yw)^2);

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

% No-Flow Boundary Effect
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u1_O¼Sy/(4*T)*(r1^2/t1); % Operating Well

u1_I¼Sy/(4*T)*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼Sy/(4*T)*(r1^2/t2); % Imaginary Operating Well

u2_I¼Sy/(4*T)*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);

% Total Well Function

wu1 ¼ wu1_O+wu1_I;

wu2 ¼ wu2_O+wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%

if rest_t > 0 && rest_t <¼ dton

% No-Flow Boundary Effect

u1_O¼Sy/(4*T)*(r1^2/rest_t); % Operating Well

u1_I¼Sy/(4*T)*(r2^2/rest_t); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Total Well Function

wu1 ¼ wu1_O+wu1_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*wu1;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

% No-Flow Boundary Effect

u1_O¼Sy/(4*T)*(r1^2/t1); % Operating Well

u1_I¼Sy/(4*T)*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼Sy/(4*T)*(r1^2/t2); % Imaginary Well

u2_I¼Sy/(4*T)*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);
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% Total Well Function

wu1 ¼ wu1_O+wu1_I;

wu2 ¼ wu2_O+wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

Matlab code: Drawdown.VS.Time

This code calculates and plots the head time series for t 2 (0, tfin) for a number of

wells operating cyclically or continuously in a laterally infinite aquifer, in a semi-

infinite aquifer limited by a stream boundary, and in a semi-infinite aquifer limited

by a no-flow boundary. The boundary is represented by the y axis (x¼0).
The input file Aquifer.Parms includes simulation time parameters and aquifer

parameters:

a. time parameters:

– final simulation time tfin;
– cyclical time step of simulation Δt¼Δton+Δtoff (e.g., 1 year)

b. aquifer parameters:

– initial hydraulic head (aquifer’s saturated thickness) h0
– hydraulic conductivity K;
– storativity S;
– stream location ys(>0).

The input file Monitoring.Wells.dat includes monitoring well data.

a. total number of monitoring wells nmw
b. for each monitoring well, each of the following lines provides well location

coordinates xw and yw.

The input file Wells.dat includes wells data:

a. total number of operating wells nw
b. for each operating well, each of the following lines provide:

– the pumping rate (Qw);

– the time at which well operation starts (tst),
– the total operation period (Δton)

2

– well location xw and yw.

2 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
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Examples:

Aquifer.Parms

730. 365. 30. 86.4 0.2

tfin(d) Δt¼Δton+Δtoff (d) b (m) K (m/d) S (/)

Grid.Parms

0. 0. 4000. 4000. 40 40

xmin(m) ymin(m) xmin(m) ymin(m) nx ny

Wells.dat

Description: 2 wells operating cyclically

2 (nw)

+3000. 90. 120. 1000. 1750.

+3000. 820. 120. 1000. 2250.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

function Drawdown_VS_Time

clc

clear all

% Reading Data Files

% 1- Parameters File

fid1 ¼ fopen (’Aquifer.Parms’,’r’);

Temp ¼ fscanf(fid1,’%f %f %f %f %f’,[1,6]);

tfin ¼ Temp(1); % Final Time of Simulation (d)

delt ¼ Temp(2); % Cycle time step of simulation (d)

ho ¼ Temp(3); % Aquifer Initial Head (saturated thickness)(m)

K ¼ Temp(4); % Hydraulic Conductivity (m/d)

Sy ¼ Temp(5); % Aquifer Storativity (/)

ys ¼ Temp(6); % stream location (m)

fclose(fid1);

%

% 2- Monitoring Wells data file

fid2 ¼ fopen (’Monitoring.Wells.dat’,’r’);

Temp ¼ fscanf(fid2,’%f’,[1,1]);

nmw ¼ Temp(1);% Monitoring Wells Number

for m ¼ 1:nmw

Temp ¼ fscanf(fid2,’%f %f’,[1,2]);

xm(m) ¼ Temp(1);

ym(m) ¼ Temp(2);

end
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fclose(fid2);

% 3- Wells Data file

fid3 ¼ fopen (’Wells.dat’,’r’);

Temp ¼ fscanf(fid3,’%f’,[1,1]);

nw ¼ Temp(1);% Wells Number

for w ¼ 1:nw

Temp ¼ fscanf(fid3,’%f %f %f %f %f’,[1,5]);

Qw(w) ¼ Temp(1); % Well Pumping Rate

tst(w) ¼ Temp(2); % Pumping Start Time

dton(w) ¼ Temp(3); % Pumping Period

xw(w) ¼ Temp(4); % Well Location X Coordinate

yw(w) ¼ Temp(5); % Well Location Y Coordinate

end

fclose(fid3);

%

% Calculations

% 1- General

T ¼ K*ho;

to ¼ 0;

dt ¼ 1.;

t ¼ to:dt:tfin; % time matrix

nt ¼ length(t); % number of time steps(/)

%

% 2- Computing Drawdown Distribution for a number of operating wells

% Initialize Drawdown Arrays

H_sum ¼ zeros(nt,nmw);

HN_sum ¼ zeros(nt,nmw);

HR_sum ¼ zeros(nt,nmw);

fid4 ¼ fopen(’Drawdown.VS.Time.dat’,’w’);

for j ¼ 1:nmw

for i¼ 1:nt

H_sum(i,j) ¼ ho;

HN_sum(i,j) ¼ ho;

HR_sum(i,j) ¼ ho;

for w ¼ 1:nw

dt ¼ t(i)-tst(w);

if (dt>¼0.)

H_sum(i,j) ¼ H_sum(i,j) +CYC_THEIS(dt,delt,Sy,T,xm(j),ym(j),

dton(w),xw(w),yw(w),Qw(w));

HN_sum(i,j) ¼ HN_sum(i,j)+CYC_THEIS_NOFLOW(dt,delt,Sy,T,ys,xm

(j),ym(j),dton(w),xw(w),yw(w),Qw(w));

HR_sum(i,j) ¼ HR_sum(i,j)+CYC_THEIS_RECHARGE(dt,delt,Sy,T,ys,xm

(j),ym(j),dton(w),xw(w),yw(w),Qw(w));

end

end
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temp ¼ [t(i),xm(j),ym(j),H_sum(i,j),HN_sum(i,j),HR_sum(i,j)];

fprintf(fid4,’%15.6E %15.6E %15.6E %15.6E %15.6E %15.6E\n’,temp);

end

[H_MAX, iMAX] ¼ max(H_sum(:,j));

[H_MIN, iMIN] ¼ min(H_sum(:,j));

[HN_MAX, iMAX] ¼ max(HN_sum(:,j));

[HN_MIN, iMIN] ¼ min(HN_sum(:,j));

[HR_MAX, iMAX] ¼ max(HR_sum(:,j));

[HR_MIN, iMIN] ¼ min(HR_sum(:,j));

temp ¼ [H_MAX,HN_MAX,HR_MAX];

[hmax, iMAX] ¼ max(temp);

temp ¼ [H_MIN,HN_MIN,HR_MIN];

[hmin, iMIN] ¼ min(temp);

% Fiqure

figure

hold(’all’)

plot(t,H_sum(:,j),’-k’,’LineWidth’,1.5)

plot(t,HN_sum(:,j),’-b’,’LineWidth’,1.5)

plot(t,HR_sum(:,j),’-r’,’LineWidth’,1.5)

plot(t,ho,’--k’)

title([’Hydraulic Head Time Series - Monitoring Well: ’,num2str(j)]);

xlabel(’Time (T)’);

ylabel(’Hydraulic Head (L)’);

xlim ([0 tfin+10]);

ylim ([hmin-0.1 hmax+0.1]);

legend(’Infinite Aquifer’,’Semi-Infinite (N)’,’Semi-Infinite

(R)’,’Location’,’NorthWest’)

hold off

end

fclose(fid4);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%

function [dh] ¼ CYC_THEIS(t,delt,Sy,T,xm,ym,dton,xw,yw,Qw)

dh¼0.;

frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

% Distance to wells

r1¼sqrt((xm-xw)^2+(ym-yw)^2);

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Operating Well

u1¼(Sy/(4*T))*(r1^2/t1);
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% Well Function

wu1¼expint(u1);

% Imaginary Compensation Well

u2¼Sy/(4*T)*(r1^2/t2);

% Well Function

wu2¼expint(u2);

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%

if rest_t > 0 && rest_t <¼ dton

% Operating Well

u1¼(Sy/(4*T))*(r1^2/rest_t);

% Well Function

wu1¼expint(u1);

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*wu1;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

% Operating Well

u1¼(Sy/(4*T))*(r1^2/t1);

% Well Function

wu1¼expint(u1);

% Imaginary Compensation Well

u2¼(Sy/(4*T))*(r1^2/t2);

% Well Function

wu2¼expint(u2);

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%

function[dh]¼ CYC_THEIS_RECHARGE(t,delt,Sy,T,ys,xm,ym,dton,xw,yw,Qw)

dh¼0.;

frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

% Distance to wells

r1¼sqrt((xm-xw)^2+(ym-yw)^2);

r2¼sqrt((xm-xw)^2+(2*ys-ym-yw)^2);

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;
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% Constant Head Boundary Effects

u1_O¼(Sy/(4*T))*(r1^2/t1); % Operating Well

u1_I¼(Sy/(4*T))*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼Sy/(4*T)*(r1^2/t2); % Imaginary Operating Well

u2_I¼Sy/(4*T)*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);

% Total Well Function

wu1 ¼ wu1_O-wu1_I;

wu2 ¼ wu2_O-wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%

if rest_t > 0 && rest_t <¼ dton

% Constant Head Boundary Effects

u1_O¼(Sy/(4*T))*(r1^2/rest_t); % Operating Well

u1_I¼(Sy/(4*T))*(r2^2/rest_t); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Total Well Function

wu1 ¼ wu1_O-wu1_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*wu1;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

% Constant Head Boundary Effects

u1_O¼(Sy/(4*T))*(r1^2/t1); % Operating Well

u1_I¼(Sy/(4*T))*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼(Sy/(4*T))*(r1^2/t2); % Imaginary Well

u2_I¼(Sy/(4*T))*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);
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% Total Well Function

wu1 ¼ wu1_O-wu1_I;

wu2 ¼ wu2_O-wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%

function[dh]¼CYC_THEIS_NOFLOW(t,delt,Sy,T,ys,xm,ym,dton,xw,yw,Qw)

dh¼0.;

frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

% Distance to wells

r1¼sqrt((xm-xw)^2+(ym-yw)^2);

r2¼sqrt((xm-xw)^2+(2*ys-ym-yw)^2);

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

% No-Flow Boundary Effect

u1_O¼Sy/(4*T)*(r1^2/t1); % Operating Well

u1_I¼Sy/(4*T)*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼Sy/(4*T)*(r1^2/t2); % Imaginary Operating Well

u2_I¼Sy/(4*T)*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);

% Total Well Function

wu1 ¼ wu1_O+wu1_I;

wu2 ¼ wu2_O+wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%

if rest_t > 0 && rest_t <¼ dton

% No-Flow Boundary Effect

u1_O¼Sy/(4*T)*(r1^2/rest_t); % Operating Well

u1_I¼Sy/(4*T)*(r2^2/rest_t); % Image Well

% Well Function

wu1_O¼expint(u1_O);
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wu1_I¼expint(u1_I);

% Total Well Function

wu1 ¼ wu1_O+wu1_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*wu1;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

% No-Flow Boundary Effect

u1_O¼Sy/(4*T)*(r1^2/t1); % Operating Well

u1_I¼Sy/(4*T)*(r2^2/t1); % Image Well

% Well Function

wu1_O¼expint(u1_O);

wu1_I¼expint(u1_I);

% Imaginary Compensation Wells

u2_O¼Sy/(4*T)*(r1^2/t2); % Imaginary Well

u2_I¼Sy/(4*T)*(r2^2/t2); % Imaginary Image Well

% Well Function

wu2_O¼expint(u2_O);

wu2_I¼expint(u2_I);

% Total Well Function

wu1 ¼ wu1_O+wu1_I;

wu2 ¼ wu2_O+wu2_I;

% Drawdown

dh¼dh+(Qw/(4*pi()*T))*(wu1-wu2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

Appendix 2

Matlab Code: Glover

This code calculates and plots the stream depletion rate,Qr, and stream depletion

volume, Vr, vs Time, t, produced by a generic number of pumping wells operating

either continuously or cyclically in a semi-infinite aquifer bounded by a recharge

(stream) boundary. The stream is located on the y axis of the reference system

(x¼0).

The input file Aquifer.dat includes simulation time parameters and aquifer

parameters:

a. time parameters

– final simulation time tfin;
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– cyclical time step of simulation Δt¼Δton+Δtoff (e.g., 1 year)

b. the aquifer parameters

– aquifer’s saturated thickness b;
– hydraulic conductivity K;
– storativity S.

The input file Wells.dat includes wells data:

a. total number of operating wells nw
b. for each operating well, each of the following lines provide:

– the pumping rate (Qw);

– the time at which well operation starts (tst),
– the total operation period (Δton)

3

– welllocation xw then yw.

Examples:

Aquifer.dat

21900. 365. 30. 86.4 0.2

tfin(d) Δt¼Δton+Δtoff (d) b(m) K (m/d) S (/)

Wells.dat

Description: 1 well operating cyclically for 5 years and then shut off

2 (nw)

+3000. 90. 120. 1000. 500.

�3000. 1915. 120. 1000. 500.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

Description: 2 wells operating cyclically (well 2 starts at time ¼ 5 years)

2 (nw)

+3000. 90. 120. 1000. 500.

+3000. 1915. 120. 500. 500.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

Description: 1 well operating continuously

1 (nw)

+3000. 0. 365. 1000. 500.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

3 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
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Description: 1 well operating cyclically

2 (nw)

+3000. 90. 120. 1000. 500.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

Description: 1 well injecting and extracting cyclically (net pumped volume is zero)

2 (nw)

+3000. 90. 120. 1000. 500.

�1479.3877 210. 245. 1000. 500.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

function Glover

clear all

clc

% Reading Data Files

% 1 - General Data

fid1 ¼ fopen (’Aquifer.dat’,’r’);

Temp ¼ fscanf(fid1,’%f %f %f %f %f’,[1,5]);

tfin ¼ Temp(1);

% tfin ¼ Final Time of Simulation (d)

delt ¼ Temp(2);

% delt ¼ dton+dtoff (e.g., 365 d)

h ¼ Temp(3);

% h ¼ Thickness of the Aquifer (m)

K ¼ Temp(4);

% K ¼ Hydraulic Conductivity (m/d)

Sy ¼ Temp(5);

% Sy ¼ Storativity (/)

fclose(fid1);

%

% 2 - Operating Wells Data

fid2 ¼ fopen (’Wells.dat’,’r’);

Temp ¼ fscanf( fid2,’%f’,[1,1]);

now ¼ Temp(1);

for iw ¼ 1:now

Temp ¼ fscanf(fid2,’%f %f %f %f %f’,[1,5]);

Qw(iw) ¼ Temp(1);

tst(iw) ¼ Temp(2);

dton(iw)¼ Temp(3);

xw(iw) ¼ Temp(4);

yw(iw) ¼ Temp(5);
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end

fclose(fid2);

%

% Calculations

% 1 - General calculations

T ¼ K*h;

to ¼ 0.;

dt ¼ 5.;

t ¼ to:dt:tfin; % time matrix

nt ¼ length(t); % number of time steps(/)

%

% 2 - Operation off period for operating wells

for iw ¼ 1:now

dtoff(iw)¼delt-dton(iw);

end

%

% 3 - Calculating Qr (stream depletion rate)and Vr (stream depletion

volume)

Qr_sum ¼ zeros(nt,1);

Qc_sum¼ zeros(nt,1);

Vr_sum ¼ zeros(nt,1);

Vc_sum ¼ zeros(nt,1);

Vrs_sum ¼ zeros(nt,1);

for i¼ 1:nt

for iw¼ 1:now

tt ¼ t(i)-tst(iw);

if tt>0.

Qr_sum(i)¼Qr_sum(i)+Qw(iw)*rate_sol(tt,dton(iw),delt,T,Sy,xw(iw));

Vr_sum(i)¼Vr_sum(i)+Qw(iw)*vol_sol(tt,delt,dton(iw),T,Sy,xw(iw));

Vc_sum(i)¼Vc_sum(i)+Qw(iw)*vol_cum(tt,delt,dton(iw));

end

end

end

for i¼ 1:nt

Vrs_sum(i)¼ Vr_sum(i)/Vc_sum(i);

end

%

Qr_MAX ¼ max(Qr_sum);

if Qr_MAX>¼0.

Qr_MAX¼Qr_MAX+100.;

else

Qr_MAX¼0;

end

Qr_MIN ¼ min(Qr_sum);

if Qr_MIN<¼0.

200 D. Ba�u and A.S.E.-D. Hassan



Qr_MIN¼Qr_MIN-100.;

else

Qr_MIN¼0;

end

Vr_MAX ¼ max(Vc_sum);

Vr_MIN ¼ min(Vc_sum);

% Fiqures

figure

plot(t,Qr_sum,’-r’)

%title(’Total Stream Depletion Rate Vs Time’);

xlabel(’Time (d)’);

ylabel(’Total Qr (m^3/d)’);

xlim ([0 tfin+1]);

ylim ([Qr_MIN Qr_MAX]);

%legend(’Qr’)

%

figure

plot(t,Vr_sum,’-r’)

%title(’Total Stream Depletion Volume Vs Time’);

xlabel(’Time (d)’);

ylabel(’Total Vr (m^3)’);

xlim ([0 tfin+1]);

ylim ([0 Vr_MAX+1000]);

hold on

plot(t,Vc_sum,’-b’)

%legend(’Vr’)

%

% Fiqures

figure

plot(t,Vrs_sum,’-r’)

%title(’Unitless Total Stream Depletion Volume Vs Time’);

xlabel(’Time (d)’);

ylabel(’Qr/Qc or Vr/Vc (/)’);

xlim ([0 tfin+1]);

ylim ([0 1]);

%legend(’Vr’)

%

% Output Results

fid3 ¼ fopen(’Time.Qr.Vr.dat’,’w’);

for i¼ 1:nt

temp ¼ [t(i),Qr_sum(i),Vr_sum(i)];

fprintf(fid3,’%15.6E %15.6E %15.6E\n’,temp);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%
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function [Qr] ¼ rate_sol(t,dton,delt,T,Sy,xw)

% Calculating Qr (stream depletion rate)

Qr ¼ 0.;

frac¼t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Qr ¼Qr+Qratio(T,Sy,xw,t1)-Qratio(T,Sy,xw,t2);

end

if rest_t >0 && rest_t <¼ dton

Qr ¼Qr+Qratio(T,Sy,xw,rest_t);

end

if rest_t > dton

Qr ¼Qr+Qratio(T,Sy,xw,rest_t)-Qratio(T,Sy,xw,rest_t-dton);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [Vr] ¼ vol_sol(t,delt,dton,T,Sy,xw)

% Calculating Vr (depletion volume)

Vr ¼ 0.;

frac¼(t)/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Vr ¼Vr+t1*Vratio(T,Sy,xw,t1)-t2*Vratio(T,Sy,xw,t2);

end

if rest_t >0 && rest_t <¼ dton

Vr¼Vr+rest_t*Vratio(T,Sy,xw,rest_t);

end

if rest_t > dton

t1¼rest_t;

t2¼t1-dton;

Vr¼Vr+t1*Vratio(T,Sy,xw,t1)-t2*Vratio(T,Sy,xw,t2);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [V] ¼ vol_cum(t,delt,dton)

% Calculating cumulative pumped volume

V ¼ 0.;

202 D. Ba�u and A.S.E.-D. Hassan



frac¼t/delt;

n¼fix(frac);

rest_t¼t-n*delt;

V ¼ n*dton;

if rest_t >0 && rest_t <¼ dton

V¼V+rest_t;

end

if rest_t > dton

V¼V+dton;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function QR ¼ Qratio (T,Sy,y,t)

u ¼ (Sy*y^2)/(4*T*t);

QR ¼ erfc(sqrt(u));% Stream Depletion Volume

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function VR ¼ Vratio(T,S,y,t)

u ¼ (S*y^2)/(4*T*t);

p ¼ (S*y^2)/(2*T*t);

VR ¼ (1+p)*erfc(sqrt(u))- (sqrt(u)*2/sqrt(pi()))*(exp(-u));

Appendix 3

MATLAB code: BCYC_Drawdown2D

This code calculates and plots the spatial distribution of head at a specified time

tfin for a number of wells operating cyclically or continuously in an aquifer bounded

laterally by a either a constant-head recharge boundary and a no-flow boundary, or

two constant-head recharge boundaries. One of the recharge boundaries represents

a stream located on the x¼xs straight line. The second boundary, whether recharge

or no-flow, is located on the y-axis (the x¼0 straight line).
The input file Aquifer.Parms includes simulation time parameters and aquifer

parameters:

a. time parameters

– print-out time tfin;
– cyclical time step of simulation Δt¼Δton+Δtoff (e.g., 1 year)

b. aquifer parameters

– initial hydraulic head (aquifer’s saturated thickness) h0
– hydraulic conductivity K;
– storativity S;
– stream boundary location x¼xs;

2 Management of Aquifer Systems Connected to Streams Using Semi-Analytical Models 203



– secondary boundary location x¼xb (xs<xb)

The input file Grid.dat includes data regarding the plotting grid:

– grid lower left corner abscissa (xmin)
– grid lower left corner ordinate (ymin)
– grid upper right corner abscissa (xmax)
– grid upper right corner ordinate (ymax)
– n. of gridblocks along x (nx)
– n. of gridblocks along y (ny)

The input file Wells.dat includes wells data:

a. total number of operating wells nw
b. for each operating well, each of the following lines provide:

– the pumping rate (Qw);

– the time at which well operation starts (tst),
– the total operation period (Δton)

4

– well location xw and yw.

Examples:

Aquifer.Parms

1460. 365. 30. 86.4 0.2 0. 2000.

tfin (d) Δt¼Δton+Δtoff (d) b(m) K (m/d) S (/) xs (m) xb (m)

Grid.Parms

0. 0. 2000. 2000. 40 40

xmin (m) ymin (m) xmin (m) ymin (m) nx ny

Wells.dat

Description: 2 wells operating cyclically

2 (nw)

+2500. 75. 120. 1250. 1250.

+2500. 75. 120. 750. 750.

Qw(m
3/d) tst(d) Δton(d) xw (m) yw (m)

function BCYC_Drawdown2D

% Calculate the Drawdown for a Cyclically operating wells in a

% Bounded Aquifer

4 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
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clc

clear all

% Reading Data File

% 1-Aquifer Parameters

fid1 ¼ fopen (’Aquifer.parms’,’r’);

Temp ¼ fscanf( fid1,’%f’,[1,2]);

tfin ¼ Temp(1); % Print Out Time (T)

delt ¼ Temp(2); % Cycle Time ¼ One Year (T)

%

Temp ¼ fscanf(fid1,’%f %f %f %f %f’,[1,5]);

b ¼ Temp(1); % Aquifer Thickness (L)

K ¼ Temp(2); % Hydraulic Conductivity (L^2/T)

Sy ¼ Temp(3); % Aquifer Storativity (/)

x_boundary ¼ Temp(4); % Boundary Location (L)

x_stream ¼ Temp(5); % Stream Location (L)

fclose(fid1);

%

% 2-Wells Data file

fid2 ¼ fopen (’Well.dat’,’r’);

now ¼ fscanf( fid2,’%f’,[1,1]); % Wells Number

for iw ¼ 1:now

Temp ¼ fscanf( fid2,’%f %f %f %f %f’,[1,5]);

Qw(iw) ¼ Temp(1); % Well Pumping Rate (L^3/T)

tst(iw) ¼ Temp(2); % Well Operation Starting Time (T)

dton(iw) ¼ Temp(3); % Pumping Period (T)

xw(iw) ¼ Temp(4); % Well Location X Coordinate (L)

yw(iw) ¼ Temp(5); % Well Location Y Coordinate (L)

end

fclose(fid2);

%1

% 3-Grid Data file

fid3 ¼ fopen (’Grid.dat’,’r’);

Temp ¼ fscanf(fid3,’%f %f %f %f %f %f’,[1,6]);

xmin ¼ Temp(1); % Minimum Value of X in the Grid (L)

ymin ¼ Temp(2); % Minimum Value of Y in the Grid (L)

xmax ¼ Temp(3); % Maximim Value of X in the Grid (L)

ymax ¼ Temp(4); % Maximum Value of Y in the Grid (L)

nx ¼ Temp(5); % Gridblocks Along X

ny ¼ Temp(6); % Gridblocks Along Y

fclose(fid3);

%

% Grid Generation

nxx ¼ nx+1;
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nyy ¼ ny+1;

dx ¼ (xmax-xmin)/nx;

dy ¼ (ymax-ymin)/ny;

%

for i¼ 1:nyy

for j¼ 1:nxx

x(i,j)¼ xmin+ dx*(j-1);

end

end

%

for j¼ 1:nxx

for i¼ 1:nyy

y(i,j)¼ ymin+dy*(i-1);

end

end

% Calculations

% 1-General

w ¼ x_stream - x_boundary; % Aquifer Width (L)

T ¼ K*b; % Transmissivity

% 2-Computing Drawdown Distributions

%

fid4 ¼ fopen(’results.NR.dat’,’w’);

ssum_noflow ¼ zeros(nyy,nxx);% Initial Drawdown

%

fid5 ¼ fopen(’results.RR.dat’,’w’);

ssum_rech ¼ zeros(nyy,nxx);% Initial Drawdown

%

for i¼ 1:nyy;

for j¼ 1:nxx;

for iw ¼1:now

xmw ¼ x(i,j)-x_boundary;

ymw ¼ y(i,j);

xow ¼ xw(iw)-x_boundary;

yow ¼ yw(iw);

Qow ¼ Qw(iw);

dtonw ¼ dton(iw);

t ¼ tfin-tst(iw);

if t>0

ssum_noflow(i,j)¼ ssum_noflow(i,j)+BNOFLOW_CYC_THEIS(Sy,T,w,xow,

yow,Qow,delt,dtonw,t,xmw,ymw);

ssum_rech(i,j) ¼ ssum_rech(i,j)+BRECH_CYC_THEIS(Sy,T,w,xow,yow,

Qow,delt,dtonw,t,xmw,ymw);

end

end
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temp ¼ [x(i,j), y(i,j), ssum_rech(i,j)];

fprintf(fid4,’%15.6E %15.6E %15.6E\n’,temp);

fwrite(fid4,temp);

%

temp ¼ [x(i,j), y(i,j), ssum_noflow(i,j)];

fprintf(fid5,’%15.6E %15.6E %15.6E\n’,temp);

fwrite(fid5,temp);

end

end

fclose(fid4);

fclose(fid5);

%

str1 ¼ num2str(Qw’);

cell1 ¼ cellstr(str1);

% Figure

figure;

contour(x,y,ssum_noflow);

[C,h] ¼ contour(x,y,ssum_noflow);

clabel(C,h);

title(’Drawdown in Aquifer Bounded by No-Flow and Recharge

Boundaries’);

xlabel(’x (L)’);

ylabel(’x (L)’);

hold on

scatter(xw,yw,50,’r+’)

text(xw+20,yw+50,cell1,’BackgroundColor’,[1 1 0],’FontSize’,10);

legend(’Drawdown’,’Operating Well’)

%

figure;

contour(x,y,ssum_rech);

[C,h] ¼ contour(x,y,ssum_rech);

clabel(C,h);

title(’Drawdown in Aquifer Bounded by Two Recharge Boundaries’);

xlabel(’x (L)’);

ylabel(’y (L)’);

hold on

scatter(xw,yw,50,’r+’)

text(xw+20,yw+50,cell1,’BackgroundColor’,[1 1 0],’FontSize’,10);

legend(’Drawdown’,’Operating Well’)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [BRNF] ¼ BNOFLOW_CYC_THEIS(Sy,T,w,xw,yw,Qw,delt,dton,t,

x,y)

BRNF¼0.; % Initial Drawdown in a Bounded Aquifer

a¼w-xw; % Operating-well/Stream Distance
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TOL¼1.e-9; % Tolerance value at which the loop stops

DELTA¼1.0; % Starting value of DELTA

% Loop over the number of Wells Groups

j¼1; % (While) Loop Counter

while abs(DELTA)>¼ TOL && j<¼50

sign ¼ (-1)^(j+1);

Q_term ¼ Qw/(4*pi()*T);

DELTA ¼ sign*Q_term*Four_Wells_BRNF(Sy,T,w,a,yw,delt,dton,t,x,

y,j);

BRNF ¼ BRNF+DELTA;

j¼j+1;

end

if (j>50)

disp(’convergence not reached’)

end

%

function [W_Fun]¼ Four_Wells_BRNF(Sy,T,w,a,yw,delt,dton,t,x,y,j)

W_Fun¼ 0.;

% Wells x Coordinate

xw1 ¼ (2*j-1)*w-a;

xw2 ¼ (2*j-1)*w+a;

% xw1 ¼ 2*(j-1)*w+a;

% xw2 ¼ 2*j*w -a;

%

% Wells Distance From Observation Well

r1¼ sqrt((x-xw1)^2+(y-yw)^2);

r2¼ sqrt((x-xw2)^2+(y-yw)^2);

% Image Wells

r3¼ sqrt((x+xw1)^2+(y-yw)^2);

r4¼ sqrt((x+xw2)^2+(y-yw)^2);

%

% Cycle Effect

frac ¼t/delt;

int_t ¼fix(frac);

rest_t ¼t-int_t*delt;

n ¼int_t+1; % Number of complete Operation Cycles

% Loop over the number of Operation Cycles

for i¼1:n-1

% For a Number of Complete Cycles

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

208 D. Ba�u and A.S.E.-D. Hassan



u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2+wu3-wu4;

% wo ¼ wu1+wu2-wu3-wu4;

% Imaginary Compensation Wells (for the continuous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

wI ¼ wu1_I-wu2_I+wu3_I-wu4_I;

% wI ¼ wu1_I+wu2_I-wu3_I-wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%

if rest_t>0 && rest_t <¼ dton % During Operation Time

% Stream Constant Head and Infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/rest_t);

u2¼(Sy/(4*T))*(r2^2/rest_t);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/rest_t);

u4¼(Sy/(4*T))*(r4^2/rest_t);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

W_Fun ¼ W_Fun+wu1-wu2+wu3-wu4;

% W_Fun ¼ W_Fun+wu1+wu2-wu3-wu4;
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end

if rest_t>0 && rest_t > dton % During time when operation stops

t1¼rest_t;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2+wu3-wu4;

% wo ¼ wu1+wu2-wu3-wu4;

% Imaginary Compensation Wells (for continous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells

wI ¼ wu1_I-wu2_I+wu3_I-wu4_I;

% wI ¼ wu1_I+wu2_I-wu3_I-wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [BRR] ¼ BRECH_CYC_THEIS(Sy,T,w,xw,yw,Qw,delt,dton,t,x,y)

a¼w-xw; % Operating-well/Stream Distance

BRR¼0.; % Initial Drawdown in a Bounded Aquifer

TOL¼1.e-9; % Tolerance value at which the loop stops

DELTA¼1.0; % Starting value of DELTA

% Loop over the number of Wells Groups
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j¼1; % (While) Loop Counter

while abs(DELTA)>¼ TOL && j<¼50

Q_term ¼ Qw/(4*pi()*T);

DELTA ¼ Q_term*Four_Wells_BRR(Sy,T,w,a,yw,delt,dton,t,x,y,j);

BRR ¼ BRR+DELTA;

j¼j+1;

end

if (j>50)

disp(’convergence not reached’)

end

%

function [W_Fun]¼Four_Wells_BRR(Sy,T,w,a,yw,delt,dton,t,x,y,j)

W_Fun¼ 0.;

% Wells x Coordinate

xw1 ¼ (2*j-1)*w-a;

xw2 ¼ (2*j-1)*w+a;

% xw1 ¼ 2*(j-1)*w+a;

% xw2 ¼ 2*j*w -a;

%

% Wells Distance From Observation Well

r1¼ sqrt((x-xw1)^2+(y-yw)^2);

r2¼ sqrt((x-xw2)^2+(y-yw)^2);

% Image Wells

r3¼ sqrt((x+xw1)^2+(y-yw)^2);

r4¼ sqrt((x+xw2)^2+(y-yw)^2);

%

% Cycle Effect

frac ¼t/delt;

int_t ¼fix(frac);

rest_t ¼t-int_t*delt;

n ¼int_t+1; % Number of complete Operation Cycles

% Loop over the number of Operation Cycles

for i¼1:n-1

% For a Number of Complete Cycles

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);
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% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2-wu3+wu4;

% Imaginary Compensation Wells (for the continuous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells Well Function:

wI ¼ wu1_I-wu2_I-wu3_I+wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%

if rest_t>0 && rest_t <¼ dton % During Operation Time

% Stream Constant Head and Infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/rest_t);

u2¼(Sy/(4*T))*(r2^2/rest_t);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/rest_t);

u4¼(Sy/(4*T))*(r4^2/rest_t);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

W_Fun ¼ W_Fun+wu1-wu2-wu3+wu4;

end

if rest_t>0 && rest_t > dton % During time when operation stops

t1¼rest_t;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);
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% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2-wu3+wu4;

% Imaginary Compensation Wells (for continous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells

wI ¼ wu1_I-wu2_I-wu3_I+wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

Matlab code: BCYC_Drawdown_Time
This code calculates and plots the head time series for t 2 (0, tfin) for a number of

wells operating cyclically or continuously in an aquifer bounded laterally by a

either a constant-head recharge boundary and a no-flow boundary, or two constant-

head recharge boundaries. One of the recharge boundaries represents a stream

located on the x¼xs straight line. The second boundary, whether recharge or

no-flow, is located on the y-axis (the x¼0 straight line).
The input file Aquifer.Parms includes simulation time parameters and aquifer

parameters:

a. time parameters

– print-out time tfin;
– cyclical time step of simulation Δt¼Δton+Δtoff (e.g., 1 year)
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b. aquifer parameters

– initial hydraulic head (aquifer’s saturated thickness) h0
– hydraulic conductivity K;
– storativity S;
– stream boundary location x¼xs;
– secondary boundary location x¼xb (xs<xb)

The input file Monitoring.Wells.dat includes monitoring well data.

a. total number of monitoring wells nmw
b. for each monitoring well, each of the following lines provides well location

coordinates xw and yw.

The input file Wells.dat includes wells data:

a. total number of operating wells nw
b. for each operating well, each of the following lines provide:

– the pumping rate (Qw);

– the time at which well operation starts (tst),
– the total operation period (Δton)

5

– well location xw and yw.

Examples:

Aquifer.Parms

0.2 365. 30. 86.4 0.2 0. 2000.

tfin (d) Δt¼Δton+Δtoff (d) b(m) K (m/d) S (/) xs (m) xb (m)

Monitoring.Wells.dat

2 (nmw)

1000. 1000.

750. 1250.

xmw(m) Ymw(m)

Wells.dat

Description: 2 wells operating cyclically

2 (nw)

+2500. +2500. +2500. +2500. +2500.

+2500. +2500. +2500. +2500. +2500.

Qw(m
3/d) tst(d) Δton(d) xw (m) yw (m)

5 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
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function BCYC_Drawdown_Time

clc

clear all

% Reading Data Files

% 1-Aquifer Parameters

fid1 ¼ fopen (’Aquifer.parms’,’r’);

Temp ¼ fscanf(fid1,’%f’,[1,2]);

tfin ¼ Temp(1); % Final Time of Simulation (D)

delt ¼ Temp(2); % Cycle Time ¼ One Year (d)

%

Temp ¼ fscanf(fid1,’%f %f %f %f %f’,[1,5]);

ho ¼ Temp(1); % Aquifer Thickness (Initial Head) (L)

K ¼ Temp(2); % Hydraulic Conductivity (L/T)

Sy ¼ Temp(3); % Aquifer Storativity (/)

x_boundary ¼ Temp(4); % Boundary Location (L)

x_stream ¼ Temp(5); % Stream Location (L)

fclose(fid1);

%

% 2-Wells Data file

fid2 ¼ fopen (’Well.dat’,’r’);

now ¼ fscanf( fid2,’%f’,[1,1]); % Well Number

for iw ¼ 1:now

Temp ¼ fscanf( fid2,’%f %f %f %f %f’,[1,5]);

Qw(iw) ¼ Temp(1); % Well Pumping Rate (L^3/T)

tst(iw) ¼ Temp(2); % Well Operation Starting Time (T)

dton(iw) ¼ Temp(3); % Pumping Period (T)

xw(iw) ¼ Temp(4); % Well Location X Coordinate (L)

yw(iw) ¼ Temp(5); % Well Location Y Coordinate (L)

end

fclose(fid2);

%

% 3- Monitoring Wells data file

fid3 ¼ fopen (’Monitoring.Wells.dat’,’r’);

Temp ¼ fscanf(fid3,’%f’,[1,1]);

nmw ¼ Temp(1);% Monitoring Wells Number

for m ¼ 1:nmw

Temp ¼ fscanf(fid3,’%f %f’,[1,2]);

xm(m) ¼ Temp(1);

ym(m) ¼ Temp(2);

end

fclose(fid3);

% %

% Calculations

% 1- General
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w ¼ x_stream - x_boundary; % Aquifer Width (L)

T ¼ K*ho; % Aquifer Transmissivity (L^2/T)

to ¼ 0;

dt ¼ 1.;

t ¼ to:dt:tfin; % time matrix

nt ¼ length(t); % number of time steps(/)

% 2- Computing Drawdown Distribution for number of operating wells

BR_sum ¼ zeros(nt,nmw);% Initial Drawdown

BN_sum ¼ zeros(nt,nmw);% Initial Drawdown

fid4 ¼ fopen(’Drawdown_VS_Time.dat’,’w’);

for j ¼ 1:nmw

for i¼ 1:nt

BR_sum(i,j) ¼ ho;

BN_sum(i,j) ¼ ho;

for iw ¼ 1:now

xmw ¼ xm(j)-x_boundary;

ymw ¼ ym(j);

xow ¼ xw(iw)-x_boundary;

yow ¼ yw(iw);

Qow ¼ Qw(iw);

dtonw ¼ dton(iw);

dt ¼ t(i)-tst(iw);

if (dt>0.)

BR_sum(i,j) ¼ BR_sum(i,j)+BRECH_CYC_THEIS(Sy,T,w,xow,yow,Qow,

delt,dtonw,dt,xmw,ymw);

BN_sum(i,j) ¼ BN_sum(i,j)+BNOFLOW_CYC_THEIS(Sy,T,w,xow,yow,Qow,

delt,dtonw,dt,xmw,ymw);

end

end

temp ¼ [t(i), xm(j),ym(j), BR_sum(i,j),BN_sum(i,j)];

fprintf(fid4,’%15.6E %15.6E %15.6E %15.6E %15.6E\n’,temp);

end

[HR_MAX, iMAX] ¼ max(BR_sum(:,j));

[HR_MIN, iMIN] ¼ min(BR_sum(:,j));

[HN_MAX, iMAX] ¼ max(BN_sum(:,j));

[HN_MIN, iMIN] ¼ min(BN_sum(:,j));

temp ¼ [HR_MAX,HN_MAX];

[H_MAX, iMAX] ¼ max(temp);

temp ¼ [HR_MIN,HN_MIN];

[H_MIN, iMIN] ¼ min(temp);

% Fiqure

figure

% plot(t,BR_sum(:,j),’-r’,t,ho,’-.k’)

plot(t,BR_sum(:,j),’-r’)

hold;
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plot(t,BN_sum(:,j),’-b’)

hold;

% plot(t,ho,’-.k’)

% hold

title([’Hydraulic Head Time Series - Monitoring Well: ’,num2str(j)]);

xlabel(’Time (T)’);

ylabel(’Hydraulic Head (L)’);

xlim ([0 tfin+10]);

ylim ([H_MIN-0.1 H_MAX+0.1]);

legend(’Rech./Rech. Bs’,’No-Flow/Rech. Bs’)

hold off;

end

fclose(fid4);

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function[BRNF]¼BNOFLOW_CYC_THEIS(Sy,T,w,xw,yw,Qw,delt,dton,t,x,y)

BRNF¼0.; % Initial Drawdown in a Bounded Aquifer

a¼w-xw; % Operating-well/Stream Distance

TOL¼1.e-9; % Tolerance value at which the loop stops

DELTA¼1.0; % Starting value of DELTA

% Loop over the number of Wells Groups

j¼1; % (While) Loop Counter

while abs(DELTA)>¼ TOL && j<¼50

sign ¼ (-1)^(j+1);

Q_term ¼ Qw/(4*pi()*T);

DELTA ¼ sign*Q_term*Four_Wells_BRNF(Sy,T,w,a,yw,delt,dton,t,x,

y,j);

BRNF ¼ BRNF+DELTA;

j¼j+1;

end

if (j>50)

disp(’convergence not reached’)

end

%

function [W_Fun]¼ Four_Wells_BRNF(Sy,T,w,a,yw,delt,dton,t,x,y,j)

W_Fun¼ 0.;

% Wells x Coordinate

xw1 ¼ (2*j-1)*w-a;

xw2 ¼ (2*j-1)*w+a;

% xw1 ¼ 2*(j-1)*w+a;

% xw2 ¼ 2*j*w -a;

%

% Wells Distance From Observation Well

r1¼ sqrt((x-xw1)^2+(y-yw)^2);
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r2¼ sqrt((x-xw2)^2+(y-yw)^2);

% Image Wells

r3¼ sqrt((x+xw1)^2+(y-yw)^2);

r4¼ sqrt((x+xw2)^2+(y-yw)^2);

%

% Cycle Effect

frac ¼t/delt;

int_t ¼fix(frac);

rest_t ¼t-int_t*delt;

n ¼int_t+1; % Number of complete Operation Cycles

% Loop over the number of Operation Cycles

for i¼1:n-1

% For a Number of Complete Cycles

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2+wu3-wu4;

% wo ¼ wu1+wu2-wu3-wu4;

% Imaginary Compensation Wells (for the continuous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

wI ¼ wu1_I-wu2_I+wu3_I-wu4_I;

% wI ¼ wu1_I+wu2_I-wu3_I-wu4_I;

% Total Well Function
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W_Fun ¼W_Fun+wo-wI;

end

%

if rest_t>0 && rest_t <¼ dton % During Operation Time

% Stream Constant Head and Infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/rest_t);

u2¼(Sy/(4*T))*(r2^2/rest_t);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/rest_t);

u4¼(Sy/(4*T))*(r4^2/rest_t);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

W_Fun ¼ W_Fun+wu1-wu2+wu3-wu4;

% W_Fun ¼ W_Fun+wu1+wu2-wu3-wu4;

end

if rest_t>0 && rest_t > dton % During time when operation stops

t1¼rest_t;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2+wu3-wu4;

% wo ¼ wu1+wu2-wu3-wu4;

% Imaginary Compensation Wells (for continous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function
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wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells

wI ¼ wu1_I-wu2_I+wu3_I-wu4_I;

% wI ¼ wu1_I+wu2_I-wu3_I-wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [BRR] ¼ BRECH_CYC_THEIS(Sy,T,w,xw,yw,Qw,delt,dton,t,x,y)

a¼w-xw; % Operating-well/Stream Distance

BRR¼0.; % Initial Drawdown in a Bounded Aquifer

TOL¼1.e-9; % Tolerance value at which the loop stops

DELTA¼1.0; % Starting value of DELTA

% Loop over the number of Wells Groups

j¼1; % (While) Loop Counter

while abs(DELTA)>¼ TOL && j<¼50

Q_term ¼ Qw/(4*pi()*T);

DELTA ¼ Q_term*Four_Wells_BRR(Sy,T,w,a,yw,delt,dton,t,x,y,j);

BRR ¼ BRR+DELTA;

j¼j+1;

end

if (j>50)

disp(’convergence not reached’)

end

%

function [W_Fun]¼Four_Wells_BRR(Sy,T,w,a,yw,delt,dton,t,x,y,j)

W_Fun¼ 0.;

% Wells x Coordinate

xw1 ¼ (2*j-1)*w-a;

xw2 ¼ (2*j-1)*w+a;

% xw1 ¼ 2*(j-1)*w+a;

% xw2 ¼ 2*j*w -a;

%

% Wells Distance From Observation Well

r1¼ sqrt((x-xw1)^2+(y-yw)^2);

r2¼ sqrt((x-xw2)^2+(y-yw)^2);

% Image Wells

r3¼ sqrt((x+xw1)^2+(y-yw)^2);

r4¼ sqrt((x+xw2)^2+(y-yw)^2);

%
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% Cycle Effect

frac ¼t/delt;

int_t ¼fix(frac);

rest_t ¼t-int_t*delt;

n ¼int_t+1; % Number of complete Operation Cycles

% Loop over the number of Operation Cycles

for i¼1:n-1

% For a Number of Complete Cycles

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2-wu3+wu4;

% Imaginary Compensation Wells (for the continuous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells Well Function:

wI ¼ wu1_I-wu2_I-wu3_I+wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%

if rest_t>0 && rest_t <¼ dton % During Operation Time

% Stream Constant Head and Infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/rest_t);
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u2¼(Sy/(4*T))*(r2^2/rest_t);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/rest_t);

u4¼(Sy/(4*T))*(r4^2/rest_t);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

W_Fun ¼ W_Fun+wu1-wu2-wu3+wu4;

end

if rest_t>0 && rest_t > dton % During time when operation stops

t1¼rest_t;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2-wu3+wu4;

% Imaginary Compensation Wells (for continous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells

wI ¼ wu1_I-wu2_I-wu3_I+wu4_I;

% Total Well Function
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W_Fun ¼W_Fun+wo-wI;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

Appendix 4

Matlab Code: BGlover

This code calculates and plots the stream depletion rate,Qr, and stream depletion

volume, Vr, vs. Time t for a number of operating wells operating either cyclically or

continuously in a bounded aquifer comprised between a recharge stream and

another boundary, which can be either constant-head or impermeable. The stream

is parallel to the x axis at y¼ystream. The second boundary is located at y¼yboundary<
ystream.

The input file Aquifer.dat includes simulation time parameters and aquifer

parameters:

a. time parameters

– final simulation time tfin;
– cyclical time step of simulation Δt¼Δton+Δtoff (e.g., 1 year)

b. the aquifer parameters

– aquifer’s saturated thickness b;
– hydraulic conductivity K;
– storativity S;
– aquifer boundary coordinates yboundary and ystream.

The input file Wells.txt includes wells data:

a. total number of operating wells nw
b. for each operating well, each of the following lines provide:

– the pumping rate (Qw);

– the time at which well operation starts (tst),
– the total operation period (Δton)

6

– well location xw and yw.

6 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
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Examples:

Aquifer.dat

3650. 365. 30. 86.4 0.2 0. 4000.

tfin(d) Δt¼Δton+Δtoff (d) b(m) K (m/d) S (/) yboundary yboundary

Wells.dat

Description: 1 well operating cyclically for 5 years and then shut off

2 (nw)

+3000. 90. 120. 500. 2000.

�3000. 1915. 120. 500. 2000.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

Description: 1 well injecting and extracting cyclically (net pumped volume is zero)

2 (nw)

+3000. 90. 120. 1000. 500.

�1479.3877 210. 245. 1000. 500.

Qw(m
3/d) tst(d) Δton(d) xw(m) yw (m)

function BGLOVER

clear all

clc

%

% Reading data

% 1 - General data

fid1 ¼ fopen (’Aquifer.dat’,’r’);

Temp ¼ fscanf(fid1,’%f %f %f %f %f %f %f’,[1,7]);

% tfin ¼ Final Time of Simulation (d)

tfin ¼ Temp(1);

% delt ¼ dton+dtoff [e.g. 365](d)

delt ¼ Temp(2);

% b ¼ Thickness of the Aquifer (m)

b ¼ Temp(3);

% K ¼ Hydraulic Conductivity (m/D)

K ¼ Temp(4);

% Sy ¼ storativity (/)

Sy ¼ Temp(5);

% Boundary Location (m)

y_boundary ¼ Temp(6);

% Stream Location (m)

y_stream ¼ Temp(7);

%
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fclose(fid1);

%

% 2 - Well Field data

fid2 ¼ fopen (’Wells.dat’,’r’);

Temp ¼ fscanf( fid2,’%f’,[1,1]);

now ¼ Temp(1);

for ow ¼ 1:now

Temp ¼ fscanf(fid2,’%f %f %f %f %f’,[1,5]);

Qw(ow) ¼ Temp(1);

tst(ow) ¼ Temp(2);

dton(ow)¼ Temp(3);

xw(ow) ¼ Temp(4);

yw(ow) ¼ Temp(5) ;

end

fclose(fid2);

%

% General calculations

%

T ¼ K*b;

to ¼ 0;

w ¼ y_stream-y_boundary;

index ¼ (tfin/delt)-1;

dt ¼ 1;

t ¼ to:dt:tfin; % time matrix

nt ¼ length(t); % number of time steps(/)

%

% Off time for operating wells

for ow ¼ 1:now

dtoff(ow) ¼ delt-dton(ow);

end

%

%Calculatingstreamdepletionrate(Qr)andstreamdepletionvolume(Vr)

Qr_Nsum ¼ zeros(nt,1);

Vr_Nsum ¼ zeros(nt,1);

Qr_Rsum ¼ zeros(nt,1);

Vr_Rsum ¼ zeros(nt,1);

%

for i¼ 1:nt

for iw¼ 1:now

a ¼ y_stream -yw(iw);

if (t(i)-tst(iw)>¼0.)

%

Qr_Nsum(i)¼Qr_Nsum(i)+ BNrate_sol_CYC(t(i)-tst(iw),dton(iw),

delt,Qw(iw),T,Sy,a,w);
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Vr_Nsum(i)¼Vr_Nsum(i)+ BNvol_sol_CYC(t(i)-tst(iw),delt,dton

(iw),Qw(iw),T,Sy,a,w);

%

Qr_Rsum(i,1)¼Qr_Rsum(i)+ BRrate_sol_CYC(t(i)-tst(iw),dton(iw),

delt,Qw(iw),T,Sy,a,w);

Vr_Rsum(i,1)¼Vr_Rsum(i)+ BRvol_sol_CYC(t(i)-tst(iw),delt,dton

(iw),Qw(iw),T,Sy,a,w);

%

end

end

end

%

Qr_NMAX ¼ max(Qr_Nsum);

Qr_NMIN ¼ min(Qr_Nsum);

if Qr_NMAX>0.

Qr_NMAX¼Qr_NMAX+100.;

else

Qr_NMAX¼0;

end

if Qr_NMIN<0.

Qr_NMIN¼Qr_NMIN-100.;

else

Qr_NMIN¼0;

end

Vr_NMAX ¼ max(Vr_Nsum);

Vr_NMIN ¼ min(Vr_Nsum);

%

% Fiqures

figure

plot(t,Qr_Nsum,’-r’)

title(’Aquifer delimited by a no-flow and a recharge boundary’);

xlabel(’Time (d)’);

ylabel(’Total Q_r (m^3/d)’);

xlim ([0 tfin]);

ylim ([Qr_NMIN Qr_NMAX]);

%legend(’Qr’)

%

figure

plot(t,Vr_Nsum)

title(’Aquifer delimited by a no-flow and a recharge boundary’);

xlabel(’Time (d)’);

ylabel(’Total V_r (m^3)’);

xlim ([0 tfin]);

ylim ([Vr_NMIN Vr_NMAX]);

%legend(’Vr’)
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%

Qr_RMAX ¼ max(Qr_Rsum);

Qr_RMIN ¼ min(Qr_Rsum);

if Qr_RMAX>0.

Qr_RMAX¼Qr_RMAX+100.;

else

Qr_RMAX¼0;

end

if Qr_RMIN<0.

Qr_RMIN¼Qr_RMIN-100.;

else

Qr_RMIN¼0.;

end

Vr_RMAX ¼ max(Vr_Rsum);

Vr_RMIN ¼ min(Vr_Rsum);

% Fiqures

figure

plot(t,Qr_Rsum,’-r’)

title(’Aquifer delimited by two recharge boundaries’);

xlabel(’Time (d)’);

ylabel(’Total Q_r (m^3/d)’);

xlim ([0 tfin]);

ylim ([Qr_RMIN Qr_RMAX]);

%legend(’Qr’)

%

figure

plot(t,Vr_Rsum)

title(’Aquifer delimited by two recharge boundaries’);

xlabel(’Time (d)’);

ylabel(’Total V_r (m^3)’);

xlim ([0 tfin]);

ylim ([Vr_RMIN Vr_RMAX]);

%legend(’Vr’)

%

% Output Results

fid3 ¼ fopen(’Time.Qr.Vr.dat’,’w’);

for i¼ 1:nt

temp ¼ [t(i),Qr_Nsum(i),Vr_Nsum(i),Qr_Rsum(i),Vr_Rsum(i)];

fprintf(fid3,’%15.6E %15.6E %15.6E %15.6E %15.6E\n’,temp);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [Qr] ¼ BNrate_sol_CYC(t,dton,delt,Q,T,S,a,w)

% Calculating Qr (stream depletion rate)

Qr ¼ 0.;
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frac¼ t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Qr ¼Qr+Q*(BNQRatio(T,S,a,w,t1)-BNQRatio(T,S,a,w,t2));

end

if rest_t>0 && rest_t <¼ dton

Qr ¼Qr+Q*BNQRatio(T,S,a,w,rest_t) ;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

Qr ¼Qr+Q*(BNQRatio(T,S,a,w,t1)-BNQRatio(T,S,a,w,t2));

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [Vr] ¼ BNvol_sol_CYC(t,delt,dton,Q,T,S,a,w)

% Calculating Vr (depletion volume)

Vr ¼ 0.;

frac¼t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Vr ¼Vr+Q*(t1*BNVRatio(T,S,a,w,t1)-t2*BNVRatio(T,S,a,w,t2));

end

if rest_t>0 && rest_t <¼ dton

Vr¼Vr+Q*rest_t*BNVRatio(T,S,a,w,rest_t);

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

Vr¼Vr+Q*(t1*BNVRatio(T,S,a,w,t1)-t2*BNVRatio(T,S,a,w,t2));

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [Qr] ¼ BRrate_sol_CYC(t,dton,delt,Q,T,S,a,w)

% Calculating Qr (stream depletion rate)

Qr ¼ 0.;

frac¼ t/delt;
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int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Qr ¼Qr+Q*(BRQRatio(T,S,a,w,t1)-BRQRatio(T,S,a,w,t2));

end

if rest_t>0 && rest_t <¼ dton

Qr ¼Qr+Q*BRQRatio(T,S,a,w,rest_t) ;

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

Qr ¼Qr+Q*(BRQRatio(T,S,a,w,t1)-BRQRatio(T,S,a,w,t2));

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [Vr] ¼ BRvol_sol_CYC(t,delt,dton,Q,T,S,a,w)

% Calculating Vr (depletion volume)

Vr ¼ 0.;

frac¼t/delt;

int_t¼fix(frac);

rest_t¼t-int_t*delt;

n ¼ int_t+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Vr ¼Vr+Q*(t1*BRVRatio(T,S,a,w,t1)-t2*BRVRatio(T,S,a,w,t2));

end

if rest_t>0 && rest_t <¼ dton

Vr¼Vr+Q*rest_t*BRVRatio(T,S,a,w,rest_t);

end

if rest_t>0 && rest_t > dton

t1¼rest_t;

t2¼t1-dton;

Vr¼Vr+Q*(t1*BRVRatio(T,S,a,w,t1)-t2*BRVRatio(T,S,a,w,t2));

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function BNRQ¼BNQRatio(T,S,a,w,t)

BNRQ ¼ erfc(sqrt(S/4/T*a^2/t))+FBNQRatio(T,S,a,w,t);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function FQR¼FBNQRatio(T,S,a,w,t)
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TOL¼1.e-9; i¼1; DELTA¼1.0; FQR¼0;

while abs(DELTA) >¼TOL && i<¼30

DELTA¼(-1)^(i+1)*A(T,S,a,w,t,i);

FQR¼FQR+DELTA;

i¼i+1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function BGVR¼BNVRatio(T,S,a,w,t)

TOL¼1.e-9; i¼0; DELTA¼1.0; BGVR¼0;

while abs(DELTA) >¼TOL && i<¼30

DELTA¼(-1)^i*(C(T,S,a,w,t,i)+D(T,S,a,w,t,i));

BGVR¼BGVR+DELTA;

i¼i+1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function BRRQ¼BRQRatio(T,S,a,w,t)

BRRQ ¼ erfc(sqrt(S/4/T*a^2/t))+FBRQRatio(T,S,a,w,t);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function FQR¼FBRQRatio(T,S,a,w,t)

TOL¼1.e-9; i¼1; DELTA¼1.0; FQR¼0;

while abs(DELTA) >¼TOL && i<¼50

DELTA¼-A(T,S,a,w,t,i);

FQR¼FQR+DELTA;

i¼i+1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function BGVR¼BRVRatio(T,S,a,w,t)

TOL¼1.e-9; i¼0; DELTA¼1.0; BGVR¼0;

while abs(DELTA) >¼TOL && i<¼30

DELTA¼C(T,S,a,w,t,i)-D(T,S,a,w,t,i);

BGVR¼BGVR+DELTA;

i¼i+1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function Ai¼A(T,S,a,w,t,i)

Ai¼erfc(sqrt(S/4/T*(2*w*i-a)^2/t))-erfc(sqrt(S/4/T*(2*w*i+a)^2/t));

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function Ci¼C(T,S,a,w,t,i)
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Ci¼(1+S/2/T*(2*w*i+a)^2/t)*erfc(sqrt(S/4/T*(2*w*i+a)^2/t))-2/

sqrt(pi())*sqrt(S/4/T*(2*w*i+a)^2/t)*exp(-S/4/T*(2*w*i+a)^2/t);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function Di¼D(T,S,a,w,t,i)

Di¼(1+S/2/T*(2*w*(i+1)-a)^2/t)*erfc(sqrt(S/4/T*(2*w*(i+1)-a)

^2/t))-2/sqrt(pi())*sqrt(S/4/T*(2*w*(i+1)-a)^2/t)*exp(-S/4/T*

(2*w*(i+1)-a)^2/t);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

Appendix 5

Matlab code: LP_APR_BNR

This code uses the linear programming (LP) algorithm available in MATLAB to

minimize the absolute value of the stream depletion volume over a given time

window (0, tfin) due to a number of operating wells at given locations in an aquifer

delimited between the stream and a no-flow boundary. Wells can be activated either

cyclically or continuously. The pumping rates at candidate well locations constitute

the decision variables of the optimization problem. The LP algorithm chooses

whether a well is used or not, and at which rate it is operated. The algorithm also

selects if a well is to be activated in injection (Q>0) or extraction (Q<0) mode.

Constraints are imposed on:

• Minimum (Qmin � 0) and a maximum pumping rates (Qmax � 0);

• Minimum (hmin) and a maximum (hmax) water levels at a number nmw of

monitoring wells and check times;

• available injection rate (� 0) Qrech

• irrigation demand rate (� 0) Qdem

Following is a description of the required input files.

The input file Aquifer.Parms.dat includes simulation time parameters and

aquifer parameters:

a. the aquifer parameters

– hydraulic conductivity K (L/T);

– storativity S(/);

b. time parameters

– simulation time horizon tfin (T);
– cyclical time step of simulation Δt¼Δton+Δtoff (T);

c. hydraulic parameters and constraints

– initial hydraulic head (saturated thickness) h0(L);
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– maximum hydraulic head (saturated thickness) hmax (L);
– minimum hydraulic head (saturated thickness) hmin (L);
– available injection rate (� 0) Qrech (L

3/T);

– irrigation demand rate (� 0) Qdem (L3/T);

– no-flow Boundary Location yno-flow (L);

– stream boundary location ystream (>yno-flow) (L);

The input file Operation.Wells.dat includes pumping welldata:

a. Numbers of extraction and injection wells, new and niw
b. For each extraction well provide:

– the well index (i¼1,..,new);
– the well location coordinates, xw and yw (L);

– the time at which well operation starts tst (T);
– operation period Δton

7(T);

– maximum extraction rate Qw,min (� 0) (L3/T);

– maximum injection rate Qw,max (� 0) (L3/T).

c. For each injection well provide:

– the well index (i¼new+1,..,new +niw);
– the well location coordinates, xw and yw (L);

– the time at which well operation starts tst (T);
– operation period Δton

7 (T);

– maximum extraction rate Qw,min (� 0) (L3/T);

– maximum injection rate Qw,max (� 0) (L3/T).

The input file Monitoring.Wells.dat includes monitoring welldata:

a. Total number of monitoring wells nmw.
b. For each operating well provide:

– well location xmw and ymw (L);

– number of hydraulic head check times nt,ch;
– times at which heads checks are performed tch(T);

Following is a description of the output files produced by the code.

The output file Results.dat includes8:

a. Total numbers of activated (both extraction and injection) wells for the optimal

well layout.

b. For each extraction well provide:

– The design pumping rate Q (L3/T);

– The time at which well operation starts tst (T);

7 If this time is set equal to Δt then the well operates continuously (Δtoff ¼ 0). Otherwise the well
operates cyclically.
8 This file is formatted for direct reading from the MATLAB code BCYC_Drawdown2D.
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– Operation period Δton(T);
– The well location coordinates, xw and yw (L);

c. Absolute Value of the Net Cumulative Stream Recharge Volume (Vr0) (L3);

d. Net Cumulative Stream Recharge Volume (Vr) (L3);

e. Cumulative Extraction Rate (L3/T);

f. Cumulative Recharge (L3/T).

The output file Optimal.Scheme.dat includes9:

a. The well location coordinates, xw and yw (L);

b. The design pumping rate Q (L3/T).

for each well activated in the optimal layout.

Examples:

Aquifer.Parms.dat

86.4 0.2 1460. 365. 30. 30.5 29.5 70000. �100000. 0. 6000.

K

(m/d)

S

(/)

tfin
(d)

Δt¼Δton+Δtoff
(d)

h0
(m)

hmax
(m)

hmin
(m)

Qava

(m3/d)

Qrech

(m3/d)

yno-

flow

(m)

ystream
(m)

Operation.Wells.dat

42 48 new niw

1 500.00 500.00 75.00 120.00 �5000.00 0.00

. . . . . . . . . . . . . . . . . . . . .

42 6500.00 5500.00 75.00 120.00 �5000.00 0.00

43 0.00 0.00 270.00 180.00 0.00 +5000.00

. . . . . . . . . . . . . . . . . . . . .

100 7000.00 5000.00 270.00 180.00 0.00 +5000.00

well index xw
(m)

yw
(m)

tst
(d)

Δton
(d)

Qmin

(m3/d)

Qmax

(m3/d)

Monitoring.Wells.dat

12 nmw

1 500.00 1000.00

2

2020.

2275.

. . . . . . . . .

. . .

. . .

. . .

12 6500.00 5000.00

2

(continued)

9 This file is formatted for direct reading from SURFER in order to plot the optimal well layout.

2 Management of Aquifer Systems Connected to Streams Using Semi-Analytical Models 233



2020.

2275.

well

index

xmw (m) xmw (m)

nt,ch
tch(1) (d)

. . .

tch(nt,ch)
(d)

function LP_APR_BNR

%

% Optimization of Well Locations in an aquifer delimited between a

no-flow

% boundary and a stream. Wells operate cyclically. The objective is to

% minimize the absolute value of the volume of water drawn from the

stream over a

% prescribed time interval.

% Constraints are imposed on:

% - groundwater demand rates;

% - recharge availability rates;

% - maximum and minimum pumping rates;

% - maximum and minimum water levels at given monitoring wells and

times.

%

clear

clc

% Reading Data

% 1- Simulation and Aquifer Parameters

fid1 ¼ fopen (’Aquifer.Parms.dat’,’r’);

Temp ¼ fscanf(fid1,’%f %f %f %f %f %f %f %f %f %f %f’,[1,11]);

% Hydraulic Conductivity (m/d)

K ¼Temp(1);

% Storativity (/)

S ¼ Temp(2);

% Simulation Time Horizon (T)

tfin ¼ Temp(3);

% Cycle simulation time (T) (e.g. 365 d)

delt ¼ Temp(4);

% Aquifer Initial Head (saturated thickness)(L)

ho ¼ Temp(5);

% Aquifer Maximum Head (L) - constraint
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hmax ¼ Temp(6);

% Aquifer Minimum Head (L) - constraint

hmin ¼ Temp(7);

% Available water for Injection (>0) (L^3/T)

Q_ava ¼ Temp(8);

% Irrigation Extraction Demand (<0) (L^3/T)

Q_dem ¼ Temp(9);

% No-Flow Boundary Location (L)

y_boundary ¼ Temp(10);

% Stream Boundary Location (L)

y_stream ¼ Temp(11);

fclose(fid1);

%

% 2- Operating Wells

fid2 ¼ fopen (’Operation.Wells.dat’,’r’);

Temp ¼ fscanf (fid2 ,’%f’,[1,2]);

new ¼ Temp(1); % Number of Extraction Wells

niw ¼ Temp(2); % Number of Injection Wells

now¼new+niw;

sprintf(’Total N. of Candidate Wells: %d’,now)

%

xw ¼ zeros(now);

yw ¼ zeros(now);

tst ¼ zeros(now);

dt ¼ zeros(now);

Qw_min ¼ zeros(now);

Qw_max ¼ zeros(now);

%

for j ¼ 1:new

Temp ¼ fscanf( fid2,’%f %f %f %f %f %f %f’,[1,7]);

xw(j) ¼ Temp(2);

yw(j) ¼ Temp(3);

tst(j) ¼ Temp(4); % Operation Starting Time (T)

dt(j) ¼ Temp(5); % Operation Period (T)

Qw_min(j) ¼ Temp(6); % Minimum extraction rate (L^3/T)

Qw_max(j) ¼ Temp(7); % Maximum extraction rate (L^3/T)

if (Qw_max(j)>0.)

disp(’Warning: extraction rate may be positive.’)

end

end

for j ¼ new+1:now

Temp ¼ fscanf( fid2,’%f %f %f %f %f %f %f’,[1,7]);

xw(j) ¼ Temp(2);

yw(j) ¼ Temp(3);

tst(j) ¼ Temp(4); % Operation starting time (T)
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dt(j) ¼ Temp(5); % Operation Period (T)

Qw_min(j) ¼ Temp(6); % Minimum injection rate (L^3/T)

Qw_max(j) ¼ Temp(7); % Maximum injection rate (L^3/T)

if (Qw_min(j)<0.)

disp(’Warning: injection rate may be negative.’)

end

end

fclose(fid2);

%

% 3- Monitoring Wells

fid3 ¼ fopen (’Monitoring.Wells.dat’,’r’);

Temp ¼ fscanf( fid3,’%f’,[1,1]);

nmw ¼ Temp(1); % Number of Monitoring Wells

%

xm ¼ zeros(nmw);

ym ¼ zeros(nmw);

ntch ¼ zeros(nmw);

tch¼ zeros(nmw,10);

%

for mw ¼ 1:nmw % mw ¼ monitoring wells

Temp ¼ fscanf( fid3,’%f %f %f’,[1,3]);

xm(mw) ¼ Temp(2); % Monitoring Well x-coordinate (L)

ym(mw) ¼ Temp(3); % Monitoring Well y-coordinate (L)

Temp ¼ fscanf( fid3,’%f’,[1,1]);

% Number of Head Check Times

ntch(mw) ¼ Temp(1);

% Read in Head Check Times

for ich¼1:ntch(mw)

tch(mw,ich)¼ fscanf( fid3,’%f’,[1,1]); % Head-Check Time (T)

end

end

fclose(fid3);

%

% Start Calculations

%

T ¼ K*ho;

h1 ¼ hmax-ho; % Maximum Allowed Head Increase (L)

h2 ¼ ho-hmin; % Maximum Allowed Head Decrease (L)

w ¼ y_stream-y_boundary; % Aquifer Width (L)

%

% Calculate Cumulative number of head check times

cntch¼0;

for i¼ 1:nmw

cntch ¼ cntch + ntch(i);

end
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%

% Assembling Linear Optimization Problem Coefficients

%

% Allocation of Inequality Matrix A

% The total number of rows of Matrix A is given by the sum of:

% -> 2*now (at each candidate well, the pumping rate must be below the

% maximum and above the minimum, which requires two inequalities

% per well)

% -> 2*cntch (at each monitoring well, the head must be below the

maximum

% and above the minimum at each prescribed check time,

% which requires two inequalities per well per check time)

% -> 2 (at any time, the sum of extraction rates (<0) must be below

Q_dem (<0),

% and the sum of injection rates (>0) must be below Q_ava, which

requires

% two inequalities overall)

% -> 2 (extra inequalities for objective function modification

accounting

% for the module of the volume of stream depletion, Vr’,which

% requires two inequalities overall)

%

nrow ¼ 2*now + 2*cntch + 2 + 2;

sprintf(’N. of Constraint Inequalities: %d’,nrow)

%

% The total number of columns of Matrix A is given by the total number of

% candidate operating wells plus one (for Vr’):

%

ncol ¼ now + 1;

sprintf(’N. of Decision Variables: %d’,ncol)

%

% Allocate matrix A

A ¼ zeros(nrow,ncol);

%

% Allocate Inequality RHS Vector: the total number of rows of this

vector

% is the same as in Matrix A:nrow ¼ 2*now + 2*cntch + 2 + 2;

b ¼ zeros(nrow,1);

%

% Calculate and assemble Matrix A and RHS Vector b coefficients

%

irow¼0;

for j ¼ 1:now

% set coefficients for two pumping rate constraints at each candidate

well
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irow¼irow+2;

A(irow-1,j) ¼ +1.;

A(irow,j) ¼ -1.;

% pumping rate constraints at each candidate well

b(irow-1) ¼ +Qw_max(j);

b(irow) ¼ -Qw_min(j);

end

%

for i¼1:nmw

% set coefficients for two hydraulic head constraints at each

monitoring

% well at each check time

for ich ¼ 1:ntch(i)

irow¼irow+2;

for j ¼ 1:now

% calculate unit response coefficient for operating well j

% obtained using BRC_CYC(a Theis derived solution for a well

% operating cyclically in a bounded aquifer)

if (tch(i,ich)>tst(j))

xow ¼ xw(j);

yow ¼ yw(j)-y_boundary;

Qow ¼ 1.0;

dtonw ¼ dt(j);

xmw ¼ xm(i);

ymw ¼ ym(i)-y_boundary;

% aw¼y_stream-yw(j);

% am¼y_stream-ym(i);

% A(irow-1,j) ¼ BRNF_CYC(S,T,w,xw(j),aw,delt,dt(j),tch(i,ich)-

tst(j),xm(i),am);

A(irow-1,j) ¼ BNOFLOW_CYC_THEIS(S,T,w,yow,xow,Qow,delt,dtonw,

tch(i,ich)-tst(j),ymw,xmw);

A(irow ,j) ¼ -A(irow-1,j);

end

% hydraulic head constraints at each monitoring well at each check

time

b(irow-1) ¼ h1;

b(irow) ¼ h2;

end

end

end

%

% set coefficients for sum of extraction rates to be below Q_dem <0;

irow¼irow+1;
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for j ¼ 1:new

A(irow,j) ¼ +1.;

end

b(irow) ¼ Q_dem;

% set coefficients for sum of injection rates to be below Q_ava >0;

irow¼irow+1;

for j ¼ new+1:now

A(irow,j) ¼ +1.;

end

b(irow) ¼ Q_ava;

%

% Set up inequality coefficients for objective function modification

% accounting for the module of the volume of stream depletion, Vr’)

%

irow¼irow+2;

for j ¼ 1:now

if ((tfin-tst(j))>0.)

A(irow-1,j) ¼ BNvol_sol_CYC(tfin-tst(j),delt,dt(j),T,S,y_stream

-yw(j),w);

A(irow ,j) ¼ -A(irow-1,j);

end

end

% set up Vr’ cofficients

A(irow-1,ncol) ¼ -1;

A(irow,ncol) ¼ -1;

% Constraints for objective function modification accounting for the

module

% of the volume of stream depletion, Vr’, are equal to zero.

b(irow-1) ¼ 0.;

b(irow) ¼ 0.;

%

% Matrix of Linear Objective Function Cofficients

f ¼ zeros(ncol,1);

f(ncol) ¼ 1; % for Vr’ column

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%% Solution of the formulated Linear Optimization Problem

%

options ¼ optimset(’LargeScale’,’off’,’Simplex’,’on’);

[Qw,fval,exitflag,output,lambda] ¼ linprog(f,A,b,[],[]);

%

disp(’Exit Condition:’)

if (exitflag¼¼1)

exitflag

disp(’optimum is found’)
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else

exitflag

disp(’optimum is NOT found: check linprog help’)

end

%disp(’Optimal Pumping Rate Set:’)

%Qw

fprintf(’Objective Function Value at Optimum: Minimum Stream Volume

Depletion’)

sprintf(’fval¼ %f’,fval)

%

%output

%lambda

% Calculated Aquifer Recharge and Extraction Cumulative Rates,

% Stream Recharge Volume over the simulated period and

% Reduce Optimal Solution by eliminating non active wells

naow¼0;

Q_extract¼0.;

Q_recharge¼0.;

Vr¼0.;

Qlim¼101.;

for i¼1:now

Vr¼Vr+A(nrow-1,i)*Qw(i);

if (abs(Qw(i))>Qlim)

naow¼naow+1;

if (Qw(i)<0.)

Q_extract¼Q_extract+Qw(i);

end

if (Qw(i)>0.)

Q_recharge¼Q_recharge+Qw(i);

end

end

end

% Output File

fid4 ¼ fopen(’Results.dat’,’w’);

fprintf(fid4,’%d \n’,naow);

fid5 ¼ fopen(’Optimal.Scheme.dat’,’w’);

for i¼1: now

% temp ¼ [Qw(i),xw(i),yw(i),tst(i),dt(i),Qw_min(i),Qw_max(i)];

% fprintf(fid4,’%15.6E %15.6E %15.6E %15.6E %15.6E %15.6E %15.6E

\n’,temp);

if (abs(Qw(i))>Qlim)

temp ¼ [Qw(i),tst(i),dt(i),xw(i),yw(i)];

fprintf(fid4,’%15.6E %15.6E %15.6E %15.6E %15.6E\n’,temp);

temp ¼ [xw(i),yw(i),Qw(i)];

fprintf(fid5,’%15.6E %15.6E %15.6E\n’,temp);
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end

end

%

fprintf(fid4,’Net Cumulative Stream Recharge Volume (Vr_prime)

(m^3/d)¼ %15.3E \n’,fval);

fprintf(fid4,’Cumulative Stream Recharge Volume (Vr) (m^3)¼ %15.3E

\n’,Vr);

fprintf(fid4,’Cumulative Extraction Rate (m^3/d) ¼ %15.3E \n’,

Q_extract);

fprintf(fid4,’Cumulative Recharge Rate (m^3/d) ¼ %15.3E \n’,

Q_recharge);

fclose(fid4);

fclose(fid5);

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [BRNF] ¼ BNOFLOW_CYC_THEIS(Sy,T,w,xw,yw,Qw,delt,dton,t,

x,y)

BRNF¼0.; % Initial Drawdown in a Bounded Aquifer

a¼w-xw; % Operating-well/Stream Distance

TOL¼1.e-9; % Tolerance value at which the loop stops

DELTA¼1.0; % Starting value of DELTA

% Loop over the number of Wells Groups

j¼1; % (While) Loop Counter

while abs(DELTA)>¼ TOL && j<¼50

sign ¼ (-1)^(j+1);

Q_term ¼ Qw/(4*pi()*T);

DELTA ¼ sign*Q_term*Four_Wells_BRNF(Sy,T,w,a,yw,delt,dton,t,x,

y,j);

BRNF ¼ BRNF+DELTA;

j¼j+1;

end

if (j>50)

disp(’convergence not reached’)

end

%

function [W_Fun]¼ Four_Wells_BRNF(Sy,T,w,a,yw,delt,dton,t,x,y,j)

W_Fun¼ 0.;

% Wells x Coordinate

xw1 ¼ (2*j-1)*w-a;

xw2 ¼ (2*j-1)*w+a;

% xw1 ¼ 2*(j-1)*w+a;

% xw2 ¼ 2*j*w -a;

%

% Wells Distance From Observation Well
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r1¼ sqrt((x-xw1)^2+(y-yw)^2);

r2¼ sqrt((x-xw2)^2+(y-yw)^2);

% Image Wells

r3¼ sqrt((x+xw1)^2+(y-yw)^2);

r4¼ sqrt((x+xw2)^2+(y-yw)^2);

%

% Cycle Effect

frac ¼t/delt;

int_t ¼fix(frac);

rest_t ¼t-int_t*delt;

n ¼int_t+1; % Number of complete Operation Cycles

% Loop over the number of Operation Cycles

for i¼1:n-1

% For a Number of Complete Cycles

t1¼t-(i-1)*delt;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2+wu3-wu4;

% wo ¼ wu1+wu2-wu3-wu4;

% Imaginary Compensation Wells (for the continuous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);

% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

wI ¼ wu1_I-wu2_I+wu3_I-wu4_I;

% wI ¼ wu1_I+wu2_I-wu3_I-wu4_I;

242 D. Ba�u and A.S.E.-D. Hassan



% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%

if rest_t>0 && rest_t <¼ dton % During Operation Time

% Stream Constant Head and Infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/rest_t);

u2¼(Sy/(4*T))*(r2^2/rest_t);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/rest_t);

u4¼(Sy/(4*T))*(r4^2/rest_t);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

W_Fun ¼ W_Fun+wu1-wu2+wu3-wu4;

% W_Fun ¼ W_Fun+wu1+wu2-wu3-wu4;

end

if rest_t>0 && rest_t > dton % During time when operation stops

t1¼rest_t;

t2¼t1-dton;

% Stream Constant Head and infinite Aquifer Effects

u1¼(Sy/(4*T))*(r1^2/t1);

u2¼(Sy/(4*T))*(r2^2/t1);

% Image Wells

u3¼(Sy/(4*T))*(r3^2/t1);

u4¼(Sy/(4*T))*(r4^2/t1);

% Well Function

wu1¼expint(u1);

wu2¼expint(u2);

% Image Well Function

wu3¼expint(u3);

wu4¼expint(u4);

% Operating And Image Wells

wo ¼ wu1-wu2+wu3-wu4;

% wo ¼ wu1+wu2-wu3-wu4;

% Imaginary Compensation Wells (for continous pumping)

u1_I¼(Sy/(4*T))*(r1^2/t2);

u2_I¼(Sy/(4*T))*(r2^2/t2);

% Image Wells

u3_I¼(Sy/(4*T))*(r3^2/t2);

u4_I¼(Sy/(4*T))*(r4^2/t2);
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% Well Function

wu1_I¼expint(u1_I);

wu2_I¼expint(u2_I);

% Image Well Function

wu3_I¼expint(u3_I);

wu4_I¼expint(u4_I);

% Imaginary And Image Wells

wI ¼ wu1_I-wu2_I+wu3_I-wu4_I;

% wI ¼ wu1_I+wu2_I-wu3_I-wu4_I;

% Total Well Function

W_Fun ¼W_Fun+wo-wI;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function [Vol_coeff] ¼ BNvol_sol_CYC(t,delt,dton,T,S,a,w)

% Calculating Vr (depletion volume)

Vol_coeff ¼ 0.;

frac¼(t)/delt;

int¼fix(frac);

rest_t¼t-int*delt;

n ¼ int+1;

for i¼1:n-1

t1¼t-(i-1)*delt;

t2¼t1-dton;

Vol_coeff¼Vol_coeff+(t1*BNVRatio(T,S,a,w,t1)-t2*BNVRatio(T,S,

a,w,t2));

end

if rest_t>0 && rest_t <¼ dton

Vol_coeff¼Vol_coeff+rest_t*BNVRatio(T,S,a,w,rest_t);

end

if rest_t > dton

t1¼rest_t;

t2¼t1-dton;

Vol_coeff¼Vol_coeff+t1*BNVRatio(T,S,a,w,t1)-t2*BNVRatio(T,S,a,

w,t2);

end

%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%

function BGVR¼BNVRatio(T,S,a,w,t)

TOL¼1.e-9; i¼0; DELTA¼1.0; BGVR¼0;

while abs(DELTA) >¼TOL && i<¼50

DELTA¼(-1)^i*(C(T,S,a,w,t,i)+D(T,S,a,w,t,i));

BGVR¼BGVR+DELTA;

i¼i+1;

end
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function Ci¼C(T,S,a,w,t,i)

Ci¼(1+S/2/T*(2*w*i+a)^2/t)*erfc(sqrt(S/4/T*(2*w*i+a)^2/t))-2/

sqrt(pi())*sqrt(S/4/T*(2*w*i+a)^2/t)*exp(-S/4/T*(2*w*i+a)^2/t);

function Di¼D(T,S,a,w,t,i)

Di¼(1+S/2/T*(2*w*(i+1)-a)^2/t)*erfc(sqrt(S/4/T*(2*w*(i+1)-a)

^2/t))-2/sqrt(pi())*sqrt(S/4/T*(2*w*(i+1)-a)^2/t)*exp(-S/4/T*

(2*w*(i+1)-a)^2/t);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%
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Chapter 3
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Podjanee Inthasaro and Weiming Wu

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

2 Governing Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

3 Numerical Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

4 Water Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

5 Kinetic Relations of Water Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

6 Food Web Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

7 Fate and Transport of Contaminants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

8 Bioaccumulation Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

9 Effects of Toxic Chemicals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

10 Model Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

10.1 Model Test in the Tualatin River, Oregon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

10.2 Model Test in the Upper Hudson River, New York . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

11 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

Abstract A one-dimensional water quality and aquatic ecology/ecotoxicology

model has been incorporated into a package for the modeling of hydrodynamic,

sediment transport, contaminant transport, water quality, aquatic ecosystem, and

ecotoxicology in river systems. The water quality model alone can be used to

determine water temperature, dissolved oxygen, biological oxygen demand,

nitrogen, phosphorus, and conservative chemical such as chloride. The aquatic

ecosystem model considers a basic food web structure consisting of four trophic

P. Inthasaro, Ph.D.

Previously at, 1157 Crane Crest Way, Orlando, FL 32825, USA

e-mail: pinthasaro@gmail.com

W. Wu, Ph.D. (*)

Department of Civil and Environmental Engineering,

Wallance H. Coulter School of Engineering, Clarkson University, Box 5710,

8 Clarkson Avenue, Potsdam, NY 13699, USA

e-mail: wwu@clarkson.edu

© Springer International Publishing Switzerland 2016

L.K. Wang, C.T. Yang, and M.-H.S. Wang (eds.), Advances in Water Resources
Management, Handbook of Environmental Engineering, Volume 16,

DOI 10.1007/978-3-319-22924-9_3

247

mailto:wwu@clarkson.edu
mailto:pinthasaro@gmail.com


levels: phytoplankton, zooplankton, forage fish, and predatory fish, undergoing

various biological processes such as photosynthesis, grazing, respiration, excretion,

defecation, mortality, gamete, and reproduction. The model simulates the bio-

accumulation of toxic chemicals in organisms by uptake, depuration and dietary,

and takes into account the effects of toxicity on organisms through modification

factors of photosynthesis, grazing, and gamete mortality. The modeling package has

been tested by simulating the water quality parameters in the Tualatin River, Oregon

and the water quality, aquatic ecosystem, polychlorinated biphenyl (PCB) transport

and bioaccumulation in the Upper Hudson River, New York. The simulated

water quality parameters, phytoplankton and zooplankton biomass, fish populations,

and PCB concentrations in fish are in generally good agreement with the

measurement data.

Keywords Water quality model • Aquatic ecosystem model • Ecotoxicology

model • Freshwater riverine system • Contaminant transport • Food web

Nomenclature

[H]+ Molar concentration of hydrogen ion, mol/m3

[OH]� Molar concentration of hydroxide ion, mol/m3

A Cross-sectional flow area, m2

Ca Biomass concentration of phytoplankton, g/m3, or μg/L
cb Bowen coefficient

CCBOD Concentration of carbonaceous biological oxygen demand (CBOD),

g/m3

CDO Dissolved oxygen (DO) concentration, g/m3

C0
DO Saturation DO concentration, g/m3

Cg Gas-phase concentration of the contaminant, g/m3

CL Fraction of cloud cover

Cm Concentration of suspended solid, g/m3

CNH3 Concentration of ammonia nitrogen, g/m3

CNO3 Concentration of nitrate nitrogen, g/m3

CON Concentration of organic nitrogen, g/m3

COP Concentration of organic phosphorus, g/m3

cp Specific heat capacity

CPO4 Concentration of orthophosphate, g/m3

Ctb,i Total concentration of contaminant in bed layer i

Cti Contaminant concentration associated with organism i in unit volume

of water column, g/m3

Ctw Total concentration of contaminant in the water column, g/m3

Db Sediment deposition rate, m/d

Dx Longitudinal dispersion coefficient, m2/s

eair Air vapor pressure, mb
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εair Emissivity value of air

Eb Sediment erosion rate, m/d

es Saturation vapor pressure, mb

εwater Emissivity value of water

fact Factor for respiratory rate associated with swimming or active

respiratory fraction

fdb,1 Fraction of dissolved contaminant in bed surface layer

fden Density-dependent respiration factor

fdw Fraction of dissolved concentration to the total concentration of

contaminant in water column

fdyn Proportion of assimilated energy lost to specific dynamic action

f0ib Increase factor in the gamete due to toxic chemicals

f0ig Reduction factor in animal growth due to toxic chemicals

fij Relative preference factor of predator j feeding on organism i as food

fL Light limitation factor

fN Nutrient limitation factor

fNH3 Fraction of ammonia in dead organic material

fpb Fraction of particulate contaminant in the bed sediment

fPBOD Fraction of particulate CBOD in total CBOD

fPO4 Fraction of phosphate in dead organic material

fPON Fraction of particulate organic nitrogen to organic nitrogen

fPOP Fraction of particulate organic phosphorus to organic phosphorus

fpw Fraction of particulate contaminant in the water column

fshade Shading factor defined as the fraction of potential solar radiation that is

blocked due to riparian vegetation and landscape

fT Temperature limitation factor

fTOX Reduction factor due to toxic chemicals

H Henry’s law constant, atm m3/mol

hCBOD Half-saturation DO concentration for CBOD decay, g/m3

hL Half-saturation light intensity for phytoplankton growth

hN Half-saturation concentration for nitrogen, g/m3

hN Michaelis–Menten constant for nitrogen uptake, mgN/L

hNH3 Half-saturation DO concentration for nitrification, g/m3

hNO3 Half-saturation DO concentration for denitrification, g/m3

hOP Half-saturation phytoplankton conc. for mineralization of phosphorus,

g/m3

hP Half-saturation concentration for phosphorus, g/m3

I0 Light intensity at the water surface

ICi50 Internal concentration of the contaminant in the biotic organism

Jdbw Vertical diffusion fluxes between water column and bed surface layer,

g/m2d

Kb Biodegradation rate, 1/d

KCBOD CBOD decay rate, 1/d

Kd Sorption–desorption coefficient, m3/g
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kdbi,i+1 Diffusional transfer coefficient of dissolved contaminant between layers

i and i + 1

kdbw Diffusional transfer coefficient of dissolved contaminant across the bed

surface

KH Acid-catalyzed hydrolysis rate, m3/mold

Ki Carrying capacity of fish i, g/m3

Ki1 Uptake rate of contaminant of organism i, 1/d

Ki2 Depuration rate of contaminant of organism i, 1/d

Kib Gamete loss rate of organism i, 1/d

Kib0 Intrinsic gamete mortality rate, 1/d

Kid Defecation rate of biotic organism i, 1/d

Kie Excretion rate of biotic organism i, 1/d

Kie,max Maximum rate of excretion of organism i, 1/d

Kig Grazing rate of organism i, 1/d

Kig,max Maximum grazing rate of organism i, 1/d

Kim Nonpredatory mortality rate of organism i, 1/d

Kim,max Maximum rate of nonpredatory mortality of organism i, 1/d

Kir Respiration rate of biotic organism i, 1/d

Kir,max Maximum respiration rate of organism i, 1/d

Kir0 Basal or standard respiratory rate, 1/d

Kire Reproduction rate of organism i, 1/d

KN Neutral hydrolysis rate, 1/d

KNH3 Nitrification rate, 1/d

KNO3 Denitrification rate, 1/d

KOH Base-catalyzed hydrolysis rate, m3/mol d

KON Mineralization rate of organic nitrogen, 1/d

KOP Mineralization rate of organic phosphorus, 1/d

Kp Photolysis rate, 1/d

KRE Depth-averaged reaeration rate, 1/d

ktb,i Decay coefficient of contaminant at layer i

KTg1 Coefficient representing the relationships of growth on temperature

below the optimal temperature

KTg2 Coefficient representing the relationships of growth on temperature

above the optimal temperature

Kv Volatilization rate, m/d

LCi50 Internal concentration (the concentration of contaminant in water that

causes 50 % mortality for a given period of exposure)

m Suspended sediment concentration by volume

pji Preference of predator i feeding on organism j as food

pNH3 Ammonia preference factor

Q Flow discharge, m3/s

ql Latent heat flux

qlw Long-wave atmospheric radiation

qs Convective heat flux

qsw Solar radiation
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qsw,clear Short-wave radiation reaching the water surface on a clear day

after atmospheric attenuation

qt,ex Total exchange rate of contaminant due to sediment erosion and

deposition, g/m2d

qtbi,i+1 Total exchange rate of contaminant between layers i and i + 1 due to

lowering and rising of the interface

qtw Total loading rate of contaminant per unit volume, g/m3d

R Universal gas constant, atm m3/mol 
K
Rlw Reflectivity of water surface for long-wave radiation

Rsw Albedo or reflection coefficient

SSOD Sediment oxygen demand flux, g/m2s

t Time, s

T Water temperature, 
C
t1 Exposure time in toxicity test

t2 Period of exposure

Tair Air temperature, 
K
TK Water temperature in 
K
Topt Optimal temperature for biological growth

Twater Water temperature, 
K or 
C
U Flow velocity, m/s

α Velocity correction coefficient

αNC Stoichiometric ratio of nitrogen to carbon, gN/gC

αPC Stoichiometric ratio of phosphorus to carbon, gP/gC

γ Light extinction, 1/m

γ0 Background light extinction, 1/m

δi Thickness of layer i

θ Temperature coefficient

λi Grazing limitation factor

νi Concentration of contaminant in biotic organism i, g/g

ρ Water density, kg/m3

ρd Dry density of the bed sediment, g/m3

σ Stefan–Boltzmann constant, W/m2 
K4

ϕ Porosity

ωa Settling velocity of phytoplankton, m/d

ωCBOD Settling velocity of CBOD, m/s

ωON Settling velocity of organic nitrogen, m/s

ωOP Settling velocity of organic phosphorus, m/s

1 Introduction

During the past decades, many streams and rivers all over the world have been

impacted by point and nonpoint source pollutants from residential area, industry,

agriculture and so on. Human or animals can be exposed to the toxic pollutants
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through food chains in the ecosystems and experience health problems. Because

ecosystems are highly dependent on the hydrodynamic, morphodynamic and water

quality factors and a large number of physical, chemical, biological, and ecological

processes are involved, it is desired to study the integrated dynamics of flow,

sediment transport, water quality, aquatic ecosystem, and ecotoxicology in river

systems. Simulation of them is quite challenging but important.

Most of the early water quality models focused on dissolved oxygen (DO) and

biological oxygen demand (BOD) and launched with the Streeter–Phelps simple

BOD–DO model [1]. Then, the models evolved to investigate eutrophication for

environmental management by incorporating more processes and components that

influence water quality and cope with complex hydrodynamics. In recent years,

because of advanced computer technology and increased public health and environ-

mental awareness, several well-established water quality models have become

available, such as the Water Quality Analysis Simulation Program (WASP) [2, 3],

the river and stream water quality model QUAL2K [4], the multi-dimensional water

quality model CE-QUAL-ICM [5], and CCHE_WQ [6]. Further developments have

led to a number of aquatic ecological models which represent biotic and abiotic

structures in combination with physical, chemical, biological, and ecological

processes. Examples of well-established aquatic ecosystem models are Ecopath

with Ecosim (EwE) [7], the Computational Aquatic Ecosystem Dynamics Model

(CAEDYM) [8], EcoNetwrk [9], and AQUATOX [10, 11]. A recent review of the

state of the art for water quality modeling can be found at [12, 13].

Among the above-mentioned water quality and ecosystem models, WASP and

AQUATOX are two versatile programs and have been applied widely. Recent

studies for model applications include [14–19]. WASP can simulate both phyto-

plankton and benthic algae in an eutrophication system, but it does not include

higher trophic compartments such as zooplankton and fish. In contrast, AQUATOX

has a robust aquatic ecosystem model that can simulate a complex aquatic food web

with age-structure and trophic interactions. WASP can perform channel flow

calculations itself or be linked to external hydrodynamic models such as the

Environmental Fluid Dynamics Code (EFDC), the hydrodynamic program

DYNHYD, RIVMOD, and the one-dimensional dynamic flow and water quality

model CE-QUAL-RIV1 [20]. Similar to WASP, AQUATOX is linked to the

Hydrological Simulation Program—Fortran (HSPF) for external hydrodynamic

computation. Recently, AQUATOX introduced the multi-segment version which

includes linkage of individual AQUATOX segments into a single simulation [11].

However, both models do not have robust sediment transport models. Although

AQUATOX is a powerful tool for the simulation of aquatic ecosystems, it involves

a large number of variables and parameters that can possibly be used only by

experienced users [21]. To reduce the complexity of AQUATOX and incorporate

water quality computations from WASP, a new water quality and aquatic ecosys-

tem/ecotoxicology model has been developed in this study.

The present water quality and ecological model is intended for prediction of

riverine ecosystems with the effects of toxic chemicals. The model schemes are

developed by adopting the merits of the water quality model WASP and the aquatic
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ecosystem model AQUATOX. The developed water quality model simulates the

temporal and spatial variations of water temperature, conservative substances such

as chloride, and non-conservative substances such as dissolved oxygen, biological

oxygen demand, nitrogen, and phosphorus. The aquatic food web model simulates

dynamic interactions of phytoplankton, zooplankton, forage fish, and predatory

fish. The model can compute the fate and transport of a contaminant in water

column and sediment bed. The bioaccumulation model involves the direct transfer

of the contaminant from water through surface sorption or gill uptake and the

accumulation throughout the trophic levels of the food web. The governing equa-

tions, kinetic relations, numerical solution algorithms and tests of the developed

model are presented in the following sections.

2 Governing Equations

The model simulates the fate and transport of constituents carried by water and/or

sediment in channel networks. The present model is developed as an add-on to the

existing 1-D flow and sediment transport model, CCHE1D [22]. CCHE1D is a

one-dimensional channel-network hydrodynamic and sediment transport model,

which was developed and maintained by the National Center for Computational

Hydroscience and Engineering (NCCHE) of the University of Mississippi. The

CCHE1D flow model simulates unsteady flow in channels of compound cross-

sections, accounting for in-stream hydraulic structures. The sediment transport

model computes the non-equilibrium transport of non-uniform sediment mixtures.

The flow is governed by the 1-D St. Venant equations and the multiple-sized

sediment transport is described by a non-equilibrium total-load transport equation.

The flow and sediment transport equations and the corresponding numerical solu-

tion procedures refer to [22]. The transport of a constituent in the water quality and

ecosystem is described by the following advection–dispersion equation:

A
DC

Dt
¼ ∂ ACð Þ

∂t
þ ∂ αQCð Þ

∂x
� ∂
∂x

DxA
∂C
∂x

� �
¼ AS ð3:1Þ

where

t¼ time, s

x¼ coordinate along the channel, m

A¼ cross-sectional flow area, m2

Q¼ flow discharge, m3/s

C¼ concentration of the constituent in water column, g/m3

Dx¼ longitudinal dispersion coefficient, m2/s

S¼ net source/sink term due to biochemical and physical processes and/or due to

lateral input to the channel by runoff, g/m3s

α¼ velocity correction coefficient.
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Equation (3.1) is a general transport equation. The constituent can be any

substance transporting in the water column, including sediment, heat (water tem-

perature), pollutants, dissolved oxygen, nitrogen, phosphorus, phytoplankton, zoo-

plankton, and fish. The coefficient α is given a value of 1 for the water quality

constituents, phytoplankton, zooplankton and small fish which are assumed to

move with the flow, whereas α is set as 0 for large fish which is assumed to move

randomly in the domain in the present study. The value of α for migration fish needs

to be investigated further. In addition, large fish does not experience the turbulent

diffusion or mechanical dispersion as the water quality constituents do, but this

difference is ignored for simplicity because the dispersion term is usually much

smaller than the advection term in 1-D river systems.

Note that Eq. (3.1) also defines the operator (DC/Dt), which represents the

storage, convection and dispersion terms divided by A.

3 Numerical Procedures

Equation (3.1) is discretized using a finite-volume scheme. The control volume for

point i is embraced by faces i� 1/2 and i + 1/2 as shown in Fig. 3.1. For α¼ 1.0,

Eq. (3.1) is integrated over the control volume as [23]

AiCið Þnþ1 � AiCið Þn
Δt

Δxþ QC� ADx
∂C
∂x

� �nþ1

iþ1=2

� QC� ADx
∂C
∂x

� �nþ1

i�1=2

¼ Anþ1
i Snþ1

i Δx ð3:2Þ

where

Δx¼ length of the control volume

Δt¼ computational time step

n¼ superscript which denotes time level

i¼ subscript which denotes grid point.

Using the analytical solution expressions of the steady, homogeneous, linearized

form of Eq. (3.1) in the control volume, Eq. (3.2) is reformulated as

aiCi ¼ aiþ1Ciþ1 þ ai�1Ci�1 þ b ð3:3Þ

i – 2 i – 1 i i + 1

Control volume

i + 1/2i – 1/2

i + 2

Fig. 3.1 1-D finite volume mesh
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aiþ1 ¼
Qiþ1=2

exp U=Dxð Þiþ1=2 xiþ1 � xið Þ
h i

� 1

0@ 1Anþ1

ð3:4Þ

ai�1 ¼
Qi�1=2

exp U=Dxð Þi�1=2 xi � xi�1ð Þ
h i

� 1
þ Qi�1=2

0@ 1Anþ1

ð3:5Þ

ai ¼ aiþ1 þ ai�1 þ Qnþ1
iþ1=2 � Qnþ1

i�1=2 þ Anþ1
i

Δx

Δt
ð3:6Þ

b ¼ Snþ1
i Anþ1

i Δxþ An
i

Δx

Δt
Cn
i ð3:7Þ

where

U¼ flow velocity.

When α¼ 0, Eq. (3.1) becomes a diffusion-type equation. The dispersion term

can be discretized using the central difference scheme. The final discretized equa-

tion can be written as Eq. (3.3) with different coefficients.

The discretized equations at the internal control volumes and boundary condi-

tions at the inlet and outlet form a system of algebraic equations with a tridiagonal

coefficient matrix, which can be solved using the Thomas algorithm, also called

TDMA (TriDiagonal Matrix Algorithm). The details can be found in many text

books and thus are not introduced here.

4 Water Temperature

Water temperature is a key factor for water quality and ecological studies. It affects

water chemistry such as gas solubility, chemical reactions, contaminant toxicity,

and biological activities. It is influenced by heat fluxes across the water and bed

surfaces, the temperature of upstream and lateral inflows, water depth, shading from

river’s bank landscape and vegetation, time of year, and latitude of the river.

The water temperature model describes heat transfer in the water column based

on the first law of thermodynamics. The 1-D transport equation (3.1) can be applied

here, with S¼ qT/(hρcp), in which qT is the net heat flux, ρ is the water density, h is
the water depth, and cp is the specific heat capacity. The net heat flux is considered

as the exchange of heat across the air–water interface and the subsequent distribu-

tion of heat source throughout the water column. The surface heat flux consists of

four major components: solar radiation (qsw), long-wave atmospheric radiation

(qlw), latent heat flux (ql), and convective heat flux (qs), shown in Fig. 3.2. The
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heat exchange with the underlying sediment is not considered in the present model,

but can be readily added in the source/sink term qT using methods presented in cited

references such as [24]. The net heat flux is calculated as

qT ¼ qsw þ qlw þ ql þ qs ð3:8Þ

The solar radiation is either measured directly or computed from a number of

available formulas. It is a function of geographical location, time of year, hour of

day, and cloudiness. The net solar radiation can be determined by [25, 26]

qsw ¼ qsw,clear 1� 0:65C2
L

� �
1� Rswð Þ 1� f shadeð Þ ð3:9Þ

where

qsw,clear¼ short-wave radiation reaching the water surface on a clear day after

atmospheric attenuation

CL¼ fraction of cloud cover as given in Table 3.1

Rsw¼ albedo or reflection coefficient

fshade¼ shading factor defined as the fraction of potential solar radiation that is

blocked due to riparian vegetation and landscape.

Clouds have the greatest effect in reducing the amount of radiation energy

received on the Earth [27]. The attenuation of solar radiation by clouds is difficult

to predict due to a variety of types, distributions, and albedos of clouds. The

reflection coefficient is calculated by [25, 26]

Table 3.1 Cloud cover and

reflection coefficients [18]
Cloud cover Overcast Broken Scattered Clear

CL 1.0 0.5–0.9 0.1–0.5 0

A 0.33 0.95 2.20 1.18

B �0.45 �0.75 �0.97 �0.77

Atmosphere

Short-wave
radiation

Long-wave
radiation

Sediment bed
Water column

Ground heat flux

Evaporation &
condensation

Conduction &
convection

Fig. 3.2 Heat budget in water column
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Rsw ¼ A
180

π
α

� �B

ð3:10Þ

where

A and B¼ coefficients depending on the cloud cover as given in Table 3.1

α¼ altitude of the Sun in radians.

The long-wave or thermal radiation is radiation emitted by terrestrial object and

the earth’s atmosphere. The long-wave radiation depends on the surface tempera-

ture of the emitting object, air temperature, and water temperature. It is computed

from the empirical formula of an overall atmospheric emissivity and the Stefan–

Boltzmann law. The net long-wave radiation is determined by

qlw ¼ εairσT
4
air 1þ 0:17C2

L

� �
1� Rlwð Þ � εwaterσT

4
water ð3:11Þ

where

εair¼ emissivity value of air (¼ 0.96 for an approximation for normal and hemi-

spherical emissivity)

εwater¼ emissivity value of water (¼ 0.938� 10�5 T2
air)

σ¼ Stefan–Boltzmann constant (¼ 5.669� 10�8 W/m2 
K4)

Tair¼ air temperature, 
K
Twater¼ surface water temperature, 
K
Rlw¼ reflectivity of water surface for long-wave radiation (¼ 0.03).

The latent heat flux is a gain or loss of energy during a change in the state of

water between liquid and vapor. The latent heat flux in natural water depends on

vapor pressure, air temperature, wind speed, and dew point temperature. It is

calculated as

ql ¼ f Uwð Þ eair � esð Þ ð3:12Þ

where

f(Uw)¼ function of wind speed, W/m2 mb, as given in Table 3.2

eair¼ air vapor pressure, mb

es¼ saturation vapor pressure, mb.

Table 3.2 Wind speed functions in W/m2 mb [18]

Wind speed function formulaa f(Uw)

Meyer (1928) 4.18� 10�9 + 0.95� 10�9 Uw

Marciano and Harbeck (1952) 1.02� 10�9 Uw

Harbeck et al. (1959) 1.51� 10�9 Uw

Morton (1965) 3.59� 10�9 + 1.26� 10�9 Uw

Ryan and Harleman (1973) 2.83� 10�9 + 1.26� 10�9 Uw

aUw is the wind speeds (m/s), typically specified as measured at a height of 2 m over the water

surface
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The saturation vapor pressure is the highest pressure of water vapor that can exist

in equilibrium with a plane, free water surface at a given temperature. It is

approximated by the Tetens formula as [26]

es ¼ 6:108exp
17:27Twater

Twater þ 273:3

� �
ð3:13Þ

where

Twater¼water temperature, 
C.

The air vapor pressure, eair, is calculated in a similar way by substituting Twater in

Eq. (3.13) with the dew point temperature.

The convective or sensible heat is described as the heat flux transferred between

air and water by conduction and transported away from/or toward the air–water

interface. The amount of heat gained or lost through the sensible heat depends on

the gradient of temperature in the vertical direction. The Bowen ratio describes the

relationship between heat and vapor transport. The surface heat conduction is

related to the evaporative heat flux and the Bowen ratio. It is estimated by [26]

qs ¼ cb f Uwð Þ Tair � Twaterð Þ ð3:14Þ

where

cb¼Bowen coefficient (¼0.62 mb).

5 Kinetic Relations of Water Quality

The relationships of constituents in the developed water quality model are illus-

trated in Fig. 3.3. Nutrients and other constituents move in circular paths through

biotic and abiotic components, which are known as biogeochemical cycles [28]. In

the water column, four biogeochemical cycles are considered: oxygen, carbon,

nitrogen, and phosphorus cycles.

Dissolved oxygen (DO) plays an important role in aquatic ecosystems. It is

essential for living organisms and controls many chemical and biological reactions.

Oxygen can be removed from or added to water by various physical, chemical, and

biological processes. It is governed by

DCDO

Dt
¼ 32

12
þ 48

14
αNC 1� pNH3

� �� �
KagCa � 32

12

X
i2 a;z; f ; pf g

KirCi þ KREθ
T�20
RE C

0
DO � CDO

� �
�KCBOD

CDO

hCBOD þ CDO
θT�20
CBODCCBOD � 64

14
KNH3

CDO

h
NH3

þ CDO
θT�20
NH3

CNH3
þ SSOD

h

ð3:15Þ
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where

CDO¼DO concentration, g/m3

C0
DO¼ saturation DO concentration, g/m3

CNH3¼ concentration of ammonia nitrogen, g/m3

CCBOD¼ concentration of carbonaceous biological oxygen demand (CBOD), g/m3

Ca¼ biomass concentration of phytoplankton, g/m3

Ci¼ biomass concentration of biotic organism i, g/m3

i¼ organism index which specifies a as phytoplankton, z as zooplankton, f as forage

fish, and p as predatory fish

Kag¼ photosynthesis rate of phytoplankton, 1/d

Kir¼ respiration rate of biotic organism i, 1/d

KRE¼ depth-averaged reaeration rate, 1/d

KCBOD¼CBOD decay rate, 1/d

KNH3¼ nitrification rate, 1/d

αNC¼ stoichiometric ratio of nitrogen to carbon, gN/gC

pNH3¼ ammonia preference factor, from Eq. (3.21)

hCBOD¼ half-saturation DO concentration for CBOD decay, g/m3

hNH3¼ half-saturation DO concentration for nitrification, g/m3

SSOD¼ sediment oxygen demand flux, g/m2 s

T¼water temperature, 
C
θ¼ temperature coefficient

h¼water depth, m.

Fig. 3.3 Kinetic processes in water column
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The saturation DO concentration is calculated as

C
0
DO ¼ exp c0 þ c1=TK þ c2=T

2
K þ c3=T

3
K þ c4=T

4
K


 � ð3:16Þ

where

c0¼�139.3441

c1¼ 1.5757� 105

c2¼�6.6423� 107

c3¼ 1.2438� 1010

c4¼�8.6219� 1011

TK¼water temperature in 
K (TK¼T+ 273.15).

The reaeration rate KRE in natural rivers depends on several factors, such as

internal mixing and turbulence, temperature, wind speed, and water depth. There-

fore, KRE is given as a temporally and spatially varying rate which can be calculated

from several existing formulas [29, 30], such as O’Connor–Dobbins (1958), Chur-

chill (1962), Owen and Gibbs (1964), and Langbein and Durum (1967). These

formulas adopt different functions of flow velocity and water depth for KRE. Each

formula was developed for certain hydrodynamic and topographic conditions and

thus is adequate in different types of rivers. The Churchill formula is used in the test

cases of the present study.

Sediment oxygen demand (SOD) is the rate at which dissolved oxygen is

removed from the overlying water column by biological processes in the river

bed sediments. SOD rate is mainly affected by biological factors such as organic

content of the benthic sediment and microbial concentrations [31]. The sediment

oxygen demand flux (SSOD) is treated in the present model as input from measure-

ment data. The flux can be given as a constant but mostly a spatially varying or

spatially and temporally varying flux depending upon the availability of the data.

Biological oxygen demand (BOD) is one of the common water quality indica-

tors. It is a measure of the amount of oxygen required to stabilize organic matter in

the water. BOD5 is determined from a standardized test, which measures the

amount of oxygen available after incubation of the sample at 20 
C for a specific

length of time, usually 5 days. The BOD kinetic processes are represented by the

BOD formation, carbonaceous deoxygenation, nitrogenous deoxygenation, and

BOD settling. Carbonaceous biological oxygen demand (CBOD) testing is similar

to BOD testing with the exception that a nitrification inhibitor is added at the start of

the process to eliminate nitrifying bacteria from water sample. Therefore only the

carbonaceous demand is measured. The rate of change in CBOD concentration is

determined as

DCCBOD

Dt
¼ 32

12
KamCa þ 32

12

X
i2 z; f ; pf g

Kim þ Kie þ Kidð ÞCi � KCBOD
CDO

hCBOD þ CDO
θT�20
CBODCCBOD

� 5

4

32

14
KNO3

h
NO3

h
NO3

þ CDO
θT�20
NO3

CNO3
þ ωCBOD

h
f PBODCCBOD

ð3:17Þ
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where

CNO3¼ concentration of nitrate nitrogen, g/m3

Kim¼mortality rate of biotic organism i, 1/d

Kie¼ excretion rate of biotic organism i, 1/d

Kid¼ defecation rate of biotic organism i, 1/d

KNO3¼ denitrification rate, 1/d

hNO3¼ half-saturation DO concentration for denitrification, g/m3

ωCBOD¼ settling velocity of CBOD, m/s

fPBOD¼ fraction of particulate CBOD in total CBOD.

The major components of nitrogen in aquatic ecosystems are organic nitrogen

(ON), ammonia (NH3), and nitrate (NO3). Mortality of biotic organisms produces

organic nitrogen, which is converted into ammonia through bacteria decomposi-

tion. In the presence of nitrifying bacteria and oxygen, ammonia is oxidized to

nitrite (NO2) and nitrate via nitrification. The uptake of ammonia and nitrate by

plants is through the assimilation process. In natural water, the presence of nitrogen

gives rise to nitrification problem, eutrophication, and ammonia toxicity [29]. Nitri-

fication reduces the oxygen level. One of the byproducts of nitrification is nitrate,

which is a pollutant. Depending on the pH and temperature, ammonia can manifest

itself into an un-ionized form, which is toxic to aquatic organisms. Both ammonia

and nitrate are essential nutrients for photosynthesis, but high levels of ammonia

and nitrate can result in excessive phytoplankton growth and in turn water quality

problems. The kinetic processes of nitrogen are described by the following

equations:

DCON

Dt
¼

X
i2 a;z; f ; pf g

1� f NH3

� �
KimαNCCi � KON

Ca

hON þ Ca
θT�20
ON CON

� ωON

h
f PONCON þ SON

h
ð3:18Þ

DCNH3

Dt
¼

X
i2 a;z; f ; pf g

f NH3
KimαNCCi þ

X
i2 z; f ; pf g

KieαNCCi þ KON
Ca

h
ON

þ Ca
θT�20
ON CON

�Kag pNH3
αNCCa � KNH3

CDO

h
NH3

þ CDO
θT�20
NH3

CNH3
þ SNH3

h

ð3:19Þ

DCNO3

Dt
¼ KNH3

CDO

h
NH3

þ CDO
θT�20
NH3

CNH3
� Kag 1� pNH3

� �
αNCCa

� KNO3

h
NO3

h
NO3

þ CDO
θT�20
NO3

CNO3
þ SNO3

h
ð3:20Þ
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where

CON¼ concentration of organic nitrogen, g/m3

KON¼mineralization rate of organic nitrogen, 1/d

fNH3¼ fraction of ammonia in dead organic material

ωON¼ settling velocity of organic nitrogen, m/s

fPON¼ fraction of particulate organic nitrogen to organic nitrogen

S¼ concentration flux from the sediment bed, g/m2s.

The ammonia preference factor is introduced to take into account the preference

of ammonia over nitrate when both are available for phytoplankton to uptake, and

calculated by

pNH3
¼ CNH3

CNO3

hN þ CNH3
ð Þ hN þ CNO3

ð Þ þ
CNH3

hN
CNH3

þ CNO3
ð Þ hN þ CNO3

ð Þ ð3:21Þ

where

hN¼Michaelis–Menten constant for nitrogen uptake, mgN/L.

Phosphorus in natural water exists in several states. The soluble reactive phos-

phorus (SRP), also called orthophosphate or soluble inorganic phosphorus, is the

form that is readily available to phytoplankton. Particulate organic phosphorus

is the form that mainly stays with living plants, animals, bacteria, and organic

detritus. Nonparticulate organic phosphorus can be dissolved or colloidal organic

compounds containing phosphorus. They are usually from the decomposition of

particulate organic phosphorus. Particulate inorganic phosphorus consists of phos-

phate mineral, sorbed orthophosphate, and phosphate complex with solid matter.

Nonparticulate inorganic phosphorus includes condensed phosphate such as those

found in detergents. In the present model, phosphorus is divided into two main

groups: organic phosphorus (OP) and inorganic phosphorus (orthophosphate, PO4).

The kinetic processes of phosphorus are governed by

DCOP

Dt
¼

X
i2 a;z; f ; pf g

1� f PO4

� �
KimαPCCi � KOP

Ca

h
OP
þ Ca

θT�20
OP COP � ωOP

h
f POPCOP þ SOP

h

ð3:22Þ
DCPO4

Dt
¼

X
i2 a;z; f ; pf g

f PO4
KimαPCCi þ

X
i2 z; f ; pf g

KieαPCCi

þ KOP
Ca

h
OP
þ Ca

θT�20
OP COP � KagαPCCa þ SPO4

h
ð3:23Þ

where

COP¼ concentration of organic phosphorus, g/m3

CPO4¼ concentration of orthophosphate, g/m3
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αPC¼ stoichiometric ratio of phosphorus to carbon, gP/gC

KOP¼mineralization rate of organic phosphorus, 1/d

hOP¼ half-saturation phytoplankton conc. for mineralization of phosphorus, mg/L

ωOP¼ settling velocity of organic phosphorus, m/s

fPOP¼ fraction of particulate organic phosphorus to organic phosphorus

fPO4¼ fraction of phosphate in dead organic material.

6 Food Web Relations

The food webs in river systems are quite complex, and modeling of food web

dynamics coupled with the water quality model is usually case-dependent. There-

fore, several assumptions are made in order to simplify prey–predator relationships.

Firstly, biotic organisms are considered separately as groups according to trophic

levels. The upper trophic level can feed on the lower level as its food. Secondly, the

feeding preference of predator on a particular group of prey is the same regardless

of size, density, and distribution of prey. However, the feeding preference can be

different when predator feeds on different groups of prey. Finally, age-structure is

not considered in the model, and consequently the kinetic rates such as grazing and

respiration rates of each group are given as constants.

In this study, the food web model consists of four trophic levels: phytoplankton,

zooplankton, forage fish, and predatory fish, and phytoplankton is assumed to be the

lowest trophic level or the main food source of the upper trophic levels. Certainly

this assumption has limitation because some stream ecosystems are also based on

insects, benthic fauna, and benthic algae, which are not included here.

The dynamic processes of phytoplankton are described by

DCa

Dt
¼ Kag � Kar � Kae � Kam

� �
Ca �

X
i2 z; f ; pf g

Kig f aiCi � ωa

h
Ca ð3:24Þ

where

Kag¼ rate of photosynthesis, 1/d

Kar¼ rate of respiration of phytoplankton, 1/d

Kae¼ rate of excretion of phytoplankton, 1/d

Kam¼ rate of nonpredatory mortality of phytoplankton, 1/d

Kig¼ grazing rate of predator i (¼ z, f, p), 1/d

fai¼ relative preference of predator i on phytoplankton as food

ωa¼ settling velocity of phytoplankton, m/d.

The photosynthesis rate is modeled as themaximum photosynthesis rate (Kag,max)

multiplied by environmental factors as

Kag ¼ Kag,max f N f L f T f TOX ð3:25Þ
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where

fN¼ nutrient limitation factor

fL¼ light limitation factor

fT¼ temperature limitation factor

fTOX¼ reduction factor due to toxic chemical from Eq. (3.57).

The nutrient limitation factor for photosynthesis process is computed using a

Michaelis–Menten equation as follows [32]

f N ¼ min
CNH3

þ CNO3

hN þ CNH3
þ CNO3

;
CPO4

hP þ CPO4

� �
ð3:26Þ

where

hN¼ half-saturation concentration for nitrogen, g/m3

hP¼ half-saturation concentration for phosphorus, g/m3.

The effect of light on phytoplankton growth is complex. The interception and

utilization of light by phytoplankton determine net productivity, species succession,

and abundance of higher trophic organisms [33]. Several factors, such as the light

attenuation through water depth and the dependence of growth on light, can be

integrated to come up with the total effect. The depth-averaged light limitation

factor is modeled as [34]

f L ¼ 1

γh
ln

hL þ I0
hL þ I0e�γh

� �
ð3:27Þ

where

I0¼ light intensity at the water surface

hL¼ half-saturation light intensity for phytoplankton growth

γ¼ light extinction, 1/m.

The light extinction is calculated by the modified equation from the WASP6

model as [6]

γ ¼ γ0 þ 0:0088Ca þ 0:054C0:67
a þ 0:0458Cm ð3:28Þ

where

γ0¼ background light extinction, 1/m

Ca¼ phytoplankton concentration as total Chlorophyll-a, μg/L
Cm¼ concentration of suspended solid, g/m3.

Aquatic organisms have preferred temperature ranges. Biological production

increases as a function of temperature until an optimum temperature. The temper-

ature limitation factor for biological growth is calculated using the Cerco and

Cole’s formula as [5]
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f T ¼
exp �KTg1 T � Topt

� �2h i
T � Topt

exp �KTg2 Topt � T
� �2h i

T > Topt

8><>: ð3:29Þ

where

Topt¼ optimal temperature for biological growth

KTg1¼ coefficient representing the relationships of growth on temperature below

the optimal temperature

KTg2¼ coefficient representing the relationships of growth on temperature above

the optimal temperature.

Compared to the theta model described below, the Cerco and Cole’s formulation

may become necessary when several individual species or groups of algae are

modeled because each group of algae is sensitive to temperature differently [29].

For respiration, excretion, and non-predatory mortality rates of phytoplankton,

the temperature limitations are computed by the theta model, fT¼ θT�20, as follows:

Kar ¼ Kar,maxθ
T�20
a ð3:30Þ

Kae ¼ Kae,maxθ
T�20
a ð3:31Þ

Kam ¼ 1þ f
0
am

� �
Kam,maxθ

T�20
a ð3:32Þ

where

Kar,max¼maximum rate of respiration of phytoplankton, 1/d

Kae,max¼maximum rate of excretion of phytoplankton, 1/d

Kam,max¼maximum rate of nonpredatory mortality of phytoplankton, 1/d

f0am¼ increase factor in the mortality due to toxic chemicals which can be calcu-

lated from the general form shown in Eq. (3.55).

For a higher trophic level (i¼ z, f, p), the dynamic process is modeled as

DCi

Dt
¼ Kig � Kir � Kie � Kim � Kid � Kib þ Kire

� �
Ci �

X
j
K jg f i jC j ð3:33Þ

where

Kig¼ grazing rate of organism i, 1/d

Kir¼ respiration rate of organism i, 1/d

Kie¼ excretion rate of organism i, 1/d

Kim¼ nonpredatory mortality rate of organism i, 1/d

Kid¼ defecation rate of organism i, 1/d

Kib¼ gamete loss rate of organism i, 1/d
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Kire¼ reproduction rate of organism i, 1/d

fij¼ relative preference factor of predator j feeding on organism i as food.

The general formulation of the grazing rate is computed by

Kig ¼ Kig,maxλi f T f
0
ig ð3:34Þ

where

Kig,max¼maximum grazing rate of predator i, 1/d

λi¼ grazing limitation factor

fT¼ temperature limitation factor from Eq. (3.29)

f0ig¼ reduction factor in animal growth due to toxic chemical from Eq. (3.58).

The maximum grazing rate can be given as a constant, but it is generally

calculated from the body weight with Kig,max¼ aiWi
bi, where ai is the weight

specific consumption, bi is the slope of the allometric function, and Wi is the

average body weight of organism i.

The grazing limitation factor λi reduces the grazing rate of predator when food

concentrations are low. λi is calculated by using a modified Michaelis–Menten

factor and a threshold food concentration μj, which is revised from the equation of

Rounds et al. [35]:

λi ¼
X

j
pjiCj � μj
� �

hi þ
X

j
pjiCj

� � ð3:35Þ

where

hi¼ half-saturation food concentration for grazing, g/m3

pji¼ preference of predator i feeding on organism j as food.

The general form of relative preference of predator i on organism j as food, used in

the grazing term of each prey–predator relationship, is calculated as f ji ¼ pjiCi=X
j
p jiCi

� �
[10].

It should be noted that detritus, which is derived from the mortality, excretion,

and defecation of living organisms, can be a food source for zooplankton and fish

and thus is considered in the present food web model. However, the concentration

of detritus, Cd, is not computed directly, but related to the CBOD by a simple

relation: Cd¼ 12/32�CCBOD.

The excretion and non-predatory mortality rates of zooplankton and fish are

modeled as single first-order kinetics similar to the phytoplankton model:

Kie ¼ Kie,maxθ
T�20
i ð3:36Þ

Kim ¼ 1þ f
0
im

� �
Kim,maxθ

T�20
i ð3:37Þ
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where

Kie,max¼maximum rate of excretion of organism i, 1/d

Kim,max¼maximum rate of nonpredatory mortality of organism i, 1/d

f0im¼ increase factor in the mortality due to toxic chemicals from Eq. (3.55).

A fraction of ingested food can be egested as feces or discarded as organic

material. The defecation rate of unassimilated food depends on the assimilating

efficiency eig and is determined as

Kid ¼ 1� eig
� �

f
0
idKig ð3:38Þ

where

f0id¼ increase factor in the defecation due to toxic chemicals from Eq. (3.59).

The respiration of zooplankton and fish can be modeled as single first-order

kinetics with a rate as

Kir ¼ Kir,maxθ
T�20
i ð3:39Þ

where

Kir,max¼maximum respiration rate of organism i, 1/d.

The respiration in fish is comprised of three components: standard, active, and

dynamic respirations. Standard respiration is a rate at resting in which the organism

is expending energy without consumption. Active respiration depends on swim-

ming speed and temperature. The dynamic action is the metabolic action due to

digesting and assimilating prey. The maximum respiratory rate of fish (i¼ f, p) can

be calculated as [10]

Kir,max ¼ Kir0 f den f act þ f dyn Kigeig � Kid

� � ð3:40Þ

where

Kir0¼ basal or standard respiratory rate, 1/d

fact¼ factor for respiratory rate associated with swimming or active respiratory

fraction

fdyn¼ proportion of assimilated energy lost to specific dynamic action

fden¼ density-dependent respiration factor and can be computed by [10, 36]

f den ¼ 1þ 0:25Ci=Ki ð3:41Þ

where

Ci¼ biomass concentration of fish i, g/m3

Ki¼ carrying capacity of fish i, g/m3 which depends on species and location. In this

study, the carrying capacity value is taken from [10, 37].

The gamete and reproduction rates are only used in fish dynamic models. Eggs

and sperm (gametes) in adult fish are a significant fraction of fish biomass. The
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production of gametes is influenced by environmental factors, such as temperature,

genetic factors, hormones, and nutrition. Gametogenesis and spawning occurs

during a defined period when the environmental conditions are optimal in terms

of survival. It is assumed that spawning occurs when the water temperature enters

an appropriate range of optimal temperature which is between 0.6Topt and Topt� 1,

where Topt is the optimal water temperature for fish spawning [10]. This gamete loss

can be determined by

Kib ¼ Kib0 1þ f
0
ib

� �
min 1,Ci=Kið Þ ð3:42Þ

where

Kib0¼ intrinsic gamete mortality rate, 1/d

f0ib¼ increase factor in the gamete due to toxic chemicals from Eq. (3.60).

In general, only a fraction of the gametes results in the biomass of young fish and

subsequently adult fish. Some of them unsuccessfully reproduce and become

organic materials. The increase in the biomass of small fish due to spawning in

large fish when both are in the same species is referred to as reproduction. There are

many environmental factors resulting in reproduction failure such as predator and

toxic chemical. Due to the uncertainty of the reproduction process, these factors are

neglected in this study. For the simplified single-age structure of fish dynamics, the

reproduction rate Kire depends on the gamete loss in adult fish, the percentage of

success in reproduction, rire, and the biomass ratio between young-of-the-year

(YOY) fish and adult fish, riYA, for a given fish species, as expressed with

Kire ¼ Kib0min 1,Ci=Kið ÞrireriYA.

7 Fate and Transport of Contaminants

When a contaminant is discharged into a river, it is subject to fate and transport

processes as shown in Fig. 3.4. It is usually dissolved in the water or absorbed by the

moving sediments. Changes in concentration of the contaminant in the water

column are caused by advection, diffusion (mixing), external loading, sorption,

desorption, volatilization, photolysis, microbial decay, settling with sediments,

exchange with the bed, uptake and depuration by the aquatic organisms, etc.

One may determine the dissolved and absorbed contaminants separately using the

non-equilibrium partition model or the total concentration by assuming the

dissolved and absorbed phases in the equilibrium state [24]. The latter approach

is used here, so that the contaminant transport in the water column is governed by

Eq. (3.1) with the source/sink terms:
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DCtw

Dt
¼ qtw þ Jdbw

h
þ qt,ex

h
� KN þ KH H½ �þ þ KOH OH½ ��� �

f dwCtw � KpCtw � KbCtw

�Kv

h

Cg

H=RTK
� f dwCtw

� �
� Ka1 f dwCtwCa þ Ka2Cta �

X
j¼ z; f ; pf g

K j1 f dwCtw � K j2Ctj

� �
ð3:43Þ

where

Ctw¼ total concentration of contaminant in the water column, g/m3

fdw¼ fraction of dissolved concentration to the total concentration of contaminant

in water column

qtw¼ total loading rate of contaminant per unit volume, g/m3d

Jdbw¼ vertical diffusion fluxes between water column and bed surface layer, g/m2d

qt,ex¼ total exchange rate of contaminant due to sediment erosion and deposition,

g/m2d

KN¼ neutral hydrolysis rate, 1/d

KH¼ acid-catalyzed hydrolysis rate, m3/mold

KOH¼ base-catalyzed hydrolysis rate, m3/mol d

[H]+¼molar concentration of hydrogen ion, mol/m3

[OH]�¼molar concentration of hydroxide ion, mol/m3

Kp¼ photolysis rate, 1/d

Kb¼ biodegradation rate, 1/d

Kv¼ volatilization rate, m/d

H¼Henry’s law constant, atm m3/mol

R¼ universal gas constant, atm m3/mol 
K
Cg¼ gas-phase concentration of the contaminant, g/m3.

Fig. 3.4 Fate and transport of contaminants in water column and sediment bed
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Note that the last three terms in Eq. (3.43) are related to the changes in

contaminant concentrations due to biotic organisms, and the related variables and

explanations are given in Sect. 8.

The flux between the bed pore water and the water column occurs through

diffusion at the interface, which is calculated using the Fick’s law as

Jdbw ¼ kdbw f db, 1Ctb, 1 � f dwCtw

� � ð3:44Þ

where

kdbw¼ diffusional transfer coefficient of dissolved contaminant across the bed

surface

Ctb,1¼ total concentrations of contaminant in bed surface layer

fdb,1¼ fraction of dissolved contaminant in bed surface layer.

By using the linear isotherm of sorption–desorption process, the fractions of

dissolved and particulate contaminants in the water column and sediment bed are

computed by [29]

f dw ¼ 1= 1þ KdCmð Þ, f pw ¼ 1� f dw ð3:45Þ

f db ¼ ϕ= ϕþ Kdρdð Þ, f pb ¼ 1� f db ð3:46Þ

where

fpw¼ fraction of particulate contaminant in the water column

fpb¼ fraction of particulate contaminant in the bed sediment

Kd¼ sorption–desorption coefficient, m3/g

Cm¼ suspended sediment concentration, g/m3

ϕ¼ porosity

ρd¼ dry density of the bed sediment, g/m3.

The exchange rate of contaminant due to deposited and eroded sediments is

calculated by [24]

qt,ex ¼ max Eb � Db, 0ð Þ Ctb, 1

1� ϕ
þmin Eb � Db, 0ð Þ ϕ

1� ϕ

f dwCtw

1� m
þ f pwCtw

m

� �
ð3:47Þ

where

Db¼ sediment deposition rate, m/d

Eb¼ sediment erosion rate, m/d

m¼ suspended sediment concentration by volume.

These sediment quantities in the above equation are computed in the sediment

model. The first term on the right-hand side accounts for the net erosion case, with

1/(1�ϕ) converting the net eroded bed sediment rate max(Eb�Db, 0) to the net
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erosion rate of the bed sediment and pore water mixture in which Ctb,1 is defined

(contaminant mass over the total volume of the bed sediment and pore water

mixture). Note that the pore water between the eroded sediment particles is also

entrained into the water column. The second term on the right-hand side accounts for

the net deposition case, in which the net deposited sediment rate is min(Eb�Db, 0).

This sediment is equivalent to a volume of min(Eb�Db, 0)/m in the water column in

which Ctw is defined. In themeantime, this net deposited sediment accompanies with

water from the water column to bed pores, and the volume rate of this water is min

(Eb�Db,0) ϕ/(1�ϕ) in the bed surface layer, which is equivalent to a volume of

min(Eb�Db,0)ϕ/[(1�ϕ)(1�m)] in the water column in which Ctw is defined.

Therefore, the second term on the right-hand side includes the contaminants

dissolved in the water column and absorbed with moving sediment that both deposit

onto the bed. Detailed derivation of Eq. (3.47) can be found in [24].

Contaminant in the sediment bed is usually transported by the pore water flow,

and the thin surface layer in the bed may be mixed by bioturbation. For simplicity, a

vertical diffusion model is used in this study, which divides the sediment bed into a

suitable number of layers (three layers are used here as example) and determines the

fate and transport of contaminant in the bed layers as [24, 38]

∂ δ1Ctb, 1ð Þ
∂t

¼ Qtb, 1 � ktb, 1δ1Ctb, 1 � kdbw f db, 1Ctb, 1 � f dwCtw

� �� qt,ex

þ kdb12 f db, 2Ctb, 2 � f db, 1Ctb, 1

� �þ qtb12 ð3:48Þ

∂ δ2Ctb, 2ð Þ
∂t

¼ Qtb, 2 � ktb, 2δ2Ctb, 2 � kdb12 f db, 2Ctb, 2 � f db, 1Ctb, 1

� �� qtb12

þ kdb23 f db, 3Ctb, 3 � f db, 2Ctb, 2

� � ð3:49Þ

∂ δ3Ctb, 3ð Þ
∂t

¼ Qtb, 3 � ktb, 3δ3Ctb, 3 � kdb23 f db, 3Ctb, 3 � f db, 2Ctb, 2

� � ð3:50Þ

where

Ctb,i¼ total concentration of contaminant in bed layer i

δi¼ thickness of layer i

Qtb,i¼ total contaminant loading rate in layer i

ktb,i¼ decay coefficient of contaminant at layer i

kdbi,i+1¼ diffusional transfer coefficient of dissolved contaminant between layers i

and i + 1

qtbi,i+1¼ total exchange rate of contaminant between layers i and i + 1 due to

lowering and rising of the interface.

Note that it is assumed in Eqs. (3.48)–(3.50) that the interface between bed

layers 1 and 2 may lower or rise due to bed change, while the interface between bed

layers 2 and 3 does not change, as explained in [22].

3 1-D Model of Aquatic Ecosystem in Rivers 271



8 Bioaccumulation Processes

The transfers of contaminant in water through surface sorption of phytoplankton

and gill and dietary uptakes in fish are important routes of contaminant uptake in

aquatic ecosystems. The contaminant concentration in the aquatic organisms is

governed by the advection–dispersion equation as shown in Eq. (3.1). The dynamic

processes for contaminant concentration in phytoplankton can be described by a

simple linear reversible sorption–desorption equation suggested in [39]. The

resulting net source term in Eq. (3.1) is [10]

DCta

Dt
¼ Ka1 f dwCtwCa � Ka2Cta � Kae þ Kamð ÞCta �

X
i2 z; f ; pf g

Kig f aiCi

� �
νa ð3:51Þ

where

Cta¼ concentration of contaminant associated with phytoplankton in unit volume

of water column, g/m3

Ka1¼ uptake rate of contaminant, m3/g d

Ka2¼ depuration rate of contaminant, 1/d

νa¼ concentration of contaminant in phytoplankton, g/g.

The concentration of contaminant in organism i is calculated by

νi ¼ Cti=Ci ð3:52Þ

where

Cti¼ contaminant concentration associated with organism i in unit volume of water

column, g/m3

Ci¼ biomass concentration of organism i, g/m3.

For higher trophic levels, the input of contaminant due to ingestion of contam-

inated food plays an important role. The rate of change in contaminant concentra-

tion in biotic organism i (¼z, f, p) is determined by

DCti

Dt
¼ Ki1 f dwCtw þ

X
k
KigeigCi f kivk � Ki2 þ Kim þ Kid þ Kibð ÞCti

�
X

j
f i jK jgC j

� �
νi ð3:53Þ

where

Ki1¼ uptake rate of contaminant of organism i, 1/d

Ki2¼ depuration rate of contaminant of organism i, 1/d

j¼ organism index representing predator of organism i

k¼ organism index representing prey of organism i.
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Connolly et al. [40] proposed a formula to determine the uptake rate of contam-

inant by an aquatic organism. The uptake rate depends on the respiration rate and

transfer efficiency across the organism’s membrane. The depuration of contaminant

is related to the characteristics of organism such as body weight and lipid content

and the chemical properties of the contaminant, i.e., the octanol–water partition

coefficient, Kow [10]. Due to a single-age class of the current fish dynamic model,

body weight and lipid content are kept as constants. Therefore, the uptake and

depuration rates of contaminant cannot be determined from the existing formula.

They are treated as calibrated constant parameters, similar to the other kinetics rates

in the fish model, for instance, grazing and respiration rates.

9 Effects of Toxic Chemicals

Biomass loss due to acute toxicity is estimated based on the internal concentration

of the contaminant in the biotic organism, ICi50. The internal concentration depends

on the concentration of contaminant in water that causes 50 % mortality for a given

period of exposure, LCi50, and the bioconcentration factor, BCF, where

ICi50¼LCi50�BCF. The constant uptake and depuration rates of contaminant

are used, thus the constant BCF is applied for all aquatic organisms in the current

model. The internal concentrations of contaminant vary due to the depuration

process of organisms. The time-varying concentration of the contaminant Ci50 is

calculated as [10]

Ci50 ¼ ICi50 1� e�Ki2 t1
� �

= 1� e�Ki2 t2
� � ð3:54Þ

where

t1¼ exposure time in toxicity test

t2¼ period of exposure.

The fraction killed by a given internal concentration of toxicant is estimated

using the time-dependent Ci50 in the cumulative form that is determined by [10]

f
0
im ¼ 1� exp �vi=Ci50ð Þ1=Ks ð3:55Þ

where

f0im¼ fraction of organism i killed for a given period of exposure

Ks¼ parameter representing toxic response (¼ 0.33).

When the concentration level of the contaminant is less than the level causing

death, organisms still experience some adverse effects. The ratio of chronic to acute

concentration is used to predict the chronic effect, and is calculated by
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ri50 ¼ ECi50=LCi50 ð3:56Þ

where

ri50¼ chronic to acute ratio

ECi50¼ contaminant concentration in water that causes 50 % reduction in photo-

synthesis, growth, or reproduction.

The effects of contaminant on phytoplankton photosynthesis and animal growth

and reproduction are considered through the reduction factor fTOX. The general

form is expressed as [10]:

f TOX ¼ exp �vi=Ci50ri50ð Þ1=KS ð3:57Þ

For phytoplankton, the effect of chemical from Eq. (3.57) is directly applied into

the photosynthesis rate of phytoplankton in Eq. (3.25). However, in animals, the

reduction factor for growth is related to assimilation and defecation processes. It is

assumed that 20 % of the assimilation is reduced while the amount of food that is

not assimilated increases by 80 % [10]

f
0
ig ¼ 1� 0:2 f TOX ð3:58Þ
f
0
id ¼ 1þ 0:8 f TOX ð3:59Þ

where

f0ig¼ reduction factor for animal assimilation

f0id¼ increase factor for the amount of unassimilated food.

The effect of contaminant on the reproduction of animals is complex since

several factors are involved in the reproductive failure. For simplification, the

reduction factor for reproduction is applied only for the increase of gamete mor-

tality, which is written as

f
0
ib ¼ 1� f TOX ð3:60Þ

where

f0ib¼ increase factor in gamete loss due to contaminant.

Note that fTOX in Eq. (3.60) is calculated from Eqs. (3.56) and (3.57) by using the

contaminant concentration in water that causes 50 % reduction in reproduction

ECi50.
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10 Model Test

10.1 Model Test in the Tualatin River, Oregon

10.1.1 Study Area

The Tualatin River is located in the west side of the Portland metropolitan area,

northwestern Oregon, USA. Its watershed drains 1844 km2. The main stem of the

river is approximately 128 km, originates in the Coast Range, and flows eastward

before joining the Willamette River near West Linn, as shown in Fig. 3.5. The

average slope and width of the river ranges 0.01524–14.1 m/km and 4.6–46 m,

respectively [35]. Historically, the wastewater treatment plants in the urban area of

the Tualatin River watershed discharged high concentrations of ammonia and

phosphorus into the river [35]. The river at the lower reaches encountered algal

blooms and consequently faced water quality problem. The water quality violations

in the river included the minimum DO level, the maximum pH standard, and the

exceedance of phytoplankton concentration.

Water quality and ecological properties of the Tualatin River in the period from

May 1, 1991 to October 31, 1993 are simulated in this study. The simulation

domain is approximately 50 km long, from the Rood Bridge at Hillsboro or at

river mile (RM, 1 mile¼ 1.61 km) 38.4 to the Stafford Road near Lake Oswego

(RM5.5). It is represented by 132 cross-sections, and each cross-section is divided

into 11 vertical panels. The time step is 15 min. Several tributaries, irrigation

withdrawals, and two wastewater treatment plants (WWTP) at Rock Creek

(RM38.1) and Durham (RM9.3) are included as side discharges. The measurement

data for hydrodynamic, water quality, and ecological properties are reported in [41],

and the estimated irrigation withdrawals are published in [35]. Daily air tempera-

ture, dew point temperature, wind speed, wind direction, and precipitation (rainfall)

measured at the Tualatin Valley Irrigation District (TVID) Agrimet Weather

Station located in Verboort, Oregon [41] are used as inputs for water temperature

simulation. Details on data interpretation and assumption are summarized in [42].

Fig. 3.5 Study domain: Tualatin River, Oregon (http://www.trwc.org and www.maps.google.

com)
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10.1.2 Estimation and Calibration of Model Parameters

Model parameters are important for determining the transport and transformation of

each constituent in the model. Some parameters are taken from technical reports

such as [35, 43, 44], and some are calibrated. For example, the Manning’s rough-

ness coefficient n is calibrated as a constant value of 0.025 s/m1/3 in the entire

simulation domain. The longitudinal dispersion coefficient Dx is calibrated as

5.0 m2/s by simulating a conservative tracer, chloride. Selected parameters related

to water quality and ecological simulations are given in Tables 3.3 and 3.4,

respectively.

The zooplankton abundance may be affected by planktivory fish [35]. However,

because there is no fish data available, the fish is not considered in this case.

Therefore, the predatory and non-predatory mortality rates of zooplankton are

combined as a single mortality rate, which is calibrated as 0.005 1/d. The zooplank-

ton grazing rate coefficient is allowed to vary during the simulation period. It is

calibrated as a constant value of 0.9 1/d in the reach upstream of RM12.25, and

varies seasonally between 0.6 and 1.2 1/d in the reach downstream of RM12.25 as

presented in Fig. 3.6. Such difference between the upstream and downstream

reaches may reflect different biotic processes due to a large amount of organic

materials accumulated at the river bed in downstream reaches [44].

Table 3.3 Summary of

model parameters for water

quality simulations

Symbol Unit Value Symbol Unit Value

KON 1/d 0.20 fPO4 – 0.75

KNH3 1/d 0.05 fPBOD – 0.5

KNO3 1/d 0.10 hNH3 mg O2/L 2.5

KOP 1/d 0.25 hNO3 mg O2/L 2.0

KCBOD 1/d 0.25 hCBOD mg O2/L 0.5

αNC gN/gC 0.16 ωCBOD m/d 0.01

αPC gP/gC 0.022 θRE – 1.0241

fNH3 – 0.50 θ – 1.047

θSOD – 1.065

Table 3.4 Summary of

model parameters for

phytoplankton and

zooplankton dynamics

Symbol Unit Value Symbol Unit Value

pdz – 0.15 Kzm,max 1/d 0.005

paz – 0.85 hL W/m2 177

Kag,max 1/d 2.0 hN mg/L 0.01

Kzg,max 1/d 0.6–1.2 hP mg/L 0.005

Kar,max 1/d 0.35 hgz mg/L 0.08

Kae,max 1/d 0.0025 γ0 m�1 1.002

Kam,max 1/d 0.20 rCChla gC/gChl a 25.0

Kzr,max 1/d 0.005 θ – 1.072

Kze,max 1/d 0.0002 ωa m/d 0.05
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10.1.3 Simulation Results

Figure 3.7 compares the measured and calculated water temperatures at Station

RM16.2. Due to the use of 1-D heat transport equation, the simulated water

temperature is cross-sectionally averaged. The field data obtained from [41] was

collected at depths of 3, 6, 9, 12, 15, and 18 ft (1 ft¼ 0.3048 m) below the water

surface. The cross-sectionally averaged water temperature is comparable to the

measured water temperatures averaged over the depths, with 0.952 for R2.

The depth-averaged reaeration rate KRE and the sediment oxygen demand

(SOD) are two key factors affecting DO concentration. The SOD in the main

stem and several tributaries of the Tualatin River was measured in 1992–1994

during the summer period from May through October each year [44]. The tempo-

rally and spatially varied measurement SOD rates are used in the present simulation

in 1992–1994, whereas the SOD rates in 1991 are unavailable and are approximated

using the 1992 data. Because no measurement data for the reaeration rate, we tested

the reaeration rate formulas of O’Connor and Dobbins (1958), Churchill

et al. (1962), and Cadwallader and McDonnell (1969) by matching the simulated

DO results with the measurement data. The simulated flow depths of the study reach

in 1991–1993 range between 1.6 and 3.1 m and the flow velocities are approxi-

mately 0.02–1.2 m/s. According to the hydrodynamic properties of the river, the

Churchill formula, KRE¼ 5.02Uh�1.67 (1/d), is suitable in this river reach and thus

provides the simulated DO concentrations most comparable to the measurements.

Here, U is the flow velocity in m/s and h is the water depth in m. The general trend

of DO seasonal variation is reproduced by the model, as shown in Fig. 3.7, with R2

of 0.606 when comparing the simulated and measured DO concentrations.

Figure 3.8 shows the temporal variations of simulated and measured ammonia

and nitrate concentrations at RM5.5, and Fig. 3.9 presents the longitudinal profiles

of mean concentrations of ammonia and nitrate averaged during the summer

months May–October. The simulated and measured nitrogen concentrations agree

well, with R2 of 0.890 and 0.792 for ammonia and nitrate respectively. Measure-

ment and simulation show low concentrations of ammonia in the upper reach from

the upstream end to RM11.6. The ammonia and nitrate concentrations increase

significantly at RM38.1 and RM9.3 due to the lateral discharges from the Rock

Fig. 3.6 Zooplankton grazing rates in the downstream reaches of the Tualatin River
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Creek and Durham WWTPs. The figures show that the model can predict the

variations of instream concentrations due to lateral inputs.

Figure 3.10 compares the simulated and measured temporal variations of phos-

phate concentrations at RM26.9 and longitudinal profiles of phosphate

Fig. 3.7 Simulated vs. measured water temperature (a) and DO (b) concentrations at RM16.2 of

the Tualatin River (measurements from Doyle and Caldwell [41])
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concentrations averaged over the summer months. The overall trend of simulated

phosphate concentrations is comparable to the measurements, with R2 of 0.922. In

particular, reduction in the seasonally averaged concentration of phosphorus due to

operation of the WWTPs at peak phosphorus-removal efficiency in 1992 [24] is

presented in both measurement and simulation.

Fig. 3.8 Simulated vs. measured ammonia (a) and nitrate (b) concentrations at RM5.5
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Figure 3.11 presents the comparison of the simulated and measured phytoplank-

ton concentrations at RM5.5 and longitudinal profiles of phytoplankton biomasses

averaged during the summer months. The simulation results and the field data are in

a good agreement in the upstream locations. However, the simulated biomass in

1992 is much lower than the measurement in the downstream reaches. This may be

due to the phytoplankton growth is limited by low concentration of phosphorus

during this period. In addition, one can see that the model can predict the daily

fluctuations due to the daily growth cycle.

The comparisons of measured and simulated zooplankton biomass at RM5.5 and

other sections are presented in Fig. 3.12. The measured zooplankton concentrations

have strong seasonal and interannual variability [35], especially at downstream

Fig. 3.9 Measured vs. simulated mean ammonia (a) and nitrate (b) concentrations during May–

October
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locations. Using these calibrated grazing rates shown in Fig. 3.5, the model can

reasonably reproduce the temporally and spatially varying zooplankton biomass,

although the biomass peak at the RM5.5 during 1991 could not be observed. The

calculated and measured zooplankton concentrations agree generally well, with

R2¼ 0.747.

Fig. 3.10 Simulated vs. measured phosphate concentrations: (a) temporal variations at RM26.9

and (b) longitudinal profiles of mean values during May–October
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10.2 Model Test in the Upper Hudson River, New York

10.2.1 Study Area

The Hudson River watershed encompasses 13,400 square miles in New York,

Massachusetts, and Vermont, USA. The primary health risk of the river is the

accumulation of PCBs discharged from plants of the General Electric Company that

were located at Hudson Falls and Fort Edward. The reach is divided into the Upper

and Lower Hudson River (UHR, LHR) by the Federal Dam at Troy. The UHR is a

Fig. 3.11 Simulated vs. measured phytoplankton concentrations: (a) temporal variations at

RM5.5 and (b) longitudinal profiles of mean values during May–October

282 P. Inthasaro and W. Wu



river-reservoir system comprised of a series of eight dams and associated backwater

that extends from Fort Edward to Troy [45]. Due to the discontinuity along the

river, each of the river reaches between the dams can be studied separately. The

model developed in this study is applied to simulate the fate and transport of PCBs

in a 13.3-mile reach of the UHR extending from Schuylerville (RM181.3) to

Stillwater Dam (RM168.0), as shown in Fig. 3.13. The simulation domain is

divided into 163 cross-sections. Each section is divided into 25 vertical panels.

Fig. 3.12 Measured vs. simulated zooplankton concentrations: (a) temporal variations at RM5.5

and (b) comparison at three cross-sections
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The simulation period is from March 1977 to December 1986. The time step is

15 min. The water velocities along the simulation domain range between 0.003 and

1.4 m/s with the average velocity of 0.37 m/s over the simulation period. The travel

time is approximately 16 h. The study reach perhaps is too short to demonstrate the

capability of modeling transport of water quality constituents, but it is a good case

to test the model components of aquatic ecosystem and chemical bioaccumulation

because of the controlled boundary conditions and abundant measurement data.

Fig. 3.13 Upper Hudson River (http://www.epa.gov/hudson/slide6.gif)
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10.2.2 Model Inputs and Parameters

Discharge hydrograph from the USGS gauging station at Schuylerville and the staff

gauge readings from the New York State Department of Transportation (NYSDOT)

at the downstream location are used as boundary conditions for the hydrodynamic

simulation. The upstream inflow is the main source for the flow discharge in the

study reach. Small tributaries between Schuylerville and Stillwater are not consid-

ered in this study. Water quality of the UHR at Schuylerville and Stillwater were

surveyed by New York State Department of Environmental Conservation

(NYSDEC), and the data was reposited in STORET (STOrage and RETrieval)

which is accessible through http://www.epa.gov/storet/. The times series of water

quality constituents except phytoplankton measured at Schuylerville are used as the

upstream inputs for water quality simulation. Because phytoplankton data is not

available at Schuylerville, the phytoplankton biomass of the UHR at Waterford,

which is located downstream of Stillwater, is used as the upstream phytoplankton

loading. This substitution may contribute to errors in the model results.

The food web structure in the study reach can be divided to four trophic levels:

phytoplankton, zooplankton, forage fish, and predatory fish. From 1976 to 1985, the

New York State Department of Health (NYSDOH) conducted long-term

biomonitoring studies using caddisfly and chironomid larvae as part of the Hudson

River PCB Reclamation Demonstration Project [46]. The samplings were made in

June through September of each year. The study showed that the most abundant

taxa were chironomids and oligochaetes [45], which are used as the second trophic

level representative in this study. Fish data were surveyed and collected using

electrofishing by NYSDEC between 1970 and 1993, and weight, length, and the

number of radius of annual growth rings on scales were measured. The number of

fish caught in the Stillwater pool and the general detail of fish characteristics and

behavior are published in [45]. Fish community of the UHR is composed of more

than 30 species, which are classified into two groups: forage and predatory fish

according to diet nature. The most common forage fish species are yellow perch,

pumpkinseed fish, white sucker, golden fish, and brown bullhead. Large number of

pumpkinseed fish is annually found in the study site starting from 1980, so that it is

used as a representative for the forage fish in the model. The predatory fish species

include largemouth bass and American eel. Largemouth bass is used to represent

the predatory fish due to its general abundance.

The pathways of PCBs in aquatic organisms are the direct uptake from the water

column and the transfer through food web via predation. A challenge to developing

a modeling framework for PCB bioaccumulation is that PCBs consists of 209 indi-

vidual congeners, which exhibit varying degrees of bioaccumulation potential

[46]. The total PCB concentrations in fish were collected as part of NYSDEC

monitoring program, and measured in fish on an Aroclor basis [45]. Therefore,

the total PCBs is considered in the present model for simplicity.

The water quality model parameters in the UHR case are similar to those in the

Tualatin River case shown in Tables 3.3 and 3.4 [42]. The feeding preference of the
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UHR food web model is presented in Table 3.5. The selected model parameters

used in ecological and ecotoxicological models are shown in Tables 3.6 and 3.7.

These model parameters obtained from several literature sources, such as [2, 10,

34, 35].

10.2.3 Simulation Results

The comparisons of simulated results and field data of ammonia, nitrate, phosphate,

DO and CBOD at Stillwater are shown in Figs. 3.14 and 3.15. Because lateral

inflows from tributaries and fields are not taken into account in this study, the

simulation results largely depend on the nutrient concentrations of the upstream

input. From Schuylerville to Stillwater, the river flows mostly through suburban and

agricultural areas, and the usage of fertilizer might contribute to the measured

instream nutrient of the river. Nevertheless, the simulation results and field data

of water quality are in generally good agreement, with R2 of 0.856, 0.665, 0.495,

0.865 and 0.514 for ammonia, nitrate, phosphate, DO and CBOD, respectively.

Table 3.7 Summary of some

model parameters used for the

UHR ecotoxicological model

Species K1 (1/d) K2 (1/d) LC50 (μg/L) t1 (h)

Phytoplankton 1.0E-7 5.0E-4 1E-8 24

Zooplankton 1.0E-7 5.0E-5 31 96

Forage fish 5.0E-4 2.5E-3 2740 96

Predatory fish 7.5E-5 5.0E-3 236.4 96

Table 3.5 Preference consumption of the UHR food web model

Species Detritus Phytoplankton Zooplankton Forage fish Predatory fish

Zooplankton 0.15 0.85 – – –

Forage fish 0.15 0.25 0.5 0.1 –

Predatory fish 0.025 0.175 0.25 0.85 0.15

Table 3.6 Summary of some

model parameters used for the

UHR ecological model

Symbol Unit Value Symbol Unit Value

Kag,max 1/d 1.0 efg – 0.75

Kar,max 1/d 0.25 af – 0.45

Kam,max 1/d 0.35 bf – �0.36

ωa m/d 0.25 Wp g 525

Kzg,max 1/d 0.75 Kpb,max 1/d 0.99

Kzr,max 1/d 0.015 Kpm,max 1/d 0.002

Kzm,max 1/d 0.035 epg – 0.70

ezg – 0.7 ap – 0.33

Wf g 380 bp – �0.325

Kfb,max 1/d 0.9 Topt

C 22.5

Kfm,max 1/d 0.0015 θ – 1.072
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The simulated and measured biomass concentrations of zooplankton, forage fish

and predatory fish at Stillwater are shown in Fig. 3.16. The simulation shows annual

zooplankton biomass peaks, which may be caused by the seasonal growth of

phytoplankton. Although zooplankton in August 1983 is under-estimated, its bio-

mass concentrations estimated over 11-year simulation period are consistent with

Fig. 3.14 Simulated and measured ammonia, nitrate, and phosphate concentrations at Stillwater

(measurements from NYSDEC)

Fig. 3.15 Simulated and measured DO and BOD concentrations at Stillwater (measurements

from NYSDEC)
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the field measurements. The simulated biomasses of forage fish are comparable to

the survey data. The numerical results of the predatory fish in 1982 and 1986 are

lower than the measurements. One of the reasons is that from the field record,

American eel was caught only in 1982 and 1986, and there is no evidence to show

the cause of its nonexistence for other years. Therefore, the measured total biomass

of the top predators including largemouth bass and American eel suddenly

increases in 1982 and 1986. In addition, the initial fish biomass in 1977, which is

used for modeling setup, is only the biomass of largemouth bass. It means that there

is no American eel at the beginning of the simulation, and the model basically

simulates the biomass of largemouth bass for the entire simulation period. Without

considering American eel, the simulated results are more comparable to the mea-

surement data. Moreover, the model assumes that fish did not leave the system

because the downstream end of the study reach is the Stillwater Dam. Since the

predatory fish is considered as the top trophic level, the biomass loss depends solely

on non-predatory and gamete mortalities as well as defecation of unassimilated

food. In reality, they can be consumed by other animals, caught by humans, or leave

the system domain. These unconsidered factors may contribute to the difference

between the simulation results and measurements. Other factors include the lack of

data and uncertainties in the real nature.

Figure 3.17 compares the simulated and measured total PCB concentrations in

the water column at Stillwater, and the general trend is reproduced well by the

model. Figure 3.18 compares the simulated and measured PCB concentrations in

pumpkinseed and largemouth bass, which are used as representatives for forage and

predatory fish, respectively. The adult largemouth bass samples were collected in

Spring, while small pumpkinseed were collected in late Summer or early Fall. The

Fig. 3.16 Simulated and measured zooplankton (Zoo), forage fish (FF), and predatory fish

(PF) biomass concentrations at Stillwater (measurements from NYSDEC)
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PCB levels in pumpkinseed slowly decline from the late 1970s to 1982. Slight

fluctuation of PCB is observed after 1982. Similar to pumpkinseed, the PCB

concentrations in largemouth bass gradually decrease until 1982 and are subse-

quently steady. The results show that the model is able to predict reasonably well

the bioaccumulation of PCB in both fish species, with R2 of 0.425 and 0.373.

Fig. 3.18 Simulated and measured total PCB concentrations in fish at Stillwater (measurements

from NYSDEC)

Fig. 3.17 Simulated and measured the total PCB concentrations in water column at Stillwater

(measurements from USGS)
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11 Conclusions

An integrated one-dimensional modeling package has been developed to simulate

hydrodynamic, sediment transport, water quality, aquatic ecosystem and ecotoxi-

cology in river systems. The model simulates the temporal and spatial variations of

the concentrations of water quality constituents and biotic organisms. The simu-

lated water quality constituents include water temperature, DO, CBOD, nitrogen,

phosphorus, and conservative chemical such as chloride. The used food web

consists of four trophic levels: phytoplankton, zooplankton, forage fish, and pred-

atory fish, which undergo the biological processes of photosynthesis, grazing,

respiration, excretion, defecation, mortality, gamete, and reproduction. The model

simulates the bioaccumulation of toxic chemicals in aquatic organisms through

direct uptake from water, depuration and dietary, and takes into account the toxicity

effects through modification factors for the growth, grazing, and gamete mortality

of the organisms.

The developed model is applied to simulate water quality in the Tualatin River,

Oregon, which has high influences of lateral inputs from wastewater treatment

plants and tributary discharges. The model reproduces well the time-series concen-

trations of water quality constituents and biomass of phytoplankton and zooplank-

ton in the Tualatin River. The model is also applied to simulate the water quality,

aquatic ecosystems, as well as fate and transport of the total PCB concentrations in

the water column and aquatic organisms in the Upper Hudson River (UHR),

New York. The simulated water quality parameters, zooplankton biomass, fish

populations, and total PCBs concentrations in both forage and predatory fish are

in generally good agreement with the measurement data.

The developed model is comparable to the WASP model in terms of water

quality modeling, and has the basic features but is much simpler than the

AQUATOX model in terms of aquatic ecology and ecotoxicology modeling. It is

integrated with a well-developed model of flow and sediment transport in channel

networks. It is relatively more convenient to use in assessment of the impacts of

flood, river restoration, dam construction, morphological change, chemical spill

and etc. on river ecosystems.
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Abstract Shale gas development means the nation’s energy independence and

economic benefits in terms of employment, manufacturing, services, tax reve-

nues, local economies as well as lease and royalty payments to state and local

governments and land owners. However, there are great concerns about its

potential impacts and risks on environment, human health, and ecosystems as

evidenced by numerous reported incidents and litigation. Among the major

issues are: use of fracturing fluids that contain carcinogens and toxins; migration

of hydrocarbons, heavy metals, and radioactive substances from shale and

nearby formations that causes groundwater and surface water contamination;

substantial consumption of water for fracturing; air emissions; sedimentation;

earthquakes; explosion; and human health effects. These issues are discussed in

this chapter.

Keywords Shale gas • Hydraulic fracturing • Fracking • Hydrofracking • Water

contamination • Carcinogen • Sedimentation • Air emissions • Earthquake •

Explosion • Blowout • Migration • Fracking chemicals • Environmental impact •

Health impact

Acronyms

Bcf Billion cubic feet

CAA Clean Air Act

CERCLA Comprehensive Environmental Response, Compensation,

and Liability Act (Superfund)

CWA Clean Water Act
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ELG Effluent Limit Guide

EMC (Turbidity) Event Mean Concentration

EPACT Energy Policy Act

GAO General Accounting Office

GHG Greenhouse gas

GWPC Ground Water Protection Council

HAP Hazardous air pollutants
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IOGCC Interstate Oil and Gas Compact Commission

MMcf Million cubic feet

NETL (DOE) National Energy Technology Laboratory

NPDES National Pollutant Discharge Elimination System

NSPS New Source Performance Standards

NTU Nephelometric Turbidity Unit

NYDEC New York State Department of Environmental Conservation

OGAP Oil and Gas Accountability Project

PADEP Pennsylvania Department of Environmental Protection

PAEQB Pennsylvania Energy Quality Board

POTW Publicly Owned Treatment Works

RCRA Resource Conservation and Recovery Act

Scf Standard cubic feet

Scfd Standard cubic feet per day

SPE Society of Petroleum Engineers

STRONGER State Review of Oil and Natural Gas Environmental Regulations

SWDA Safe Water Drinking Act

Tcf Trillion cubic feet

TDS Total dissolved solids

tpd Tons per day

TSS Total suspended solids

USDOE US Department of Energy

USEPA US Environmental Protection Agency

USGS US Geological Survey

VOC Volatile organic compounds

1 Introduction

1.1 Shale Gas Basins

The lower 48 states have a wide distribution of highly organic shale, but they cannot

be economically recovered because of very tight shale formations. Hydraulic

fracturing (also known as “fracking” or “hydrofracking”) is a well stimulation

technology that creates fractures in targeted zones that improves the shale forma-

tion’s permeability and allows oil and gas to be recovered economically. Hydraulic

fracturing was developed in the late 1940s to maximize production of crude oil and

natural gas from unconventional reservoirs. But large scale, economically viable

horizontal drilling along with hydraulic fracturing began only in the 1990s.

This technology has generated the sudden appearance of a new energy source,

responsible for the decrease of U.S. petroleum imports from 60 % of domestic

consumption in 2005 to today’s 46 %. And natural gas produced from shale

formation using fracturing has become an increasingly important source in the

United States over the past decade. In 2000 shale gas accounted for only 1 % of
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U.S. natural gas production; it now accounts for 34 %. And it is projected by EIA to

be 49 % by 2035 [1].

The shift in oil and gas sources means that our energy supplies will become more

secure, and the nation will have more flexibility in dealing with crisis. It also means

that economic benefits—in terms of jobs, manufacturing and services—will register

on the ground in North America. As the use of fracturing has increased, so have the

concerns about its potential environmental and health impacts, which have gener-

ated spirited and heated debates between proponents and opponents of the use of

this technology.

There are 26 shale gas basins in the United States containing vast resources of

natural gas (Fig. 4.1), but only seven have significant shale gas production. Table 4.1

Fig. 4.1 U.S. shale gas basins. Source: Reference [2]

Table 4.1 Shale gas location

Shale gas basin Site

Marcellus Pennsylvania, New York, Ohio, and West Virginia

Haynesville Northern Louisiana and eastern Texas

Barnett Central Texas

Fayetteville Northern Arkansas and eastern Oklahoma

Antrim Upper portion of lower peninsula of Michigan

New Albany Southwest Illinois, Indiana, Kentucky

Woodford South-central Oklahoma
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shows the sites of seven shale gas basins with largest technically recoverable

resources.

Table 4.2 provides a summary of the seven major shale gas basins [2].

• Marcellus has the largest technically recoverable resources—262 trillion cubic

feet (Tcf), followed by Haynesville’s 251 Tcf.

• Marcellus Shale covers the largest area (95,000 square miles), followed by New

Albany, which is 43,500 square miles.

• The gas content varies between 40 and 350 standard cubic feet (Scf) per ton.

• The thickness of shale formation varies between 50 and 600 feet.

• The depth of base of treatable water formation varies between 300 and 1200 feet.

• The depth of the shale formation varies between 500 and 13,500 feet. These

depths are typically much deeper than the depth of treatable water formation.

The Barnett Shale Basin is the first in the United States to explore shale gas and

has the greatest accumulated shale gas production since the onset of hydraulic

fracturing, followed by Haynesville Basin and Fayetteville Basin. However, the

Marcellus Shale, which has the largest reserves, ranks only fourth in accumulated

production because Marcellus’ drilling only began in 2004. But the Marcellus shale

now accounts for 26% of the total shale gas production in the United States and ranks

first in the average daily production (7.4 billion cubic feet per day as of July 2012).

1.2 Horizontal Wells and Hydraulic Fracturing

The casing of the gas wells, whether it is vertical or horizontal, is accomplished in

multiple phases from the largest diameter casing to the smallest as shown in

Fig. 4.2 [3].

There is no one-size-fits-all technological routine for drilling and fracturing

because of the wide variation in the different basin characteristics. For instance,

different service providers use different wellbore diameters and lengths tailored to

different depths and thicknesses of shale formation. The drilling and fracturing

details described below by Fracfocus.org [4] is an illustrative, design example.

The first phase involves the setting of the conductor casing (26 inch diameter,

40 feet deep). The purpose of this casing is to prevent the sides of the hole from

caving into the wellbore. After the conductor casing string is set in place, drilling

continues inside the conductor casing string to a depth below the lowest

groundwater zone.

Next, a wellbore (171/2 inch diameter, 2,000 feet deep) is drilled. Surface casing

(133/8 inch diameter) is then run from the surface to just above the bottom of the

hole. Cement is pumped down the inside of the casing, forcing it up from the bottom

of the surface casing into the space between the outside of the casing and the

wellbore. This space is called the annulus.

Once a volume of cement sufficient to fill the annulus is pumped into the casing,

fresh water is then pumped into the casing until the cement begins to return to the
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surface in the annular space. The cementing of casing from bottom to top using this

method is called circulation. The circulation of cement behind the surface casing

ensures that the entire annular space fills with cement from below the deepest

groundwater zone to surface. The surface casing depth wholly covers the fresh

water zone, at least 50 feet below the deepest fresh water zone.

Once the surface casing is set and the cement has time to cure, the wellbore

(9 inch diameter, at least 200 feet of cement above the shallowest formation capable

of contaminating fresh water) is drilled down to next zone where casing will be set.

This casing is the intermediate casing.

Fig. 4.2 Drilling and fracturing. Source: Reference [3]
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Combined, the surfacing casing and intermediate casing should have at least

250 feet of water-tight cement between water formation and anything that can cause

contamination.

After the intermediate casing string is set, the well is drilled (83/4 inch diameter,

5,000 to 7,000 feet long, depending on the geology the formation) to the target

formation. This ensures a third layer of protection across the fresh water zones.

A special directional drill is used at the center line of the shale gas layer, called

the kickoff point, while the wellbore turns 90
 and begins the horizontal drilling. It

takes 900 feet to achieve a complete transition from vertical well to horizontal well

at 10
 per 100 feet of horizontal length. Another string of pipe (usually 51/2 inches

in diameter called production tubing is run through the vertical production casing

and extends in a horizontal direction.

A special perforation gun is inserted in the production tube and pierces through

the tube wall to create a number of holes through which the high-pressure fracking

fluids will ultimately pass through the wells and penetrate the shale formation

around the tubing to create fractures in the shale layer.

1.3 Water Use

Water is needed to drill and to create fractures in the shale gas zone. And the

amounts of water vary from well to well, and from play to play. The estimated water

usage estimations are shown in Table 4.3 [3] and Table 4.4 [5].

Table 4.5 shows the water use efficiency in four shale gas plays [5].

1.4 Fracking Fluid and Chemicals

A typical water-based fracturing fluid that is used for shale gas production contains

99.5 % water and proppants, with proppants making up anywhere between 0 and

10 % of the 99.5 %. The rest (0.5 %) are additives that perform essential tasks

during different stages of fracturing such as cleanup, formation stabilization,

surface tension reduction, corrosion prevention, etc.

Table 4.3 Estimated water needs for drilling and fracturing

Shale gas

play

Volume of drilling water

per well (gallons)

Volume of fracturing

water per well (gallons)

Total volume of water

per well (gallons)

Barnett 400,000 2,300,000 2,700,000

Fayetteville 60,000 2,900,000 3,060,000

Haynesville 1,000,000 2,700,000 3,700,000

Marcellus 80,000 3,800,000 3,880,000

Note: These volumes are approximate and may vary substantially between wells

Source: Reference [2]
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Table 4.6 shows the function of each additive [2].

1.4.1 Proppants

The purpose of a proppant is to prop open a hydraulic fracture. An ideal proppant

should produce maximum permeability in a fracture. Fracture permeability is a

function of proppant grain roundness, proppant purity, and crush strength.

1.4.2 Gelled Fluids

Water alone is not always adequate for fracturing certain formations because its low

viscosity limits its ability to transport proppant. In response to this problem, the

industry developed gel fluids, which have higher viscosity. Gellant selection is

based on formation characteristics such as pressure, temperature, permeability,

porosity, and zone thickness.

Table 4.5 Water use efficiency in natural gas plays

Avg. water use

per well

(million

gallons)

Est. avg. natural gas

over lifetime (billion

cubic feet)

Energy from

production per

well (trillion Btu)

Water use

efficiency

(gallons per

million Btu)

Marcellus 5.6 5.2 5.35 1.05

Haynesville 5.6 6.5 6.68 0.84

Barnett 4.0 3.0 3.08 1.30

Fayetteville 4.9 2.6 2.67 1.84

Source: Reference [5]

Table 4.4 Alternate estimated water needs for drilling and fracturing

Shale play

Average drilling water

use per well (gallons)

Average fracking water

use per well (gallons)

Total average water use

(million gallons per well)

Gas shale play (dry gas)

Barnett 250,000 3,800,000 ~4.0

Fayetteville 65,000 4,900,000 ~4.9

Haynesville 600,000 5,000,000 ~5.6

Marcellus 85,000 5,500,000 ~5.6

Liquid shale play (gas, oil, condensate)

Eagle Ford 125,000 6,000,000 ~6.1

Source: Reference [5]
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1.4.3 Breakers

Breaker fluids are used to degrade the fracturing fluid viscosity, which helps to

enhance post-fracturing fluid recovery, or flowback. Breakers can be mixed with the

fracturing fluid during pumping, or they can be introduced later as an independent

fluid.

1.4.4 Acids

Acids are used in limestone formations that overlay or are inter-bedded within

formation to dissolve the rock and to create a conduit through which formation

water and methane can travel. In addition, acid can be used to clean up perforations

of the cement surrounding the well casing prior to fracturing fluid injection. Acids

may also be used as a component of breaker fluids. Acids are corrosive, and can be

Table 4.6 Fracturing fluid additives

Additive type Main component Function

Diluted acid

(15 %)

Hydrochloric acid or

muriatic acid

Help dissolve minerals and initiate cracks in the

rock

Biocide Glutaraldehyde Eliminates bacteria in the water that produce cor-

rosive byproducts

Breaker Ammonium persulfate Allows a delayed breakdown of the gel polymer

chains

Corrosion

inhibitor

N-Dimethyl formamide Prevent the corrosion of the pipe

Crosslinker Borate salts Maintains fluid viscosity as temperature increases

Friction

reducer

Polyacrylamide, mineral

oil

Minimizes friction between the fluid and the pipe

Gel Guar gum or

hydroxyethyl cellulose

Thickens the water in order to suspend the sand

Iron control Citric acid Prevents precipitation of metal oxides

KCl Potassium chloride Creates a brine carrier fluid

Oxygen

scavenger

Ammonium bisulfite Removes oxygen from the water to protect the

pipe from corrosion

pH adjusting

agent

Sodium or potassium

carbonate

Maintains the effectiveness of other components,

such as crosslinkers

Proppant Silica, quartz sand Allows the fractures to remain open so the gas can

escape

Scale

inhibitor

Ethylene glycol Prevents scale deposits in the pipe

Surfactant Isopropanol Used to increase the viscosity of the fracture fluid

Note: The specific compounds used in a given fracturing operation will vary depending on

company preference, source water quality, and site-specific characteristics of the target formation.

The components shown above are representative compounds used in hydraulic fracturing

Source: Reference [2]
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extremely hazardous in concentrated form. Acids are substantially diluted with

water-based fluids prior to injection into the subsurface.

1.4.5 Biocides

One hydraulic fracturing design problem that arises when using organic polymers in

fracturing fluids is the incidence of bacterial growth within the fluids. Due to the

presence of organic constituents, fracturing fluids provide a medium for bacterial

growth. As the bacteria grow, they secrete enzymes that break down the gelling

agent, which reduces the viscosity of the fracturing fluid. Reduced viscosity trans-

lates into poor proppant placement and poor fracturing performance. To alleviate

this degradation in performance, biocides, bactericides, or microbiocides are added

to the mixing tanks with the polymeric gelling agents to kill any existing

microorganisms.

1.4.6 Friction Reducers

To optimize the fracturing process, water-based fluids must be pumped at maxi-

mum rates and fluids must be injected at maximum pressures. Increasing flow

velocities and pressures in this manner can lead to undesirable levels of friction

within the injection well and the fracture itself. In order to minimize friction,

friction reducers are added to water-based fracturing fluids.

1.4.7 Acid Corrosion Inhibitors

Corrosion inhibitors are required in acid fluid mixtures because acids will corrode

steel tubing, well casings, tools, and tanks. These products can negatively affect the

liver, kidney, heart, central nervous system, and lungs.

Service companies have developed a number of different fluids and treatment

methods to more efficiently induce and maintain permeable and productive frac-

tures. The required characteristics are:

• Be viscous enough to create a fracture of adequate depth

• Maximize fluid travel distance to extend fractured length

• Be able to transport large amounts of proppants into fracture

• Require minimal gelling agent to allow for easier degradation to reduce cost

The compositions of these fluids, tailored to the specific properties of each shale

formation and each well, vary significantly. Each type of fracturing fluid has unique

characteristics, and each possesses its own positive and negative performance traits.
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2 Water Contamination

Shale gas development poses risks to the water due to contamination of surface

water and groundwater. The number one issue with regard to water contamination

is flowback water and produced water. About 15–40 % of the water that is used to

fracture the shale formation returns to the surface which is called flowback water.

Produced water is the water produced during the shale gas production phase. It is

difficult to differentiate between flowback water and produced water.

The contaminant may include drill muds and cutting, chemicals, salts, metals,

hydrocarbons, fracturing fluids, and dissolved hydrocarbons.

Contamination can occur through spills, pipeline breaks, leaks from storage

ponds, leaks or overflow from pits or tanks that store wastewater leading to soil

contamination, or leaks of diesel or other fuel used to power the compressors. This

can result from inadequate drilling practice (casing, cementing, and completion);

inadequate transport or treatment of waste waters; equipment failure; spills of

chemicals and flowback water; human errors; or migration of methane from

lower rock formation.

2.1 Contaminants

The contaminant compositions vary, depending on formation, fracking fluids, and

drilling/fracturing routines, and are site specific. Table 4.7 shows typical flowback

water analysis for Marcellus shale in northeastern Pennsylvania [6]. The chloride,

sodium, total dissolved solids, and total suspended solids are very high.

Table 4.8 shows how the flowback water compositions vary with the total

dissolved solids concentration [6]. The composition of each component increases

with increasing dissolved solids concentration.

2.2 Chemicals of Concern

One concern about fracking is that the fracking fluids used to fracture rock

formations contain numerous chemicals that could harm human health and the

environment, especially if they enter drinking water supplies.

In the last session of Congress, the Committee on Energy and Commerce

launched an investigation to examine the practice of fracking in the United States.

The Committee asked 14 leading oil and gas service companies to disclose the types

and volumes of the fracking fluids they used between 2005 and 2009 [7]. Between

2005 and 2009, the 14 companies used more than 2,500 fracking products
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containing 750 chemicals and other components, including 17 that are carcinogens

or Safe Water Drinking ACT (SWDA) regulated chemicals (Table 4.9).

The impact of these chemicals on human health will be discussed in a later

section.

2.3 Treatment of Flowback Water

There is a high incentive to reuse these waters for the next fracturing job because of

reduced transportation, procurement, water demand, and disposal cost for the

operators. However, the flowback water has presence of:

Table 4.7 Typical analysis

of flowback water for

northeastern Pennsylvania

Parameter Typical analysis

pH 6.0

Aluminum, mg/L 3.0

Barium, mg/L 6,500

Calcium, mg/L 18,000

Chloride, mg/L 116,900

Iron, mg/L 60

Lithium, mg/L 150

Magnesium, mg/L 1,300

Manganese, mg/L 5.0

Sodium, mg/L 48,000

Strontium, mg/L 4,000

Sulfate, mg/L 130

Total dissolved solids, mg/L 195,000

Total suspended solids 1,200

Total hardness (as CaCO3), mg/L 54,500

Source: Reference [6]

Table 4.8 Contaminant composition for samples with different dissolved solids

Component

Low dissolved

solids

Moderate dissolved

solids

High dissolved

solids

Barium, mg/L 2,300 3,310 4,300

Calcium, mg/L 5,140 14,100 31,300

Iron, mg/L 11.2 52.5 134.1

Magnesium, mg/L 438 938 1,630

Manganese, mg/L 1.9 5.17 7.0

Strontium, mg/L 1,390 6,830 2,000

Total dissolved solids,

mg/L

17,941 49,416 90,633

Total hardness, mg/L as

CaCO3

69,640 175,268 248,428

Source: Reference [6]
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• Salt that causes fouling of heat exchangers and membranes

• Total dissolved solids (TDS) that interfere with the functioning of friction

reducers

• Total suspended solids (TSS) and bacteria that cause down hole plugging

• Metal (Barium, Strontium), sulfates, and carbonates that form precipitates

Flowback water management options include injection wells, treatment (onsite

or offsite), recycling for reuse, or disposal. Table 4.10 shows the current produced

water management options for four shale gas plays.

Produced water is typically produced for the lifespan of a well, although

quantities vary significantly by well and by play. For the purpose of this treatment

technology discussion, produced water includes all water that is returned to the

Table 4.9 Chemicals of

concern: carcinogens;

SDWA-regulated chemicals

Chemical component Chemical category

Di (2-ethylhexyl) phthalate SDWA, carcinogen

Benzene SDWA, carcinogen

Diesel SDWA, carcinogen

Lead SDWA, carcinogen

Acrylamide SDWA, carcinogen

Nitrilotriacetic acid Carcinogen

Acetaldehyde Carcinogen

Ethylene oxide Carcinogen

Propylene oxide Carcinogen

Formaldehyde Carcinogen

Sulfuric acid Carcinogen

Thiourea Carcinogen

Benzyl chloride Carcinogen

Naphthalene Carcinogen

Ethylbenzene SDWA

Copper SDWA

Toluene SDWA

Source: Reference [7]

Table 4.10 Options for produced water management

Shale gas play Technology Availability

Barnett Shale Injection wells Commercial and non-commercial

Recycling On-site treatment and recycling

Fayetteville Shale Injection wells Non-commercial

Recycling On-site recycling

Haynesville Shale Injection wells Commercial and non-commercial

Marcellus Shale Injection wells Commercial and non-commercial

Treatment and discharge Municipal wastewater treatment facilities

Recycling On-site recycling

Source: Reference [2]
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surface (flowback water) through a well borehole and is made up of water injected

during the fracture stimulation process, as well as migrated natural formation water.

The feasibility of produced water reuse is dependent on:

• Quantity of the produced water generated during the first few weeks after

stimulation

• Duration in time of produced water generation and how it declines over time

• Quality of the produced water

The TDS concentrations vary tremendously depending on the type of water:

brackish water (5,000–35,000 mg/L TDS), saline water (35,000–50,000 mg/L

TDS), brine water (50,000–150,000+mg/L TDS).

TDS, TSS, the larger suspended particulate in water, scale-causing compounds

(calcium, magnesium, barium, sulfate), and bacteria growth all have a major effect

on the feasibility of reusing produced water.

The objectives of produced water treatment are oil/grease removal, scale control,

suspended solids removal, and brine volume reduction. To achieve beneficial use of

produced water it is often necessary to use more than one unit process for each

objective. The required unit processes for beneficial use vary from well to well and

play to play.

Table 4.11 shows a brief description of well-established unit processes for

produced water treatment. Other less well-established technologies are available

[8–11].

2.4 Water Management Technologies

The management and technology options for produced water treatment vary

depending on geological characteristics, shale layer formation, fracturing fluids

used, site specific considerations, and preferences of the service company involved.

What follows is how Marcellus Shale in Pennsylvania, the basin with the largest

reserves and the highest average shale gas daily production, now accounting for

26 % of total shale gas production in the United States, manages the technology

options [13].

2.4.1 Underground Injection

All of the shale gas plays employ injection wells as a primary means of disposal.

But few, if any, onsite injection wells are used in Pennsylvania or New York, nor

are there any commercial disposals wells used for Marcellus Shale flowback and

produced water located in these states because of the lack of geological formation

suitable for injection.
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Table 4.11 Established produced water treatment processes

Unit process Process description

Oil removal

API separator The separator is designed to separate oil from water. It is useful as a

first-line treatment process. Oil is mechanically collected as a floated

material; a variant of the process uses corrugated plates to collect oil.

Sand bed filter A bed of sand or walnut shell granular media that is at least four feet

deep in a vertical tank.

Hydrocyclone A cylindrical construction with tangential inlet(s) causes the entering

fluid to follow a circular path around the wall of cyclone. Rotation of

fluid generates a centrifugal force that causes heavier solids to move

toward the wall; lighter material to move toward the center. And the

light oil is rejected from the process.

Induced gas flotation Fine gas bubbles are generated and dispersed in a chamber to suspend

particles which ultimately rise to the surface forming a froth layer.

The foam contaminating the oil is skimmed from the surface.

Ultrafiltration and

microfiltration

Ultrafiltration is a membrane process that is capable of retaining

solutes as small as 3.6� 10�24 lb

Primary treatment

Sedimentation A long retention time tank or pond designed to establish quiescent

conditions for settling particulates.

Multimedia sand filter Consist of a bed of stratified granular materials designed to achieve

removal of particle matter.

Cartridge filter Process is comprised of a tube support system that holds filter car-

tridges. Often used as a pretreatment device. Water is pumped

through the filter.

Secondary treatment

Biological treatment A number of biological processes have the capability to degrade

dissolved oils, volatile acids, and other soluble organics to carbon

dioxide.

Activated carbon A fixed bed column that promotes the adsorption of organic com-

pounds on the surface carbon media as the water passes through the

column.

Iron removal

Aeration and

sedimentation

Water is aerated, settled in a sedimentation tank and filtered. Soluble

iron Fe+++ is oxidized to Fe++ which forms an insoluble iron hydrox-

ide precipitate. The oxidized iron floc is then removed by sedimen-

tation and/or filtration.

Lime soda ash

softening

Hydrated lime or caustic soda is added to produce water to adjust the

pH to above 10.

Ion exchange A process based on the exchange of ions between water and resin. For

example, zeolite resins exchange sodium ions for calcium and mag-

nesium ions that cause hardness in the water.

Desalination

Reverse osmosis A membrane process capable of separating chemicals (solute) from an

aqueous solution by forcing the water through a semipermeable

membrane by applying pressure greater than the osmotic pressure of

the solute.

(continued)
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Where injection is available (e.g., at other shale gas plays and in portions of Ohio

or West Virginia), the injection wells can be either onsite wells operated by the gas

producer or offsite third-party commercial disposal wells. Flowback and produced

water are delivered by tank truck and are transferred into storage tanks. The

flowback and produced water are then injected into a deep formation that has

sufficient porosity and injectivity to accept the water.

2.4.2 Discharge to Surface Water Body

Many types of industrial wastewater are discharged to streams, rivers, and other

surface water bodies. Permission to discharge wastewater is granted through

National Pollutant Discharge Elimination System (NPDES) permits issued by

state agencies. However, discharging flowback or produced water directly from a

well site presents various challenges.

First, the water typically contains high levels of TDS and other constituents that

would require treatment. In response to concerns over flowback and produced water

discharge, the Pennsylvania Department of Environmental Protection (PADEP) in

April 2009 proposed a new strategy that would add effluent standards for oil and gas

wastewaters of 500 mg/L for TDS, 250 mg/L for sulfates, 250 mg/L for chlorides,

and 10 mg/L for total barium and total strontium. On May 17, 2010, the Pennsyl-

vania Environmental Quality Board (PAEQB) approved amendments—the new

discharge requirements—to the Pennsylvania regulations [14].

The amendments state that no discharge of oil and gas wastewater can be made

directly from an oil and gas sites to surface waters. Oil and gas wastewater can be

sent to either a commercial industrial wastewater treatment plant or to a publicly

owned treatment works (POTW).

Second, the USEPA has adopted national discharge standards for many indus-

tries, known as effluent limitations guidelines (ELG). The ELG for the oil and gas

industry are promulgated at 40 CFR Part 435 (Title 40, Part 435 of the Code of

Federal Regulations).

Table 4.11 (continued)

Unit process Process description

Vapor compression

distillation

The process includes a multi-effect evaporator that uses a compressor

to pull a vacuum on the vessel that induces the boiling of water at

lower temperatures.

Freeze thaw

evaporation

A process that combines the natural processes of freezing and evap-

oration to provide driving forces for the demineralization of produced

water.

Electrodialysis An electrically-driven membrane separation process that is capable of

separating, concentrating, and purifying selected ions from an aque-

ous solution.

Source: Reference [12]

4 Hydraulic Fracturing and Shale Gas Impacts 309



2.4.3 Haul to POTWs

Prior to the recent rapid development in the Marcellus Shale region, oil and gas

development activities in the region generated relatively small volumes of pro-

duced water. Some POTWs accepted limited quantities of produced water from oil

and gas operators. The produced water was trucked from tanks or pits at the well

site and discharged into the treatment facility. The treatment processes found at

most POTWs are designed to remove suspended solids and biodegradable mate-

rials, but not salinity or TDS.

As the Marcellus Shale development grew in popularity, operators sought

permission to bring more truckloads of salty flowback and produced water to the

treatment plants. The increased input of TDS resulted in increased levels of TDS in

the discharge. The amendments to the PADEP discharge regulations place restric-

tions on the volume of flowback and produced water that POTWs can accept.

2.4.4 Haul to Commercial Industrial Wastewater Treatment Plant

Several Pennsylvania companies have provided wastewater disposal services to the

oil and gas community for many years. As the volume of flowback and produced

water has increased rapidly over the past few years, new commercial disposal

companies are opening their doors.

The amendments include an important provision relating to existing commercial

industrial disposal companies. Any commercial industrial disposal company with a

valid NPDES permit is allowed to continue discharging at the permitted levels until

such time as the facility seeks an increase in discharge allowance.

2.4.5 Reuse for a Future Fracking Job

Gas companies are interested in finding water to use in fracking jobs and in

managing the subsequent flowback and produced water from those wells in ways

that minimize costs and environmental impacts. One way to accomplish this goal is

to collect the flowback water and reuse it for fracking fluids in other wells. Several

gas companies are currently using this approach.

The amendments to the PADEP discharge regulations also include a requirement

that any oil and gas wastewater having TDS of less than 30,000 mg/L cannot be

discharged; it must be recycled and reused.

The chemical composition of fracking fluids is designed to optimize the perfor-

mance of the fracking. Generally, the TDS concentration in flowback and produced

water is higher than the desired TDS range for new fracking fluids. Several

Marcellus Shale operators start with flowback and produced water and blend it

with enough freshwater from some other sources to reduce TDS and other constit-

uents so they fall within an acceptable concentration range.
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2.5 Water Management Options Used by Selected Operators

Many options are currently being employed to manage flowback and produced

water by service providers. Most of the operators are recycling some or all of their

flowback and produced water. The flowback and produced water that is not being

recycled is hauled offsite to POTWs, commercial wastewater disposal facilities, or

commercial injection wells.

2.5.1 Chesapeake Energy

Chesapeake Energy conducts ongoing research to identify environmentally safer

methods of byproduct management. At various locations, Chesapeake has

transported flowback and produced water offsite to a commercial wastewater

disposal company, transported it offsite to a sewage treatment plant, and has treated

the water for reuse. The company reuses 100 % of its flowback water in some wells.

2.5.2 Range Resources

Range Resources is trying to reuse 100 % of its flowback, production brine, and

drill pit water. The only processes involved are settling and dilution. Working

backwards from the well performance it sees that it gets just as good of a result

with diluted reuse water.

2.5.3 EQT

EQT reuses all of its flowback water without treating it. Flowback water is trucked

to the next well location where it is blended with freshwater. Some of the ongoing

produced water is hauled to a commercial disposal facility in West Virginia, while

other produced water is hauled to a commercial disposal well in Ohio.

2.5.4 East Resources

East Resources recycles all of its produced water and drilling pit fluids into fracking

fluids used in other wells. The produced water is not treated for TDS but is blended

with freshwater. East Resources generally gets 18–20 % of the water back to the

surface. The company is looking at alternate sources of freshwater such as mine

water, produced water from shallow formations, and treated POTW effluent.
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2.5.5 BLX

BLX is a small producer and does not drill as many wells as some larger companies.

Therefore, the treatment of water for reuse does not work for them because of the

length of time between fracking jobs. BLX has hauled water to another site, if

available. The rest of the water goes to a disposal well, a sewage plant in New

Castle, Pennsylvania, or one of the offsite commercial disposal facilities.

2.5.6 Norse Energy

Norse Energy operates in New York and currently has only one operating Marcellus

well. For its existing Marcellus well, Norse has disposed of fluid at two facilities

located in Warren, Pennsylvania and Franklin, Pennsylvania. Norse is looking at

additional disposal sites in the Williamsport, Pennsylvania, area for future wells.

Trucking costs are a major portion of the total disposal cost. Norse would also

consider transporting the flowback and produced water to a sewage treatment plant,

if available, in order to reduce transportation costs.

3 Migration of Water and Gas

There have been heated debates regarding fluid migration from shale formations to

water aquifers.

As shown in Table 4.12 the depth of the aquifer (i.e., the depth to the base of

treatable water) for four major shale gas basins are between 400 and 1,200 feet, and

the depth of the shale formations are between 4,000 and 13,500 feet.

The estimated distances between shale formation and base of treatable water

(between 2125 and 13,100 feet) are considered by many as safe as far as aquifer

contamination is concerned. It is safe until some unexpected events emerged,

however.

Rex Tillerson, the Chairman and CEO of Exxon/Mobil, declared [16] at a

congressional hearing in 2010:

Table 4.12 Depth of treatable water and shale formation

Shale play

Depth to base of

treatable water (feet)

Depth to

shale (feet)

Distance between shale and

base of treatable water (feet)

Marcellus 850 4,000–8,500 2,125–7,650

Haynesville 400 10,500–13,500 10,100–13,100

Barnett 1,200 6,500–8,500 5,300–7,300

Fayetteville 500 1,000–7,000 5,600–6,500

Source: Reference [15]
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“There have been over a million wells hydraulically fractured in the history of the industry,

and there is not one – not one – reported case of a freshwater aquifer having ever been

contaminated.”

Lisa Jackson testified [17] under oath before the House Committee on Oversight

and Government Reform, answering questions before Senator James Inhofe, Rank-

ing Member on the Senate Committee on Environment and Public Health:

“I am not aware of any proven case where the fracking process had affected water, although

there are investigations ongoing.”

For decades, oil and gas industry executives as well as regulators have

maintained that hydraulic fracturing has never contaminated underground drinking

water.

As a matter of fact, there is a cause-effect link between fracturing and contam-

ination. USEPA published a report in 1987 [18] concluding that fracking fluids

migrated from drilled wells into aquifers. The USEPA Administrator Lisa Jackson

was either unaware of the conclusion of USEPA’s own report 25 years ago (see

below, EPA 1987 Report) or trying to avoid the fact when she testified before the

House Committee.

3.1 Three USEPA Reports

3.1.1 USEPA 1987 Report

In 1982, Kaiser Gas Co. drilled and hydraulically fractured a natural gas well on the

property of Mr. James Parson in Jackson County, West Virginia. A year and a half

after Kaiser fractured the gas well Parson’s well water became polluted.

The well was fractured using a typical fracturing fluid—gel. The residual

fracturing fluid migrated into Mr. Parson’s water well, according to an analysis of

well samples taken from the property by the West Virginia Environmental Health

Services Lab. Dark and light gelatinous fracturing fluid was found. The gel found in

the water is consistent with contamination from hydraulic fracturing fluid [19].

USEPA investigated the case and published a report [18]. The report concluded

that the fracking fluids did indeed migrate from drilled wells into aquifers. The

USEPA stated in the report that fractures can be produced, allowing migration of

native brine, fracturing fluid, and hydrocarbon from the oil and gas well to nearby

water wells. This finding contradicts what the industry has been saying for years. It

also showed that fractures from one well could spread unpredictably and were

known to have caused fracturing fluid to migrate into other nearby natural gas and

oil wells [19].

The USEPA pointed out at the time that one of the biggest problems for

researchers has been that the oil and gas industry often reaches sealed settlements

with the people whose drinking water was rendered undrinkable, so documentation
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is under wraps. The result is that the public, including scientists and regulators, is

prevented from learning about cases where groundwater has been contaminated.

These findings also contradict another USEPA report (see below, USEPA 2004
Report) with the conclusion that hydraulic fracturing in coal bed methane natural

gas wells posed no risks to underground water supplies.

3.1.2 USEPA 2004 Report

Citizens living near coal bed methane production using hydraulic fracturing

expressed concern about contaminated drinking water wells. The USEPA has

contacted and been contacted by citizens who believed their water wells were

affected by coalbed methane production in San Juan Basin (Colorado and New

Mexico), Black Warrior Basin (Wyoming and Montana), Central Appalachian

(Alabama), and Powder River Basin (Virginia and West Virginia).

The drinking water contamination incidents and complaints of citizens are many,

including:

• Methane gas seeped into the river

• Pump house door was blown off because of a methane explosion

• In addition to methane there are hydrogen sulfide, anaerobic bacteria, grass and

trees turning brown

• Water flow decreased

• Water wells producing more and more gas with milky white water

• Water with odor, globs of black, jelly-like grease, and smelling of petroleum

• Soap bubbles (used in fracturing) flowing from residential household fixtures

• Fluids drained from fracturing sites with soap bubbles in the water—killing all

animal and plant life in its path

• Water with dark black suspended sediments

• Water supplies diminishing or drying up entirely

• Etc.

Most of the residents said that their complaints to the state usually resulted in

investigation without resolution. Some residents mentioned that the gas companies

were providing them with water to compensate for the contamination or loss of their

drinking water wells. However, the residents said that this was not adequate

compensation for the impacts, or loss of, their private drinking water supplies.

Responding to the complaints, USEPA undertook a study and issued a

report [20].

The report concluded that the injection of hydraulic fracturing fluids into

coalbed methane wells posed little or no threat to drinking water and did not justify
additional study at that time. Although potentially hazardous chemicals could be

introduced into drinking water when fracturing fluids are injected into coal seams

that lie within the drinking water, the risk posed to drinking water by introduction of

these chemicals was reduced significantly by groundwater production and injected
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fluid recovery, combined with the mitigating effects of dilution and dispersion,

adsorption, and potentially biodegradation.

Inexplicably, the USEPA failed to mention in this 2004 report the contradictory

conclusions of the USEPA 1987 report. In the debate over these risks, USEPA and
Congress have never cited the USEPA 1987 report.

The report’s conclusion—no confirmed case of linking hydraulic fracturing to

contaminating drinking water wells—was used by the Bush Administration to

justify exemption of hydraulic fracturing from the SDWA oversight as part of

Energy Policy Act 2005.

Criticism for the 2004 Report

The 2004 report whitewashed industry and was dismissed by experts as superficial

and politically motivated [21].

The review board for the USEPA 2004 study consisted of seven independently

appointed professionals, and five of the seven “deciders” came directly from the

ranks of the oil and gas industry itself. No qualified, experienced professionals

employed by the USEPA were included on the peer review team [22].

The 2004 USEPA study has been labeled “scientifically unsound” by USEPA

whistleblower Weston Wilson. In an October 2004 letter to Colorado’s Congres-

sional delegation, Wilson recommended that the USEPA continue investigating

hydraulic fracturing and form a new peer review panel that would be less heavily

weighted with members of the regulated industry.

In March of 2005, USEPA Inspector General Nikki Tinsley found enough

evidence of potential mishandling of the USEPA hydraulic fracturing study to

justify a review of Wilson’s complaints [23].

There were two versions of the study, a draft version and a final version. The

differences between the two versions were controversial and at times the two

versions contradicted each other. For instance, the draft version included water

samples from Fruitland aquifer in San Juan Basin of Colorado and New Mexico,

which showed evidence of residual contamination from previous fracturing treat-

ments. However, this information was deleted from the final study.

The Oil and Gas Accountability Project conducted a review [24] of the USEPA

study and found that the USEPA removed information from earlier drafts that

suggested unregulated fracturing poses a threat to human health, and that the

Agency did not include information suggesting that fracturing fluids may pose a

threat to drinking water long after drilling operations are completed.

New Study

On June 9, 2009 Senators Bob Casey (D-PA) and Charles Schumer (D-NY), and

Representatives Dianna DeGette (D-CO), Jared Polis (D-CO), and Maurice

Hinchey (D-NY), introduced bills in the Senate and House to close the
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“Halliburton Loophole” (see Box 4.1) in the SWDA. Local governments

expressed support for ending the loophole. This time Congress demanded a trans-

parent peer-reviewed process.

Box 4.1 Halliburton Loophole

Halliburton developed hydraulic fracturing in the 1940s and remains one of

three largest manufacturers of fracturing fluids. Dick Cheney served as CEO

(1995–2000) of Halliburton just before joining the Bush Administration in

2001. Cheney convened a secret energy task force in his second week in

office as Vice President.

The task force recommended, among others, exemption of hydraulic

fracturing from the SWDA oversight. The Energy Policy Act 2005, crafted

by Cheney, amended SWDA so that it no longer applied to hydraulic frac-

turing. Congress passed an amendment of SWDA in 2005 and officially

exempted hydraulic fracturing.

The exemption from SWDA oversight has become known as “Halliburton

Loophole” because it is widely perceived to have come about as a result of the

efforts of then Vice President Dick Cheney.

The Halliburton loophole authorized oil and gas drillers, exclusively, to

inject known hazardous materials—unchecked—directly into or adjacent to

underground drinking water supplies. It passed as part of Bush Administra-

tion’s Energy Policy Act 2005.

The study came at the behest of Democratic lawmakers who inserted language

into the agency’s fiscal year 2010 spending bill that directed the USEPA to conduct

the study.

3.1.3 USEPA 2011 Report

Domestic well owners near the Town of Pavillion, Colorado, complained about

smells, tastes, and adverse changes in the quality of the water quality coming from

their domestic wells and petitioned the USEPA in 2008, asking the agency to

investigate whether groundwater contamination existed, its extent, and possible

sources. In response to the petition, USEPA sampled 39 individual wells, collecting

data to assess groundwater conditions and to evaluate potential threats to human

health and environment.

On December 8, 2011, the USEPA issued a draft report on its investigation

[25]. The USEPA identified certain constituents in groundwater above the produc-

tion zone of the Pavillion natural gas well that were consistent with some of the

constituents used in natural gas operation, including the process of hydraulic
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fracturing. In its report, the USEPA claimed that its approach to the investigation

best supported the explanation that inorganic and organic compounds associated

with hydraulic fracturing had contaminated the aquifer at or below the depths used

for domestic water supply in the Pavillion area. The USEPA also stated that gas

production activities had likely enhanced the migration of natural gas into the

aquifer and migration of gas to domestic wells in the area. Because the draft report

linked groundwater contamination to activities related to hydraulic fracturing

during natural gas production in the area, it raised concerns about hydraulic

fracturing in general. Organizations representing portions of the natural gas indus-

try and other stakeholders took issue with some of the findings in the draft report,

and questioned the scientific validity of the USEPA’s contention. On December

14, 2011 the USEPA began a 45-day public comment period (which was later

extended until January 15, 2013) for the draft report. Additionally, the report will be

peer-reviewed by a panel of independent scientists.

3.2 Methane Contents in Water

Methane concentrations in groundwater for the 170 wells in West Virginia ranged

from not detected to 68.5 mg/L. Methane was detected in 131 of 170 of wells of

these wells and was present in concentrations greater than 28 mg/L (a dangerous

level) in 13 of these wells. That is, 77 % of the wells were found to be detectable,

but dangerous concentrations only occurred in about 8 % of these wells. Another

13 wells had methane concentrations ranging from 11.9 to 14.3 mg/L; 32 wells had

concentrations ranging from 1.00 to 10.00 mg/L; and 73 wells had detectable

methane concentration less than 1.00 mg/L. Methane was detected in 43 of

47 counties sampled, but methane concentrations exceeding 10 mg/L were found

in only 11 counties [26].

3.3 Three Controversial Research Papers

Three research papers on migration generated heated debates.

3.3.1 Osborn et al. 2011

A paper was published in the Proceedings National Academy of Science (PNAS) by

Stephen Osborn [27] on methane contamination of drinking water. It was observed

that dissolved methane concentrations in water from the 34 wells located more than

1 km from fracking operations averaged about 1.1 mg/L. But in water taken from

26 wells within 1 km, methane concentrations averaged 19.2 mg/L. It strongly
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suggested that drilling could lead to elevated methane concentration to at least some

nearby drinking water supplies. But the study did not find any evidence of impacts

to drinking water caused by fracking itself.

The paper was contested by Richard Davies [28]:

“Their data showed that contaminations may have occurred, but the association with

hydraulic fractures remains unproven. To test whether hydraulic fracturing could cause

aquifer contamination requires baseline measurements of levels of methane in aquifers

before and after hydraulic fracturing, preferably elsewhere in the world where there has

been less historical drilling and natural seepage.”

3.3.2 Warner et al. 2012

A new research study [29] found that salty, mineral-rich fluids deep beneath

Pennsylvania’s Marcellus natural gas fields are likely seeping upward thousands

of feet into drinking water supplies. The occurrences of saline water did not

correlate with the location of shale gas wells. However, the study concluded that

the presence of these fluids suggests conducive pathways and specific geostructural

and hydrodynamic regimes in northeastern Pennsylvania that are at increased risk

for contamination of shallow drinking water resources.

This research was contested by Chris Tucker [30]: (1) No discussion of time

scale of migration, (2) No discussion of migration pathway, (3) No discussion of

whether Marcellus even contains enough brine water to leak, (4) No discussion of

transport mechanism.

The paper was also criticized by Penn State professor Terry Engelder

[31]. Engelder was one of the peer reviewers of this paper who wrote a letter to

PNAS objecting to publication of the paper.

3.3.3 Myers 2012

A study by Tom Myers [32] using computer modeling concluded that natural faults

and fractures in the Marcellus, exacerbated by the effects of fracking itself, could

allow chemicals to reach the surface in as little as “just a few years.” Their study

challenged conventional wisdom that drinking water sources are insulated from

mile-deep fracking. Simply put, the rock layers are not impermeable. This is the

first peer-reviewed research evaluating this possibility.

While the study was covered heavily by groups opposing shale gas development,

several scientists, including Don Siegel [33] criticized that mistaken assumptions

were used for the rocks above the Marcellus shale and groundwater movement as

well as wildly exaggerated fracture-length assumptions.
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3.4 Migration Pathway Discussion

Fracturing may create new fractures that intersect natural geologic vertical faults

that communicate with the surface or with upper geological zones. The formation

pressure would force newly liberated oil and gas, as well as the residual toxic

fracking fluids, through these new fractures and into a freshwater aquifer or to the

surface at a distance as great as a mile from the well [34].

While oil and gas companies have geological data, they cannot identify every

natural fault or irregularity near the wellbore.

As the borehole extends deeper into the earth, previously isolated layers of

formation are exposed to one another, with the hole as the conductive path.

Isolating these layers, or establishing zonal isolation, is a key to minimizing the

migration of formation fluids between zones or to the surface. Since formations are

generally far from being homogeneous, the horizontal laterals can intersect with

existing natural fractions or faults in the formation, or an aggressive hydraulic

fracking could induce fractures into existing natural fractures or faults which can

penetrate a lower water sand layer [35].

The relative risk of hydraulic fracturing varies substantially by local geological

context, including the nature and depth of the source rock, lithology of overlying

rocks, and the nature of existing fractures and fault networks.

The Marcellus shale represents a dynamic system that has been changing for

almost 400 million years, and the shale is not homogeneous; different regions will

react differently to the same hydraulic fracturing stimulation. There are environ-

mental concerns about hydraulic fracturing in the Marcellus shale, in part because

the shale surrounding and including the Marcellus has already experienced natural

fracturing, or jointing, as a part of its geologic history. It has been suggested that

stimulating the Marcellus with hydraulic fracturing may cause the pre-existing

fractures to connect and create a pathway that leads drilling mud, hydraulic fracture

fluid, formation water, and methane gas to contaminate drinking water aquifers or

water sources [36].

The propagation of fractures caused by fracking and thus the full effects of the

fracking process itself are not fully known, since the underlying geology thousands

of feet below the surface and up to a thousand feet away from the wellbore cannot

be identified with exactitude [37].

In the scenario that the fractures intersect, the formation pressure would force the

newly liberated oil and gas and toxic fracking fluids through these new fractures

into the natural fault. These toxic fluids could then travel upward past the reservoir

cap into a freshwater aquifer near the surface.

Possible mechanisms for leakage of gas to water resources:

• Leakage of pressurized gas through uncompleted casing to a shallow fracture

system

• Migration from target formation via a fracturing system (could be enhanced by

fracturing)
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Leakage pathways:

• Poorly cemented casing/hole annulus

• Casing failure

• Well abandonment failure

Except for the cases of preexisting faults or fractures—either naturally formed or

created by hydraulic fracturing—the probability of migration from shale layers or

geological layers above shale layers to water layers is very low. The probability is

from 1:200,000 to 1:200,000,000 [38].

The industry correctly claims that fracking is 60 years old. But using this

convenient shorthand cloaks and diverts the much more complex issue on hand.

What’s at issue here isn’t really just fracking; it’s the entire process of producing gas

from shale using high-volume, fracking fluid with long laterals from clustered,

multi-well pads. The debate about whether leaking shale methane comes from

migration of heavily fracked zones creating faults into groundwater, or along poorly

cemented wellbores is immaterial to landowners or home owners. A leak is a leak.

They are concerned about whether it leaks or not; how it leaks is secondary.

4 Sedimentation

4.1 Runoff Water and Sedimentation

Water runoff is unfiltered water that reaches streams, lakes, sounds, and oceans by

means of flowing across impervious earth surfaces. Storm water runoff is generated

when precipitation from rain and snowmelt events flow over land or impervious

surfaces and does not percolate into the ground. As stormwater flows over a

construction site, it can pick up pollutants like debris, and chemicals from paint,

concrete, washout, etc. and transport them to nearby sewer systems, or rivers. The

uncontrolled runoff can greatly affect water bodies by decreasing water clarity,

conveying toxic chemicals into waterways, increasing pathogen concentrations,

increasing the need for dredging, and raising the cost of drinking water treatment.

Consequences of stormwater pollution include:

• Flooding and property damage

• Stream bank and streambed erosion

• Siltation and sedimentation

• Increased water temperature, impacting aquatic ecosystems

• Harm to aquatic life

• Harm to sport fishing and coastal shellfisheries

• Impact on drinking water supply

• Human illness

• Aesthetic losses
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Erosion is a natural process that wears away rocks and soil deposits on the

earth’s surface through the action of water, ice, or wind. Erosion can remove soil

from the land and carry it away by water action. When water eventually drops the

soil, it settles into the bottom of the waterway. If sufficient erosion control is not

established, then surfaces are exposed to precipitation.

The soil accumulating at the bottom of the waterway (rivers, lakes, and streams)

is known as sediment. Much of the impact of this sediment is aesthetic—muddy

water is unsightly and can decrease property values. However, turbid water can also

decrease the quantity of sunlight that penetrates to submerged plants in lakes and

oceans, thereby potentially harming entire ecosystems. The process of depositing

sediment is known as sedimentation. Soil sedimentation is the result of water

erosion.

Sedimentation deposition can result in:

• Increased dissolved solids

• Increased storm water runoff

• More long-term infrastructure items: removal of forest cover, change in land use

• Loss of critical habitat

• Changes in ecosystem diversity, vegetation type

• Soil compaction

The resulting siltation can cause physical, chemical, and biological harm to our

nation’s waters. For example, excess sediment can quickly fill rivers and lakes,

requiring dredging and destroying aquatic habitats [39].

The erosion process adversely affects the land, while sedimentation harms

waterways. Sources of sedimentation include agriculture, urban runoff, forestry,

and construction sites.
Land left exposed or undergoing construction is vulnerable to an increased rate

of erosion. Runoff from construction sites can deposit sediment and other harmful

pollutants into rivers, lakes, and streams. The primary environmental concerns of

sediment with construction activities are that it clouds water, decreases photosyn-

thetic activity, reduces the viability of aquatic plants and animals, and ultimately

destroys organisms and their habitats [40].

The construction and operation of shale gas extraction facilities can have

significant and adverse environmental impacts on water quality. Specifically, the

impacts associated with erosion and sediment discharge and storm water discharge

during construction, operation, and after well closure can negatively and signifi-

cantly impact water quality.

Construction sites can contribute more sediment to streams in a short period of

time than can be deposited naturally during several decades [39]. The sediment

runoff rates from cleared and graded construction sites are typically 10–20 times

greater than those from agricultural lands and forest lands [40].
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4.2 Runoff Water Strategy

There is presently no regulatory oversight of oil and gas-related construction or

operations under the National Pollutant Discharge Elimination System (NPDES)

permit program, except in very limited circumstances. While NPDES stormwater

regulations cover a large amount of the construction and industrial activity, the

Congress mandated that oil and gas construction is specifically exempt from

stormwater regulations in the Energy Policy Act of 2005. To help local govern-

ments decide whether drilling activities do, in fact, impact their water resources,

and how to minimize those impacts, the USEPA awarded a grant in 2005 to the City

of Denton, Texas, to monitor and assess the impact of gas well drilling on

stormwater runoff, and to provide, if necessary, management strategies for these

activities. Runoff, primarily from the sites’ well pad areas, was monitored and

analyzed, as were the contents of on-site drilling mud pits. The findings [41]:

Gas well sites have the potential to produce sediment loads comparable to
traditional construction sites.

• Total suspended solids (TSS) and turbidity event mean concentrations (EMC)—

pollutant mass/runoff volume—at gas sites were significantly greater than at

reference sites (the median TSS EMC at gas sites was 136 times greater than

reference sites).

• Compared to the median EMCs of storms sampled by Denton near one of their

outfalls, the gas well site median EMC was 36 times greater.

Other pollutants in gas well runoff were found in high concentrations.

• The EMCs of total dissolved solids, conductivity, calcium, chlorides, hardness,

alkalinity and pH were higher at gas well sites compared to reference sites, and

differences were statistically significant for all parameters except conductivity.

• Generally, the presence of metals was higher at gas well sites compared to

reference sites and EMCs were statistically significantly greater for Fe, Mn,

and Ni.

• Overall, the concentrations of metals tend to be higher at gas well sites compared

to both nearby reference sites and as measured in runoff from local mixed-use

watersheds.

Conclusions based on runoff sampling results:

• Gas well sites have the potential to negatively impact surface waters due to

increased sedimentation rates and an increase in the presence of metals in storm

water runoff.

• Pad sites also have the potential to produce other contaminants associated with

equipment and general site operations.

• Gas wells do not appear to result in high concentrations of petroleum hydrocar-

bons in runoff, but accidental spills and leaks are still a potential source of

impact.
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4.3 New USEPA Regulation

On December 1, 2009 the USEPA published in the Federal Register (74 FR 62995)

effluent limitation guidelines (ELG) and new source performance standards (NSPS)

for the construction and Development Point Source category, governing discharge

of pollutants from construction sites. The new numeric limit, 280 nephelometric

turbidity units (NTU), applies regardless of the conditions at the project, including

the soil, the site, the water or the natural levels of sediment present in the waters into

which the construction site runoff may drain [42].

This was the first time that the USEPA adopted a numeric limit for storm water

flow from construction sites. This new limit on turbidity is being phased in over a

4 year period that began February 1, 2012. This requirement applies to construction

sites disturbing 20 acres or more starting August 2, 2011 and sites disturbing

10 acres or more no later than February 2, 2014 [43].

The construction rule requires construction site owners and operators that disturb

1 or more acres to use best management practices to ensure that soil disturbed

during construction does not pollute nearby water bodies.

More studies and investigations are needed to determine the full scope of this

issue.

4.4 Soil Contamination

Soil contamination can be caused by:

• Inadequate casing and cementing practice

• Surface spills

• Human errors

• Inadequate liners or leaks from storage tanks, ponds, surface impoundment

• Migration of chemicals in fracking fluids from formation

Wastewaters returning to the surface can contain radioactive materials including

strontium, uranium, radon, and heavy metals, all of which contaminate the soil

through spills and leaks during venting or flaring. Heavy metals found in soils near

gas sites have included lead, mercury, cadmium, chromium, barium, and arsenic.

Though radioactive materials are not necessarily present in the soil at every well or

drilling site, soils in the upper Midwest or Gulf Coast states are more likely to

contain radioactive materials. Contamination also comes from produced water,

drilling mud, sludge, slimes, evaporation ponds, pits, and from mineral scales that

form in pipes, storage tanks or other extraction equipment. Radon gas, radium-226,

and radium-228 can be released into the atmosphere from produced water and mud,

which is placed in ponds, or pits to evaporate, re-use, or recover [44].

Because flowback water is exempt from Resource Conservation and Recovery

Act (RCRA) regulations, it is important to test and inspect lines, vessels, dump
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valves, hoses, and other pollution prevention equipment where failures or

malfunctions could result in a potential spill incident. Installation of contaminant,

Best Management Practices (BMP), barriers or response equipment on site is

deemed necessary [44].

5 Air Emissions

5.1 Air Emissions from Shale Gas Production

Shale gas development poses risks to air quality. These risks are generally results of

the engine exhaust from increased traffic, emissions from diesel-powered pumps

used to power equipment, intentional flaring or venting of gas for operational

reasons, and unintentional emissions of pollutants from faulty equipment or

impoundments, plus emissions resulting from hydraulic fracturing [15].

According to the USEPA analysis, natural gas well completion involving hori-

zontal wells and fracturing vents approximately 230 times more natural gas and

volatile organic compounds than natural gas well completions that do not involve

hydraulic fracturing [15]. Construction of well pads, access roads, and drilling

facilities requires substantial truck traffic.

There is a scarcity of pollutants emission data for horizontal drilling and

hydraulic fracturing in any shale gas basins.

In 2009, a report [45] on pollutant emissions in the Barnett shale area was

prepared for the Environmental Defense Fund. Table 4.13 provides the estimated

pollutant emissions for the Barnett shale area in 2009. The estimations are

Table 4.13 Estimated pollutant emission for Barnett shale area in 2009

Emission source

VOC

(tpd)

HAP

(tpd)

CH4

(tpd)

CO2e

(tpd)

NOx

(tpd)

Well drilling, fracturing,

and well completion

21 0.49 183 4,061 5.5

Production fugitives 26 0.62 232 4,884

Natural gas processing 15 0.37 50 1,056

Natural gas transmission fugitives 28 0.67 411 8,643

Condensates and oil tanks,

annual average

30 0.60 7.0 149

Compressor engines 19 3.6 61 13,877 46

Total daily emissions,

annual average

139 6.4 945 32,670 51

Total daily emissions, peak

summer

255 17 961 33,004

Source: Reference [45]
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calculations based on emission factors listed in Table 4.14. Barnett Shale Basin

covers 5000 square miles and extends into at least 21 Texas counties.

The emission factors can be used to estimate pollutant emissions in other shale

gas basins.

5.2 DISH, Texas Study

The Town of DISH, Texas—where the Barnett Shale Basin lies—released a study

[46] undertaken in response to residents’ complaints about human health effects.

Thirty-five chemicals were detected in the air in association with shale gas drilling,

production, and distribution (Table 4.15).

These chemicals released into the environment by shale gas activities are toxic

and pose threats to human health.

5.3 Greenhouse Gas Discussion

A number of studies for greenhouse gas emissions have been published [47–52].

Compared to conventional natural gas extraction, horizontal drilling with

hydraulic fracturing has higher emissions because the wellbore is longer, extra

energy is needed for puncturing casing, high pressure fracking fluid, and transpor-

tation of water and chemicals to the well site, as well as removal of the waste water/

chemicals after fracturing. A paper by Cornell University’s Robert Howarth [47]

argues that the natural gas from fracking operations can be worse for the atmo-

sphere than coal because of methane seepage into the atmosphere. The Cornell

study suggests that life cycle greenhouse gas (GHG) emissions from shale gas are

20–100 % higher than coal on a 20-year timeframe basis; the paper has not been

well received, and has been criticized for incomplete data. A study by NETL [48]

shows that natural gas base load has 50 % lower GHG emissions than coal on a

20-year timeframe basis. Two other studies [49, 51] also have different conclusions

Table 4.14 Emission factors used for estimating Barnett shale area pollutants in 2009

VOC

(lbs/MMcf)

HAP

(lbs/MMcf)

CH4

(lbs/MMcf)

CO2

(lbs/MMcf)

Production fugitives 11 0.26 99 1.9

Processing fugitives 1.4 0.3 45 1.0

Transmission fugitives 12 0.28 175 3.3

Condensate 10 0.20 1.7 0.23

Oil tank 1.3 0.013 0.26 0.70

Source: Reference [45]
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than Howarth’s. All of these studies have different design basis, system boundaries,

and assumed data. This controversy has not settled yet, and a study based on the

same design basis and system boundary is needed for prudent policy consideration.

Conclusions from five investigators [52] are provided in Table 4.16.

6 Earthquake, Explosion and Blowout

6.1 Earthquake

While earthquakes are a result of movements in the earth’s crust, they can also be

caused by humans. It was pretty much established in the 1960s that injecting fluids

into the ground sometimes causes earthquakes [53]. Numerous earthquakes

between the 1960s and 1990 that were clearly associated with fluid injection to

deep geological formations were studied and well documented [54].

Table 4.15 Human health impact associated with the development of shale gas play

Benzene

1,3-Butadiene

n-Butyl alcohol
Carbon disulfide

Carbonyl sulfide

Chlorobenzene

Chloromethane

1,2-Dichloroethane

Diethyl benzene

Dimethyl pyridine

Dimethyl disulfide

Ethyl benzene

Ethylene

Ethylene oxide

Methyl-ethyl disulfide

Formaldehyde

Methyl ethyl benzene

Methyl pyridine

Naphthalene

Tetramethyl benzene

Toluene

1,1,2-Trichloroethane

Trichloroethylene

Trimethyl benzene

1,2,4-Trimethyl benzene

Xylene

Ethane

1,1,1,2-Tetrachloroethane

Isobutane

Methane

Propane

Propylene

Nitrogen oxide

Carbon monoxide

Sulfur dioxide

Source: Reference [46]

Table 4.16 Greenhouse gas study conclusion

Investigator Conclusion

Robert Howarth

2011

Natural gas from shale fracking operations can be worse for the atmosphere

than coal because of methane seepage into atmosphere. The study suggests

that life cycle greenhouse gas emissions from shale gas are 20 %-1005

higher than coal on a 20-year timeframe basis.

Skone 2011 On electricity-generation comparison basis the natural gas base load has

50 % lower GHG emissions than coal on a 20-year timeframe basis.

Worldwatch

2011

On average U.S. natural gas-fired electricity generation emits 47 % less

GHG than coal from source to use using 100-year timeframe basis.

Jiang 2011 The life cycle GHG footprint for shale gas is 20–50 % lower than that

for coal.

Cathles III 2012 Concludes that the Howarth study was “seriously flawed,” and that the shale

gas has a GHG footprint that is only one-third to one-half that of coal.

Source: Reference [52]
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The earth’s crust is pervasively fractured at depth by faults. These faults can

sustain high stresses without slipping because natural tectonic stress and the weight

of the overlying rock push the opposing fault blocks together, increasing the

frictional resistance to fault slip. The injected wastewater counteracts the frictional

forces on faults and, in effect, pries them apart, thereby facilitating earthquake slip.

Fracking requires up to 4 million gallons of fluid per horizontal well. It has been

reported that anywhere between 25 and 100 % of the chemicals-laced hydraulic

fracturing fluid (known as flowback) returns to the surface at the Marcellus Shale

operation while the rest remains in the formations. The flowback fluid can be treated

for reuse for other fracking operations or can be injected to dedicated disposal wells

(different from the fracking and gas production wells) nearby. It is the flowback

fluid injected into the waste disposal well, rather than the original fracture fluid used

to fracture shale rock and extract gas, that triggers earthquakes.

The flowback fluid, when injected to a disposal well, can infiltrate a nearby,

pre-existing fault and act as a lubricant making it easier for the sides of the fault to

slip past each other and relieve the build-up pressure that triggers earthquakes.

In Arkansas, the seismic events from 2001 to 2008 were 32 or fewer (Table 4.17).

When large-scale fracking started in 2009 the number of events increase to

37 (2009), 772 (2010), and 778 (2011). Obviously a causative relationship between

injection and seismic events exists. The number of quakes in the state of Arkansas

in 2010 nearly equals all of Arkansas’ quakes for the entire twentieth century.

Arkansas’ history of earthquakes and drilling reveals a shocking surge in quake

frequency following advanced drilling and fracking [55].

On February 27, 2011, a magnitude 4.7 earthquake occurred near the Town of

Greenbrier in central Arkansas, which was the largest quake to hit the state in

35 years. The service operators (Chesapeake Energy and Clarita) shut down two

injection wells on March 4, 2011. The week after the two wells went offline,

earthquake frequency dropped by half. Once the wells were shut down, only two

quakes had a magnitude 3.0 or greater. The majority were between magnitudes 1.2

Table 4.17 Seismic activity

in Arkansas
Year Number of events

2001 17

2002 19

2003 10

2004 16

2005 28

2006 9

2007 22

2008 31

2009a 37

2010 772

2011 788

Source: Reference [55]
aYear fracking started
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and 2.8. That is, both the number and strength of earthquakes have noticeably

dropped since the shutdown [56, 57].

In Ohio there were 12 earthquakes near Youngstown in 2011, and the state shut

down injection wells after several minor earthquakes occurred on December

24 (2.7-magnitude) and December 25 (4.0-magnitude) within a 5-mile radius.

Another earthquake (4.0-magnitude) that was felt across the Youngstown area

occurred December 31, just one day after regulators shut down a suspected disposal

well [58, 59].

Ohio doesn’t have much history with earthquakes, and the frequency of the

11 earthquakes in an 8-month period within two miles of the wells is definitely

unusual [60].

Between November 2009 and September 2011, there were 67 earthquakes in the

Barnett Basin with magnitude 1.5 and larger. All of the epicenters occurred within

5 miles of one or more injection wells. These included wells near Dallas-Fort Worth

and Cleburne, Texas, where earthquakes near injection wells were reported in 2008

and 2009, as well as in other locations where no earthquakes had previously been

reported. Cliff Frohlich concluded in a paper published in the Proceedings of the

National Academy of Sciences [61] that there is strong correlation between

fracking and earthquakes.

In late May, England stopped operation of its only hydrofracking project after

two earthquakes occurred near the site within an 8-week period. Dr. Brian Baptie,

the seismology project leader for the British Geological Survey says, “It seems

quite likely that they are related.” [57].

6.2 Explosion

Unplanned release of natural gas in the subsurface during drilling may release gas

from the well (called blowout) or migration of gas from deeper formation to the

surface of nearby houses. The blowout gas may cause an explosion when the

methane concentration exceeds the explosion limit.

On December 15th, 2007, an explosion was reported in a home in Bainbridge

Township (Geauga County, Ohio). Early investigation determined that methane

was entering homes in the vicinity of the explosion through domestic water wells.

The Ohio Department of Natural Resources, Division of Mineral Resources

Management (DMRM) inspected local gas wells and identified that the source of

gas (English No. 1 well) was owned by Ohio Valley Energy Systems Corp

(OVESC). The primary causes of gas invasion into drinking water aquifers are:

(a) poor primary cement job; (b) decision to hydraulically fracture the well despite

the poor cement job; (c) the decision to shut in the surface-production casing

annulus for 31 days allowing the annulus to become over-pressured and gas to

migrate from the high-pressure annulus, through fractures, to the groundwater

aquifer and eventually into domestic water wells [62].
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6.3 Blowout

In 2004, citizens notified the Colorado Oil and Gas Conservation Commission

(COGCC) of the presence of gas bubbling in the West Divide Creek, Garfield

County, Colorado, near the Mamm Creek Gas Field. Subsequent investigations

identified the gas as thermogenic gas from the William Fork Formation, which is

the primary gas-bearing target in the Mamm Creek Field. Some key observations

and conclusions emerging from various studies are [62]:

• Some domestic water samples contain methane and deep formation water which

may have migrated to water wells through natural pathways or gas wellbores,

or both.

• The study area is naturally faulted and fractured. Fault and fracture density

increases near structural features.

• Domestic water wells with elevated methane and chloride concentrations are

often coincident with structural fractures.

• Natural fractures and faults may provide migration pathways for gas and fluids,

both to groundwater and to the uncemented annular space of wellbores. Frac-

tures and faults may also cause complications in well drilling, construction, and

completion, resulting in well integrity problems.

On August 17, 2012, a spark from a Marcellus gas drilling operation in Harrison

County, West Virginia ignited methane gas several hundred feet underground,

sending up a fireball and triggering a blaze that burned for about an hour on the

floor of the rig [63]. It was a spark that occurred when they began to withdraw the

drill that ignited methane.

On June 3, 2010, shale gas driller EOG Resources in Clearfield County, Penn-

sylvania lost control of a wellbore during post-fracturing cleanout activities, releas-

ing natural gas, flowback water, and brine as high as 75 feet into the air. It was

determined that blowout prevention equipment was inadequate and that certified

well-control personnel were not on-site [64].

7 Health Impacts

7.1 General Health Impacts

According to the New York State Department of Environmental Conservation the

human health concerns related to hydraulic fracturing of shale formations include,

but are not limited to [65]:

• Neurological systems: Developmental disorders involving cognitive, behavioral

and psychosocial disorders among children.

• Endocrine disruptors: Affecting hormonal and metabolic processes, leading to

infertility, early puberty and other reproductive issues affecting both men and

women.
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• Immune-suppressants: Decreasing the immunological defenses of the general

population, leading to greater vulnerability to existing and emerging infectious

agents.

• Mutagens and carcinogens: leading to a greater incidence of all cancers espe-

cially among children, adolescents and young adults.

• Other chemicals which do damage to the renal system, gastrointestinal system

and cardiac and respiratory systems, as well as skin, eyes, ears, and nasopha-

ryngeal tissues.

Lisa McKenzie’s testimony on potential human health impacts [66] includes:

• Based on the ambient air studies in Colorado, Texas, and Wyoming, natural gas

development processes can result in direct and fugitive air emissions of a

complex mixture of petroleum hydrocarbons and other pollutants.

• The natural gas resource itself contains petroleum hydrocarbons, including

alkanes, benzene, and other aromatic hydrocarbons. Petroleum hydrocarbons

and other pollutants also may originate from diesel engines, tanks containing

produced water, and on site materials used in production, such as drilling muds

and fracking fluids. This complex mixture of chemicals can result in the forma-

tion of secondary air pollutants, such as ozone. The public health concern is the

transport of these air pollutants to nearby residences and population centers.

• Multiple studies on inhalation exposure to petroleum hydrocarbons in occupa-

tional settings as well as homes near refineries, oil spills and gas stations indicate

an increased risk of eye irritation and headaches, asthma symptoms, leukemia,

and myeloma. Many of the petroleum hydrocarbons, such as benzene, observed

in these studies are the same as those that have been observed in and around

natural gas development sites.

• The ambient benzene levels observed in the natural gas development area of

Garfield County, Colorado demonstrate an increased potential risk of developing

cancer as well as chronic and acute non-cancer health effects.

• Health effects associated with benzene include leukemia, anemia, and other

blood disorders and immunological effects. In addition, there is a link between

maternal exposure to ambient levels of benzene and an increase in prevalence of

neural tube birth defects.

• Inhalation of trimethylbenzenes and xylenes can irritate the respiratory system

and mucous membranes with effects ranging from eye, nose, and throat irritation

to difficulty in breathing and impaired lung function.

• Inhalation of trimethylbenzenes, xylenes, benzene, and alkanes can adversely

affect the nervous system with effects ranging from dizziness, headaches,

and fatigue at lower exposures to numbness in the limbs, incoordination,

tremors, temporary limb paralysis, and unconsciousness at higher exposures.

• Subchronic health effects, such as headaches and throat and eye irritation

reported by residents during well completion activities occurring in Garfield

County, are consistent with some of these health effects.
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• In the 2007 Garfield County emission inventory, the Colorado Department of

Public Health and Environment attributed the bulk of benzene, xylene, toluene,

and ethyl benzene emissions in the county to natural gas development.

• The non-cancer health risks from air emissions due to natural gas development is

greatest for residents living near wells during the relatively short-term, but high

emission, well completion period. Furthermore, the risk is driven principally by

exposure to trimethylbenzenes, alkanes, and xylenes, all of which have neuro-

logical and/or respiratory effects.

• Residents living nearer to wells have higher cancer health risks as compared to

residents residing further from wells. Benzene is the major contributor to

lifetime excess cancer risk.

7.2 Chronic and Acute Health Effects of Residents
at DISH, Texas

Wilma Subra conducted a health survey on residents of DISH, Texas [67] requested

by the Town of DISH. DISH is located over the Barnett Shale, and the survey was

ordered because of the residents’ complaints about health issues.

Subra identified the acute and chronic health effects based on the survey

(Table 4.18).

Table 4.18 Acute and chronic health effects of residents of DISH, Texas

Acute health effects Chronic health effects

Irritates skin, eyes, nose, throat and lungs

Headaches

Dizziness, light headed

Nausea, vomiting

Skin rashes

Fatigue

Tense and nervous

Personality changes

Depression, anxiety, irritability

Confusion

Drowsiness

Weakness

Muscle cramps

Irregular heartbeat (arrhythmia)

Teratogen—developmental malformations

Damage to liver and kidneys

Damage to lungs

Damage to developing fetus

Causes reproductive damage

Damages nerves causing weakness

Poor coordination

Affects nervous system

Affects the brain

Leukemia

Aplastic anemia

Changes in blood cells

Affects blood clotting ability

Carcinogen

Mutagen

Source: Reference [67]
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7.3 Carcinogens

One concern about fracking is that the fracking fluids used to fracture rock

formations contain numerous chemicals that could harm health and the environ-

ment, especially if they enter drinking water supplies. The opposition of many oil

and gas companies to public disclosure of the chemicals they use has compounded

this concern.

The U.S. House of Representatives, the Committee on Energy and Commerce

issued a report [7] on the fracturing fluid chemicals. The report identified chemicals

which are carcinogens:

Benzene Diesel Di (2-ethylhexyl) phthalate

Acrylamide Nitrilotriacetic acid Acetaldehyde

Ethylene oxide Propylene oxide Formaldehyde

Sulfuric acid Thiourea Benzyl chloride

Naphthalene Lead

7.4 Deadly Chemicals

The most lethal chemicals known to be used are [68]:

Methanol

• Methanol appeared most often in hydraulic fracturing products (in terms of the

number of compounds containing the chemical).

• Vapors can cause eye irritation, headache, and fatigue, and can be fatal in high

enough doses. Swallowing may cause eye damage or death.

BTEX compounds

• The BTEX compounds—benzene, toluene, xylene, and ethylbenzene—are listed

as hazardous air pollutants in the Clean Air Act and contaminants in the Safe

Drinking Water Act.

• Benzene, commonly found in gasoline, is also a known human carcinogen.

Longtime exposure can cause cancer, bone marrow failure, or leukemia. Short

term effects include dizziness, weakness, headache, breathlessness, chest con-

striction, nausea, and vomiting.

• Toluene, ethyl benzene, and xylenes have harmful effects on the central nervous

system.

Diesel fuel

• A carcinogen listed as a hazardous air pollutant under the Clean Air Act and a

contaminant in the Safe Drinking Water Act.
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• Hydraulic fracturing companies injected more than 30 million gallons of diesel

fuel or hydraulic fracturing fluids containing diesel fuel in wells in 19 states.

• Diesel fuel contains toxic constituents, including BTEX compounds.

• Contact with skin may cause redness, itching, burning, severe skin damage and

cancer.

Lead

• A carcinogen found in paint, building construction materials and roofing joints.

• It is listed as a hazardous air pollutant in the Clean Air Act and a contaminant in

the Safe Drinking Water Act.

• Lead is particularly harmful to children’s neurological development. It also can

cause reproductive problems, high blood pressure, and nerve disorders in adults.

Hydrogen fluoride

• Found in rust removers, aluminum brighteners and heavy duty cleaners.

• Listed as a hazardous air pollutant in the Clean Air Act.

• Fumes are highly irritating, corrosive, and poisonous. Repeated ingestion over

time can lead to hardening of the bones, and contact with liquid can produce

severe burns. A lethal dose is 1.5 g.

• Absorption of substantial amounts of hydrogen fluoride by any route may be

fatal.

Naphthalene

• A carcinogen found in mothballs.

• Listed as a hazardous air pollutant in the Clean Air Act.

• Inhalation can cause respiratory tract irritation, nausea, vomiting, abdominal

pain, fever or death.

Sulfuric acid

• A carcinogen found in lead-acid batteries for cars.

• Corrosive to all body tissues. Inhalation may cause serious lung damage and

contact with eyes can lead to a total loss of vision. The lethal dose is between

1 teaspoonful and one-half ounce.

Crystalline silica

• A carcinogen found in concrete, brick mortar and construction sands.

• Dust is harmful if inhaled repeatedly over a long period of time and can lead to

silicosis or cancer.

Formaldehyde

• A carcinogen found in embalming agents for human or animal remains.

• Ingestion of even one ounce of liquid can cause death. Exposure over a long

period of time can cause lung damage and reproductive problems in women.
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7.5 Human and Animal Health

Michelle Bamberger and Robert Oswald published a report [69] titled “The Impacts

of Gas Drilling on Human and Animal Health”. The findings illustrate which

aspects of the drilling process may lead to health problems. The research provides

evidence of several possible links between gas drilling and negative health effects

such as upper-respiratory symptoms and burning of the eyes, vomiting and diarrhea,

rashes, nosebleeds, headaches and neurological problems.

Complete evidence regarding health impacts of gas drilling cannot be obtained

due to incomplete testing and non-disclosure agreements. Without rigorous scien-

tific studies, the gas drilling boom sweeping the world will remain an uncontrolled

health experiment on an enormous scale.

More questions regarding hydraulic fracturing are asked partially answered by

governments and news media worldwide [70, 71].
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Abstract This chapter provides a comprehensive study of bioaugmentation in

wastewater, groundwater, and soil contamination remediation applications as

applied to water resources protection. It defines major key terms and concepts,

including many of the contaminants present within these media. Several case

studies were discussed as written concerning in situ bioremediation treatment for

groundwater, soil contamination, and wastewater treatment. In addition, laboratory

studies highlight the success of bioaugmentation given the proper conditions within

the system.

Keywords Biotechnology • Bioremediation • Biological waste treatment •

Groundwater contamination • Biodegradation • Biotransformation • Water

resources protection

Nomenclature

Am Membrane area (ft2)

1/n Describes adsorption favorability, where <1 is unfavorable, greater

than 1 is favorable, and 1 is linear

b Constant of net enthalpy of adsorption

Ce Solute concentration within the solution

C7H8 Toluene

cl Variable factor concentration (mg/L)

CO2 Carbon dioxide

Costn Costs for new projects

Costo Costs for old projects

Cw Concentration of the contamination in the water phase (mg/dm3)
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δC/δx Change of concentration to change in time

dH/dx Hydraulic gradient in the x-direction

Dp Diffusion coefficient

dρ/dx Pressure gradient in the x-direction

Exp Additional equipment required aboveground (typically 0.7)

Fe(III) Ferric (Iron III) Ion

Fe(OH)3 Ferric hydroxide

H2S Hydrogen sulfide

Kd Adsorption coefficient (dm3/kg); Kd is proportionate to the organic

carbon present within the soil

Kk Permeability coefficient of water (m/day)

Km Conversion speed vmax/2 (mg/L)

N Mass flux of pollutant

N2 Diatomic nitrogen

NO3
� Nitrate ion

O2 Diatomic oxygen

OH� Hydroxide ion

q Content level of contaminant in soil

Sizen Size of new projects

Sizeo Size of old projects

SO3
� Sulfur Dioxide ion

v Conversion speed (mg/kg ds/d)

vmax Maximum degradation speed (mg/kg ds/d)

Vw Flow velocity of pore water (m/day)

1 Introduction

Bioaugmentation, a subset of biotechnology is a major proponent for the removal of

contaminants in soils and water. Generally, bioaugmentation has been extended to

the remediation of substances such as hazardous and toxic wastes in various

treatment plants and for the removal of polycyclic aromatic hydrocarbons (PAHs)

within contaminated soils. While persistence is prevalent in practice, it is still

considered an innovative method of environmental remediation despite the fact

that augmentation occurs naturally and has been prevalent since the existence of

microorganisms. While the technology is currently accepted in the environmental

world, many question its success rate, leading many scientists and engineers to

question its ability to perform in real world applications. This setback should or will

not deter continual research of this technology.

Nevertheless, an issue of concern within treatment is the biological removal of

xenobiotic contaminants. Xenobiotic are manmade chemicals formed from the

production of everyday products. These xenobiotic chemicals commonly aggregate

within contaminated soils and are a cause for great concern within our environment.
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The synthetic chemicals introduced into the system are foreign to indigenous

microbial populations and therefore can remain without proper biodegradation.

This can lead to the transfer of chemicals into ground and surface water sources,

many of which are carcinogenic and mutanogenic. Therefore, there is much con-

cern over the proper protection of various microbial species [1].

Because of the prevalence of xenobiotic contaminants and major environmental

incidents in the last 30 years, debate has occurred over the proper removal and

control of contaminants entering the soil. Research compiled from these previous

historical incidents concludes that contaminant reduction is related to the popula-

tion of microorganisms present—a philosophy of regenerating the population of

microorganisms for the purpose of contaminant reduction is born. Using

bioaugmentation as the solution to contaminated soil and water is a major break-

through in bioremediation technology.

The primary goal of this chapter is to investigate the realm of bioaugmentation—

compare and contrast biotechnological terminology include bioremediation, bio-

technology, and bioaugmentation; provide purpose and reason for application, its

practical presence within actual systems including in situ case studies involving

various forms of proper application, which will also briefly mention additional

applications outside of contaminated soils. Finally, the discussion will connect this

technology as appropriate within ecological risk assessment. This chapter will

enlighten readers on the subject, but not to become an all-encompassing guide of

all bioaugmentation practices. Research still continues at the present date improv-

ing the way to provide more feasibility within this solution to improve current

practices to solve environmental problems.

2 Terminology

There are many significant definitions that describe bioaugmentation. In waste-

water treatment, bioaugmentation supplies additional microorganisms in the Acti-

vated Sludge (AS) process. This specific treatment application is a subset of

bioremediation. However, bioaugmentation is a subset in the category of biotech-

nology. In order to understand how bioaugmentation fits as a major proponent in

waste treatment, one must understand the different between bioremediation and

biotechnology. Figure 5.1 is a diagram indicating the relationship between the

terms.

2.1 Definition of Biotechnology

Singh and Ward [3] define biotechnology as “the application of biological organ-

isms, systems or processes manufacturing and service industries.” This definition of

biotechnology is very broad and can include various areas such as biochemistry,
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microbiology, and engineering sciences. Because biotechnology has a loose

definition, its applications may not be directly related to the sciences. For example,

the public considers biotechnology as an opportunity to develop alternative sources

to solve problems such as fossil fuels. Therefore, this chapter will refrain from using

biotechnology and focus on the area of concern—bioremediation.

Determine nature and extent of site contamination (refer to NEPM) and
the need, and options, for remediation

Is bioremediation applicable?

Licensed
bioremediation

facility

Determine if
bioremediation will be

effective

Assess site
suitability, including

environment and
sensitive receptors

Prepare
management plans

for process

Construct
biopile(s) or

landfarm and
monitor

Determine fate of soil

Determine other
remediation

and/or
treatment
options

Off-site On-site

No

Yes

Fig. 5.1 Process flow diagram for bioremediation process [2]
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2.2 Definition of Bioremediation

Scragg [4] defines bioremediation “as the biological treatment and removal of

pollution from the environment.” Bacteria and fungi are the major microorganisms

in bioaugmentation, although there others can be used. This is dependent on the

microorganism tolerance of the environmental conditions and factors such as

oxygen, nutrients, moisture, and temperature. Table 5.1 provides a summary of

the optimum levels for each of these factors needed to provide sufficient treatment.

There are four major advantages for using bioremediation. First, bioremediation

can help reduce the historical build-up of industrial wastes that causes land, water,

and air pollution. Second, biological treatment can successfully remove complex

organic compounds and heavy metals. Organic compounds and heavy metals are

volatile, can evaporate into the atmosphere and cause further air pollution. They

also can become reactive if in contact with soil or soil-microorganisms. Further-

more, wastes that are integrated in the food chain can be ingested, or remain within

the soil. Clearly, bioremediation can reduce the problems of volatility and food

chain integration.

Third, bioremediation reduces the infiltration of xenobiotic chemical pollution.

Xenobiotic pollutants are derived from the atmospheric release of hydrocarbons

from petroleum. The list of pollutants includes polycylic aromatic hydrocarbons

(PAHs), dioxins, and dibenzoforms. The incomplete combustion of carbon causes

cancer-causing agents. Additional chemicals such as benzene, xylene, alkanes, and

alkenes provide further problems within the environment. Unfortunately, legisla-

tion for control and prevention in water and soil did not appear until the mid-1960s

and early-1970s when the generation of xenobiotics peaked [5]. The use of

bioaugmentation can immobilize many of these pollutants.

Finally, bioremediation allows for the restoration of the environment and reduc-

tion of public health concerns by maintaining clean water and soil. Clean water

supplies must be free of all pollutant material so populations can remain viable,

while clean soil provides a place for crop growth. Agricultural practices such as the

Table 5.1 Environmental factors for soil activity [6]

Environmental

factor Optimum levels

Oxygen Aerobic: levels greater than 0.2 mg/L; 10 % air pore space minimum with air

Anaerobic: less than 0.2 mg/L dissolved oxygen; less than 1 % minimum

pore space with air

Nutrients Nitrogen, phosphorus, other nutrients (C:N:P; 120:10:1)

Moisture 25–85 % water holding capacity

pH 5.5–8.5

Redox Aerobic: 50 mV and higher

Anaerobic: less than 50 mV

Temperature

(
C)
15–45 (mesophilic)
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release of pesticides for the reduction of insects effect on crop growth release

contaminants into streams and associated systems during rainstorms. Additional

fertilizer application increases nutrient availability end potential for eutrophication

and nitrate and nitrite concentration in groundwater. Bioaugmentation reduces the

impacts of chemicals by means of discharges, runoffs, and spills [5].

It is important to understand how engineers use bioremediation to solve envi-

ronmental problems. Generally, there are four major methods in which microor-

ganisms are used within bioremediation. The first method uses indigenous

microbial populations to increase hydrocarbon degradation that naturally occurs

within soils. The second method, known as ingenious growth encouragement

involves compound organic biodegradation. The challenges with this method relate

to the oxygen levels, pH, and soil moisture. These factors are important in the

success rate of removing organic compounds by microorganisms. Bioaugmentation

or the third method adds additional selected microbial populations. Genetic manip-

ulation, or the final method, uses cultured organisms. This method is not popular

because of questionable applications in the environment. Deciding the appropriate

bioremediation method is contingent on degrading contaminants such as

dehalorespiration [1].

3 Bioaugmentation

3.1 History of Bioaugmentation

Historically, microorganism presence has been noted since the existence of life on

earth. In fact, scientists suggest that biodegradation is a process over 3 billion years

old, and the degradation of materials is contingent on the presence of bacteria

cultures. Scientific development of theories of the degradation of organics became a

reality in 1729, when Pier Antonia Micheli studied micro-sized fungal species and

conducted experiments on their preference of fruit. Following Micheli’s studies,

scientists continued to conduct experiments. Processes such as fermentation and

food spoilage are still used today. One of the more renowned scientists Louis

Pasteur in the 1860s developed fermentation products from the presence of micro-

organisms in the air [7].

Following continuous work from scientists as John Tyndall and Ferdinand Cohn,

many scientists began developing pure culture of microorganisms. John Lister in

1878 developed the use of bacteria placement on gelatin by a flame-sterilized

platinum wire. He also developed the use of algal polysaccharide agar-agar [7].

Another important scientific discovery is the development of enrichment culture.

Wackett and Hershberger [7] write in detail about this procedure:

“...the use of selective medium conditions that favor one or a small group of organisms

which favor one or a small group of organisms that one desires to obtain from an

environmental sample. This becomes very important within bioaugmentation because one

is able to prepare the proper medium within a laboratory, provide continuous transfers of
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the culture within the medium, for the purpose of increasing or ‘augmenting’ the amount of

bacteria within the system [7].”

As seen throughout the history of microorganism development, bioaugmentation

has been noted for its use in major discoveries in the laboratory.

In on-site treatment, bioaugmentation is notarized in the application of the

removal of crude oil. The most infamous case study is the Exxon Valdez oil spill.
Scientists applied microorganisms capable of degrading hydrocarbons. However,

the first application on-site application of bioaugmentation was in the industrial

wastewater treatment industry. Because of its toxic and inhibitory materials from

food, chemical, and oil plants, industrial wastewater is too difficult to degrade.

While bacteria from sludge are available from municipal wastewater treatment

plants, an additional set of bacteria is necessary to remove materials from industrial

plants. Additional considerations are also necessary to use bioaugmented microor-

ganisms in the degradation of contaminants from soil and ground water [4].

3.2 Bioaugmentation Cultivation in Laboratory

There are four major classes of bioaugmentation cultivation techniques in the

laboratory—the first two classes of bioaugmentation are known as “natural.”

These are a series of bacteria created from an original indigenous population by

means of in vitro mutation or adaptation. The third class uses several applications of

microorganisms for the purpose of degrading specific organic compounds. The

fourth class of bioaugmentation applies various forms of genetic material to create

the microorganisms [8].

Any discussion on the most suitable bioaugmentation cultivation technique

cannot be void of discussing survival of the bioaugmented microorganisms. This

is important because some species may have a hard time surviving outside a

non-laboratory environment. Therefore, there are two methods applied to control

the inoculum species from being harmed in the environment. First, immobilization is

the process of placing inoculated species on a medium. Flavobacterium, a penta-

chlorophenol (PCP) degrading bacteria can be contained onto granular clay or a lava

slag. Other immobilized microorganisms include loofah sponges. Second, encapsu-

lation protects the strains microorganisms and also allows for the slow release of

nutrients within the system. Flavobacterium have been encapsulated using an agar,

alginate, or polyurethane in a 2–50 μm diameter bead dropped by a nozzle [8].

3.3 Bioaugmentation Techniques

Bioremediation techniques are either in situ, direct application of treatment pro-

cesses onto the contaminated region, or ex situ, which removes contaminants and

are treated away from the site. This chapter will focus on in situ treatment [4]. An
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important in situ technique includes biosparging, the process of supplying air to the

soil to increase biological activity. Typically bioaugmentation experiments use air

compressors and blowers to supply air at rates between 0.5 and 3 ft3/m/point of

injection [9]. Another possible technique involves the mixture of soils by ploughing

or tilling. This can be an important solution for resolving problems of soil clumping

which can prevent the transfer of contaminants to the microorganisms specifically

in soil bioaugmentation [4].

3.4 Constituents of Bioaugmentation

Bioaugmentation consists of fermented single strains or multiple cultures which are

then either dried on a support or organisms that are suspended in solution. These

mixtures are then blended for the purposes of either single strain or multiple culture

use. Before use, these mixtures first undergo rigorous analytical tests ranging from

determining nutritional needs, tolerances in high and low temperatures, contami-

nant concentrations, and heavy metals. Once the selection has been created, strains

are improved by the processes of adaptation or mutagenesis. Commercial products

maybe added if the strains require additional assistance [5].

There are two types of bioaugmentation—seed inoculation anticipates an

increase of microorganisms when exposed ideal environmental conditions. There-

fore, few microorganisms are introduced into the contaminated area. Mass inocu-

lation provides microorganisms to the contaminated area to prevent lag phase

microbial growth [9]. An example of mass inoculation is in activated sludge

systems where bacteria in the form of sludge are constantly returned to an aeration

tank to reduce contaminants and avoid the loss of microbial populations [9].

3.5 Advantages of Bioaugmentation

Devinny and Chang [9] provide many advantages to bioaugmentation. First,

bioaugmentation has been deemed pertinent to address additional contaminants

outside of the reach of current microorganism populations. Second,

bioaugmentation provides an additional microorganism presence when predation,

environmental conditions, or products which are unfavorable for use by current

microorganism within these soils. These populations can handle low water volume

and poor diffusibility conditions. Third, bioaugmentation cultivates microorgan-

isms to handle low concentrations that are not beneficial to natural species. Fourth,

bioaugmentation applies genetic material to assist current microorganisms that are

deficient in contamination degradation [9].

Other advantages of using bioremediation as compared with other treatment

processes include the ability to complete treatment without disruption of natural

processes. By direct application, bioaugmentation reduces the probability of intro-

duced toxic constituents and keeps cost of treatment down [10].
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3.6 Purposes of Bioaugmentation

Forsynth et al. [5] describe the four major purposes of bioaugmentation shown in

Table 5.2.

4 Legislation

Prior to legislation an incident occurred in a neighborhood in Niagara Falls,

New York. The residents and school in Love Canal were unaware of the developed

hazardous and toxic wastes. It was not until many began to develop cancer and birth

defects that residents noticed the region was contaminated. Following relocation of

all families, the United States developed its first legislature, the passing of the

Reconstruction and Recovery Act of 1976 (RCRA). This law provides special

consideration of hazardous waste generation and proper disposal into a landfill.

RCRA coins the term ‘cradle to grave to describe the monitoring of a landfill from

infancy (cradle) until closure (grave) [11].’

The law first defines the parameters for identifying hazardous wastes, treatment,

and disposal and storage facilities available, standards for the generation and

hazardous waste transport, and permits oversight by the individual states. Next,

RCRA provides conditions to induce cleanup. However, one of the important

developments from RCRA legislation are the identification of sources for—

unknown source, specific source, all chemical productions, species, and containers

discarded. Finally, the development of off-site closure plans was instituted into the

law. This means that any facility that produces hazardous waste must have proper

closure of all facilities and include hazardous waste removal and decontamination

of equipment. RCRA provides the provisions for the design of landfills [11, 12].

Table 5.2 The purposes of bioaugmentation [5]

Purpose Reason

Low microbe count The amount of bacteria can only be sufficient if the growth rate of

bacteria is high enough to be able to reduce concentration of contami-

nants. Therefore, if the microbe count is less than 105, bioaugmentation

can supplement for this decreasing count.

Complex waste Bioaugmentation can treat waste on-site eliminating the need for

pretreatment by physical or chemical processes.

Expedition of waste

material

When the decontamination of materials is needed quickly to lower costs

of contamination removal, bioaugmentation is a prime candidate for

waste material because it does not contain inhibitory materials.

Assurance Bioaugmentation adds to a population of highly successful indigenous

populations at a contaminated site. This reduces cost and need for

research.
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In similar fashion, the Toxic Substances Control Act of 1976 (TSCA) aims to

protect public health and the environment by controlling toxic chemicals

[12]. TSCA accomplishes this protection by documenting 75,000 industrial emis-

sions as environmental or human health hazards [13]. In addition, the EPA receives

proper provisions for inventory of industrial chemicals developed within the year.

Section 8(e) of TSCA summarizes this provision:

“Any person who manufactures, [(includes imports)] processes or distributes in

[US] commerce a chemical substance or mixture, and who obtains information which

reasonably supports the conclusion that such substance or mixture presents a substantial

risk of injury to human health or the environment, shall immediately inform the [EPA]

Administrator of such information unless such person has actual knowledge that the

Administrator has been adequately informed of such information [13].”

However, the landmark and most significant legislature passed the Comprehen-

sive Environmental Response, Compensation, and Liability Act (CERCLA or

Superfund) on December 11, 1980. There are five important provisions within

this legislation. First, CERCLA requires a tax on any release or threatened release

of hazardous substances that can impact human health or the environment. This

includes such substances as chemical or petroleum products [14]. Second,

CERCLA provides methodology in regards for abandoned hazardous waste sites,

imposes sanctions for respective parties for hazardous wastes, and sets up a trust

fund for clean-up. Third, CERCLA includes the National Priorities List, a list of

pollutants from uncontrolled hazardous waste sites [12].

Fourth, CERCLA holds the United States Environmental Protection Agency

(USEPA) responsible to address any release or threats of hazardous substances or

contaminants within the environment, and also ensure proper clean-up. These

clean-up measures are covered by Section 121 of CERCLA. Section 121 develops

the parameters and remedial design to confirm the effectiveness of remedial

reactions. The clean-up measures begin prior to remediation where the proper

precautions such as investigation, feasibility, and the assessment of long-term threat

are required to certify that remediation practices can be completed. After prelim-

inary precautions, removal actions remove contaminants that cause short term or

threats to the environment. Then, the EPA examines the remedial actions are

feasible as a long term solution [12].

Fifth, CERCLA contains the National Contingency Plan, a series of response

procedures to any clean-up of hazardous substances. There are nine major criteria

considered within the plan—human health and environmental protection, state and

federal law compliance, effectiveness within the short and long term, toxicity,

mobility, cost, and the perception by the state and community. To create a National

Contingency Plan for cleanup, potentially responsible parties (PRPs) are selected as

the financial caretakers for the contaminant cleanup. These parties develop mea-

surements to resolve the problem, receive money for Superfund cleanup, comply

with the steps outlined in the National Contingency Plan, and begin the proper

procedure in cleaning up contaminants. The rights and repercussions of the respon-

sible party will be negotiated and can be shared between multiple parties respon-

sible for cleanup [12].
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However, if parties are not zealous in resolving the problem the responsibility

returns to the EPA to either research all responsible parties and/or beginning cleanup

while attempting to conduct investigations and receive funds for the cleanup. In

addition, the EPA will conduct feasibility and remedial investigation studies and

will begin to direct penalties to those that are found as PRPs by the EPA [12].

An additional amendment was passed a few years following CERCLA. Known as

the Superfund Amendment and Reauthorization Act (SARA) of 1986, the Environ-

mental Protection Agency presented several key components—the introduction of

treating hazardous wastes, Superfund sites [15], and how waste impacts not only the

environment but also human health [16]. SARA also describes how to handle

emergencies and presents proactive measures to prevent future incidents from

happening [17]. But the most important component found within SARA is the

implementation of the applicable or relevant appropriate remedial actions

(ARAR). This states that the stringency of cleanup must comply with both Federal

and State legislations. Finally, SARA introduced the hazard ranking system (HRS)

or the methodology that places a hazardous waste site on the National Priorities List

(NPL). Sites are evaluated based on the amount and type of hazardous substances

escaping into the environment, along with their impacts to human health and the

environment [18]. Currently, there have been many efforts to use bioremediation for

the purpose of treating Superfund sites. Table 5.3 summarizes the breakdown of

bioremediation treatment methods using Superfund between 1982 and 1999.

5 Metabolisms and Pathways

5.1 Biotransformation, Biodegradation, Metabolism,
and Catabolism

Throughout this text but also in additional publications, the use of degradation and

transformation assumes that the author’s intent is for interchange. When referring to

the two terms, there lies a major difference. The purpose of transformation is to

Table 5.3 Superfund

groundwater treatment

projects (FY 1982–1999) [19]

Technology Number of sites

Ex situ technologies

Pump and treat 638

In situ technologies

Air sparging 48

Bioremediation 20

Dual-phase extraction 10

Permeable reactive barrier 8

Phytoremediation 4

Chemical treatment 2

In-well air stripping 2
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reduce potential human or ecological consequences associated with the presence of

contaminants within the system, which typically translates to a change to the

contaminant’s chemical structure. Aitken and Long [20] recall from previous

literature that degradation “is a series of catabolic transformations which lead to

intermediary or central metabolic pathways in microorganisms.” In addition, it can

be described as the “breakdown of organic compounds through biotransformation

into less complex metabolites or through mineralization into inorganic minerals,

H2O, CO2, CH4 [20].” One can consider the biochemical pathways by reviewing

Fig. 5.2. Figure 5.2 demonstrates that degradation reduces over a given period of

time. These differences must be dually noted when describing the major differences

in the types of processes.

In addition to both transformation and degradation, there are two additional

terms involving metabolism. First, catabolism has a relationship with metabolic

processes for the purpose of generating new chemical structures or the maintenance

of energy by means of using enzyme-catalyzed reactions [7]. Catabolism is differ-

ent than most metabolic systems because the primary reason for degradation may or

may not be the production of energy. Therefore, the microorganisms chosen for

bioaugmentation to degrade chemical constituents must be clearly understood.

5.2 Oxidation-Reduction and Respiratory Processes

One of the most important tasks for microorganisms is oxidation-reduction reac-

tions. Oxidation is a chemical process where constituents lose electrons to oxygen

atoms, while reduction is gain of electrons and loss of oxygen atoms. This reaction

is important for the degradation contaminants within soil, groundwater, or waste-

water treatment. Oxidation-reduction reactions are necessary to degrade aliphatic

hydrocarbons and chlorinated volatile organic compounds [22].

Aerobic Anaerobic

Photosynthesis

Respiration

Fermentation
Fossil
Fuels

Alcohols
Acids

H2+CO2

O2+CH2OCO2+H2O

Methanogenesis
CH4

Fig. 5.2 Biochemical processes of C and O [21]
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In addition, microorganisms degrade organics. There are three major ways in

which this occurs. First, aerobic respiration is the process where microorganisms

use electron acceptors such as molecular oxygen to degrade organic compounds

(electron donors) to produce carbon dioxide, water, and other compounds [22]. Aer-

obic respiration typically uses aerobic microbes. Equation (5.1) summarizes aero-

bic respiration:

Electron donor organic substrateð Þ þ O2 electron acceptorð Þ
! biomassþ CO2 þ H2Oþmetabolitesþ energy ð5:1Þ

Figure 5.3 provides a diagram of aerobic degradation inside soils.

Second, fermentative respiration is a process similar to aerobic respiration

without the presence of molecular oxygen. Unlike aerobic respiration, the electron

acceptors in fermentative respiration do not use molecular oxygen, but bound forms

such as nitrate (NO3
�). Equation (5.2) expresses fermentative respiration with

nitrate as an electron acceptor. Please note that the products for fermentative

respiration using nitrate form nitrogen gas:

Electron donor organic substrateð Þ þ NO3
� electron acceptorð Þ

! biomassþ CO2 þ H2Oþ N2 þmetabolitesþ energy ð5:2Þ

Finally, anaerobic respiration degrades organics into carbon dioxide, water,

other constituents, and various gases. Anaerobic respiration is important to mention

because many bioaugmentation processes degradation constituents such as PCE

and heavy metal. Because of their chemical nature, many of these processes

can occur by means of anaerobic respiration [22]. To illustrate this example,

consider the reduction of sulfur by sulfate-reducing bacteria. In this equation,

Fig. 5.3 Aerobic degradation within soils [23]
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anaerobic respiring bacteria are able to take sulfur dioxide and reduce it to hydrogen

sulfide:

Electron donor organic donorð Þ þ SO2
� electron acceptorð Þ þ Hþ

! biomassþ CO2 þ H2Oþ H2S metabolitesþ energy ð5:3Þ

In order to decide the best method of treatment, a stark distinction must be made

between aerobic, fermentative, and anaerobic respiration through the perspective of

microorganisms. For example, facultative microorganisms are the only microor-

ganism able to thrive in both anaerobic and aerobic conditions [22]. Therefore, the

microorganism chosen is contingent on the conditions of the environment where

bioaugmentation is to take place.

5.3 Kinetics

Otten et al. [24] states that there are three major important kinetic equations that

describe the microorganism degradation. These equations are speed dependent. The

first equation (Eq. 5.4) holds all variables constant:

v ¼ vmas cl=KM þ clð Þ ð5:4Þ

with:

v conversion speed (mg/kg ds/d)

vmax maximum degradation speed (mg/kg ds/d)

cl variable factor concentration (mg/L)

KM conversion speed vmax/2 (mg/L)

The remaining two equations are based on order reaction kinetics. The second

assumes c1 is much greater than the KM [24]:

v ¼ vmas cl=KM þ clð Þ ¼ vmax ð5:5Þ

The third is defines c1 is much less than KM:

v ¼ vmax cl=KM þ clð Þ ¼ K0cl ð5:6Þ

These equations are significant in describing the way contaminants are reduced

within the soil. When using these equations, the environmental conditions must be

taken into an account when attempting to predict how microorganisms fare with

contaminant degradation.
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5.4 Growth and Non-growth Metabolism

As previously stated, bioremediation is contingent upon environmental conditions

present within the system. While bioaugmentation reconfigures the current status of

the environment to degrade xenobiotics present in the system, the major function of

contaminants is the use for growth. There are five major factors which influence the

biodegradability of substances for the purpose of growth: component structure

within the mixture, presence of indigenous microorganisms, environmental condi-

tions meeting the required standards for growth, and the substrate concentration and

availability [25].

Growth can either happen during aerobic conditions, or when the proper electron

acceptors such as nitrates, sulfates, and iron are present when oxygen is absent.

During anaerobic conditions, the use of electron acceptors is more preferable due to

the low solubility of oxygen within water. Even though adjustments are made to the

environment there are still several mitigating circumstances. Indigenous

populations may be unable to directly use constituents present within the system,

typically because the concentration of contaminants maybe insufficient for use.

However, there are situations when those low concentrations still threaten human or

ecological safety. These series of conditions constitute under the category known as

non-growth metabolism and require additional treatment [25].

Non-growth metabolism is an important facet in removing organic pollutants

within the system. In this instance, the activity potential is not based not on the

pollutant. This is a very important distinction from growth metabolism because the

pollution presence determines the type of microorganisms required for growth

(specific microorganisms can use specific components within contaminants as

electron acceptors). Yet there are two benefits of non-growth metabolism—first,

microorganisms degrade components without using them for growth. Second,

non-growth metabolism can use any group of microorganisms [25].

Along with metabolism, there are three major types of transformations—

uncatalyzed, non-enzyme catalyzed, and enzyme catalyzed. First, uncatalyzed

transformation is when microorganisms grow microbial cells or supply enzyme

activity on non-growing cells. The problem with uncatalyzed transformation is

stoichiometric consumption or the need for microorganisms to renew components

during reactors before completing any future transformations. Any uncatalyzed

transformation can also lead to what is known as suicide enzyme inactivation

where activity is loss to reaction-enzyme encounters [25].

Second, non-enzyme catalyzed transformation alter without the use of enzymes.

This type of transformation requires the removal of these compounds from organics

that can have human and ecological effects. An example of non-enzyme catalyzed

transformation is the dehalogenation of halogenated organic compounds. Many

organic contaminants consist of halogens, a series of elements located in the

seventh column of the periodic table. Halogens have a charge of �1. Chlorine
(Cl�) is a typical halide attaching to an organic compound. Coenzymes such as F430
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found within methanogenic bacteria and vitamin B12 are examples of non-enzyme

catalyzed transformations [25].

Third, enzymatic catalyzed transformations have two major categories—pri-

mary and secondary metabolism. Primary metabolism produces enzymes by grow-

ing on a substrate. Examples of primary enzymatic catalyzed transformation are the

oxidation of chlorinated aliphatic compounds by methanogenic bacteria on toluene

and phenol, and the conversion of methane into methanol by the methane

monooxygenases enzyme found in methanogenic bacteria. These water soluble

enzymes (sMMO) can also be used fulfill the criteria of catalyzing chlorinated

aliphatic compounds. During secondary metabolism, bacteria and fungi release

metabolites during the stationary phase of batch culture. Phanerochaete
chrysosporium and other types of wood-rot fungi are examples of secondary

enzymatic catalyzed transformation [25].

Using white rot fungi for bioremediation is advantageous because it can with-

stand high concentration of toxic pollutants, a very important factor when

degrading lignin. Lignin is a polymer having constituents of phenylpropane sub-

units with β–O ether and carbon-carbon chains [26]. White rot fungi also posses

extracellular enzymes that are capable of dividing mirrored and non-mirrored

structured carbon-carbon and carbon-oxygen bonds within lignin structures simul-

taneously producing alternative oxidants for the purpose of oxidizing other constit-

uents. Finally, white rot fungi can use LiPs (lactases, lignin peroxidases), a series of

extracellular proteins to oxidize PAH down to simpler quinine-products. Research

has concluded that the genus P. cryptosporidium exemplifies this activity [26].

5.5 Soil and Groundwater Contamination Equations

There are many equations to describe soil and groundwater contamination. While

what is discussed emphasizes soil contamination, these principles can be applied to

groundwater. In general, contaminants are either present in pure form or as a

solution. They can flow vertically in the soil or remain trapped within smaller

particles. The main mechanism for transport is mobile phase convective transport.

Mobile phase convective transport is the relationship between movement of gas and

the pressure gradient. This mechanism drives materials within the soil. There are

three parameters that control mobile phase convective transport—permeability,

velocity of the water, and density. These parameters are contingent on the soil

characteristics. This relationship is summarized by Darcy’s Law:

Vw ¼ � kw* dρ=dx ¼ � kw x dH=dx ð5:7Þ

where:

Vw¼ flow velocity of pore water (m/day)

Kk¼ permeability coefficient of water (m/day)

5 Bioaugmentation 355



dρ/dx¼ pressure gradient in the x-direction

dH/dx¼ hydraulic gradient in the x-direction

In addition, contaminants will float, sink to a saturated zone, or gather under an

aquifer. Floating occurs when the density of the contaminant is less than water.

Because the density is less than water, the contaminant remains on top of the water

surface. When the density of the contaminant is greater than the density of water,

the contaminant sinks to the saturated zone. Finally, contaminants have the poten-

tial to gather under an aquifer. This depends on how contaminants interact within

the soil and the relationship between the solid, water, and gaseous phases of the soil.

For the purposes of the processes between water and the solid material, an appro-

priate relationship can be seen through the development of the adsorption isotherm

equation [23]. The adsorption isotherm describes the ability of organic compound

contaminants to bind within the soil:

q ¼ KdCw ð5:8Þ

where

Kd¼ adsorption coefficient (dm3/kg); Kd is proportionate to the organic carbon

present within the soil

Cw¼ concentration of the contamination in the water phase (mg/dm3)

q¼ content level of contaminant in soil

However, there are times when contaminants cannot be removed from the soil.

Sometimes they can form residuals. This is important to understand because many

compounds may have a higher residual but lower degradable potential. The degrad-

able potential affects the presence and capabilities of microorganisms within the

system. Mahro et al. [25] explained the difference between pollutants compound

mixtures and their potential for biodegradation. Cassidy and Irvin [27] explained

that 2,3,6,7-tetrachlorobenzodium is an example of a non-biodegradable contami-

nant. In other situations, a shift in environmental conditions can change the

potential degradability of pollutants within the system, forming toxin intermediates.

The accessibility of microbial communities to pollutants within the system (bio-

availability) can also affect the degradation potential of pollutants. One of the

effects of bioavailability is contaminant transformation within soils. This reduces

the availability of contaminants for microorganisms [27].

Subsequent problems can also be seen during pollutant biodegradation pro-

cesses, specifically during mass transfer. Mass transfer evaluates how particle

size increases diffusibility within a soil medium. When particles are distributed in

the soil medium, particle size permits microorganism access. In addition, many soil

pores are filled with the associated contaminants [27], making it for them to reach

the microorganisms. The mass transfer evaluation is summarized in Eq. (5.9) [28]:

N ¼ � Dp*δC=δx ð5:9Þ
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where

N¼mass flux of pollutant

Dp¼ diffusion coefficient

δC/δx¼ change of concentration to change in time

The significance of this equation is such that typical values for the diffusion

coefficient are between 9� 10�12 and �2� 10�21 m2/s.

6 Treated Media

6.1 Groundwater Contamination

Groundwater moves through the pore spaces of the aquifer and contaminants are

interchanged and dissolved by diffusion within non-flowing entities. These

non-flowing entities become ‘sinks’ for contaminants such as non-aqueous-phase

liquids (NAPL) and organic matter. These contaminants enter into an aquifer and

are controlled based on the way materials are released. An example of an NAPL is a

leaking fuel. The following is the process of NAPL formation. When water flows

through an aquifer, it becomes a source of contaminant transfer, spreading contam-

inants throughout the media. Aquifers can be a mechanism that transfers contam-

inants throughout an aquifer Therefore groundwater contamination is not only

problematic within the inside of aquifer, but also outside an aquifer [29].

Another type of contaminant, dense non-aqueous phase liquids (DNAPLs), is

transmitted through the soils ultimately reaching the water table. Since these

constituents are higher in density as compared to water, they remain mobile and

eventually settle in low-permeable locations where they form a pool. The remaining

DNAPLs sit on the outskirts in soils. Increasing the concentration of DNAPLs

within an aquifer ultimately forms plumes [31]. Figure 5.4 provides a diagram of

this process happening.

Fig. 5.4 DNAPL plume

formation process from a

chemical spill [30]
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When treating contaminated groundwater, there are two major processes. First,

adsorption a thermodynamic property, binds contaminants to a specific binding site,

specifically organic matter. Coupled with adsorption is the reverse, desorption,

removing contaminants away from the binding site in groundwater. These are

very essential for bioaugmentation to retrieve contaminants prior to their entrap-

ment. Traditionally, absorption encompasses the relationship between the aqueous

and sorbed phases. As the aqueous phase concentration increases, the sorbed-phase

mass increases until reaching the maximum value known as ‘equilibrium

partitioning’ [32]. A discussion of contaminants and their degradability is presented

in Sects. 6.2 and 7.

The most common form of groundwater treatment is in situ, or direct treatment

at a contaminated site. In situ treatment of groundwater occurs by air sparging or

extraction. Air sparging is the addition of air into the contaminated aquifer to

remove the contamination, while the use of an extraction [23] integrates electron

acceptors such as oxygen and nitrate and nutrients with microorganisms and then

re-inserted back into the area of contamination by using either infiltration galleries

or injection wells. Constant extraction and reinjection of water back into the system

removes constituents within the groundwater [19, 33, 34]. Figures 5.5 and 5.6

provide visual diagrams of in situ treatment of contaminated ground water.

In situ treatment methods of groundwater contamination involving microorgan-

isms take advantage of aerobic and anaerobic conditions in the water. The appro-

priate addition of microorganisms can degrade methyl tert-butyl ether (MTBE)

[35, 36] from gasoline. Table 5.4 describes the microorganisms completing in situ

groundwater treatment.

One of the more recent in situ methods of treatment is biological enhanced

reductive dechlorination (ERD). ERD is the direct application of bacteria that are

capable of dechlorinating contaminants such as trichloroethylene and tetrachlor-

oethylene into ethane and ethane. ERD adds a substrate that promotes bacterial

growth under anaerobic conditions for treatment near the contaminated medium

and production of hydrogen. Hydrogen atoms replace chlorine atoms inside of the

compound reducing it to ethene. However, if not monitored ERD has the potential

Fig. 5.5 In situ

bioremediation process [19]
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Fig. 5.6 Method for treating contaminated groundwater [34]

Table 5.4 Microorganisms

capable of removing

petroleum hydrocarbons [37]

Bacteria Yeast and Fungi

Achromobacter Aspergillus

Acinetobacter Candida

Alcaligenes Cladosporium

Arthrobacter Penicillium

Bacillus Rhodotorula

Brevibacterium Sporobolomyces

Cornybacterium Trichoderma

Flavobacterium

Nocardia

Pseudimonas

Vibrio
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of creating harmful vinyl chlorides (VC) or cis-dichloroethene (cis-DCE) in the

process. Therefore, applying strains such as Dehalococcoides ethenenogenes is

important to reduce the potential of creating harmful compounds so that the

treatment can continue [38]. Literature has shown an increasing interest in using

this method. Justicia-Leon et al. [39] achieved complete degradation of chloroform

to non-harmful forms within contaminated groundwater samples by using

Dehalobacter strains with an abundance of bacteria (1.6��0.9� 104/mL) coupled

with 10 mM bicarbonate. Husserl and Hughes [40] applied Arthrobacter sp. JBH1
in laboratory studies to completely mineralize nitroglycerin from contaminated

groundwater.

An important factor to consider in bioremediation treatment of groundwater is

how to appropriately design something that can be applied directly into the ground-

water. Additional influences on design include the hydraulic conductivity, capabil-

ity of waste to be degraded, and the location at which the contamination occur [33].

Overall, there are several advantages and disadvantages of using in situ groundwa-

ter remediation. A summary of these advantages and disadvantages are available

and summarized in Table 5.5.

Groundwater remediation has been applied in literature. Lin et al. [41] examined

the addition of nitrogen as a nutrient to increase removal of benzene, toluene,

ethylbenzene and xylene (BTEX) within an oxygen-releasing reactive barrier

(ORRB). Marzorati et al. [42] found that lactase as a carbon source increases a

consortium that reduces 1,2-dichloroethane within an aquifer. Other consortiums

present within groundwater include using Dehalococcodies for removing perchlo-

roethylene and trichloroethylene (PCE and TCE) [43], Acetobacterium sp. using

zero-valent iron within reactive permeable layers to mineralize hexahydro-1,3,5-

trinitro-1,3,5-triazine (RDX) [44].

Table 5.5 Advantages and disadvantages of in situ groundwater treatment [33]

Advantages Disadvantages

Remediates contaminants that are adsorbed

onto or trapped within the geologic materials of

which the aquifer is composed along with

contaminants dissolved in groundwater.

Injection wells and/or infiltration galleries

may become plugged by microbial growth or

mineral precipitation.

Application involves equipment that is widely

available and easy to install.

High concentrations (TPH greater than

50,000 ppm) of low solubility constituents

may be toxic and/or not bioavailable.

Creates minimal disruption and/or disturbance

to on-going site activities.

Difficult to implement in low-permeability

aquifers.

Time required for subsurface remediation may

be shorter than other approaches (e.g., pump-

and-treat).

Re-injection wells or infiltration galleries may

require permits or may be prohibited. Some

states require permit for air injection.

Generally recognized as being less costly than

other remedial options.

May require continuous monitoring and

maintenance.

Can be combined with other technologies (e.g.,

bioventing, SVE) to enhance site remediation.

Remediation may only occur in more perme-

able layer or channels within the aquifer.

In many cases this technique does not produce

waste products that must be disposed.
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Treatment of groundwater can also occur by ex situ applications. One of the

more common ex situ applications of groundwater is thermal treatment or the

process of applying heat to aquifer material or microorganisms. Thermal treatment

has been used to treat trichloroethylene (TCE) by dechlorinated microorganisms

[45] and heated microorganisms [46]. Another method of ex situ applications uses

strains to enhance the degradation of contaminants (cometabolism), a method that

has been applied in various circumstances [33]. McCarty et al. [31] utilized a

modified strain Burkholderia cepacia PR1301 with phenol as a carbon source,

applying air stripped groundwater into an aquifer to remove TCE.

6.2 Soil Contamination

Organic soils consist of 5–60 % organic material and contain amino acids, proteins,

lipids, and carbohydrates. This material remains unchanged (non-humic), or

changed due to weather, physical, or chemical processes (humic). The difference

between humic and non-humic substances is determined by color—darker colored

soils are humic [20].

Organic soils contamination occurs because of material stability, pH, nutrient

availability, and mean cell residence time or the time the time contaminants remain

in the soil. There are three major factors that inhibit organic soils. First, organic soil

properties inhibit contaminant analysis within the soil. Second, the contaminants

within soils are diverse in their degradability—in other words, counterpart soils

such as mineral soils may experience higher degradability as compare to others.

Finally, measurements of organic growth and production of carbon dioxide can be

made possible through analytical data [20].

Whenever contaminants are present within organic soils, they will either enter

into water particles in the soil or in zones generated by particles within the soil.

Chemical characteristics such as molecular weight and vapor pressure determine

their ability to dissolve within water depending on the availability and value to the

microorganism. Chemical composition also becomes significant for the environ-

ment’s ability to withstand these contaminants especially with primary degradation

by microorganisms in the aqueous phase (see Sect. 6.1) [20].

Additional interactions of organic materials involve a relationship with the soils.

Whenever soils are present, biodegradation increases the entrapment of materials

within the soil matrix. Alternative organics—soil relations include sorption which

not only separates microorganisms from the contaminants but also removes them

from the aqueous forms. This creates a change within the degrading capability of

microorganisms. When sorption occurs towards humic substances, many contam-

inants reduce microorganism availability. This is an important facet within the soil

since contaminants during sorption withheld in the soil. Subsequent interactions

such as cation exchange can also have a profound effect on contamination

removal [20].
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Similar to the treatment of groundwater, soil treatment is either employed by

using in situ and ex situ processes. In situ soil treatment occurs by bioventing or

slurry-phase lagoon aeration. Bioventing introduces air by extraction for the pur-

pose of reducing contaminants within soils. Slurry-phase lagoon aeration uses a

lagoon as a place to combine air and soil for constituent removal [19].

There are several historical in situ soil bioremediation applications. Microor-

ganisms combining with nutrients and chemicals were applied to treat formalde-

hyde in Ukiah, California. Other treatments include phenol in Michigan, methylene

chloride, n-butyl alcohol, dimethylaniline, and acetone in Waldwick, New Jersey,

chromium sludge, chemical and electroplating wastes at the Kelly Air Force Base

Waste Disposal Site in Texas, and underground leak of jet fuel at Eglin Air Force

Base in Florida [47]. Cutright [48] was capable of removing 96 % of polycyclic

aromatic hydrocarbons (PAHs) from soils.

As an alternative towards in situ treatment, soils can be removed by ex situ

applications. For soil contamination land treatment transforms contaminated con-

stituents to other areas that have a more viable microorganism growth. Land

treatment transports engineering designed reactor with clay and liners, and include

proper places for drainage and irrigation. To advocate microbial growth within land

treatment, fertilizers and animal manures are applied as nutrients and carbon

sources using traveling gun sprinkling systems [49]. Fertilizers in the form of

sewage sludge are also applied to treat PAHs [50]. Other ex situ methods include

composting using wood chips for bulking and hay and manure to increase organic

materials and biopiles where treated soils are housed within mounds having

received additional constituents and air circulation [19].

Finally, slurry-phased treatment develops a liquid constituent where soils, sed-

iment, and sludge are mixed to maintain contact between the constituents and

microbes [19]. Figure 5.7 provides a process-flow diagram of a slurry-phased

treatment method. Shailaja et al. [51] use a bioslurry-phased reactor to degrade

90 % di-ethylhexyl phthalate (DEHP), a byproduct of polyvinyl chloride (PVC)

plastics. Slurry systems have been used for treating PAH as seen by Valentin

et al. [52]. Slurry systems can use white-rot fungus (Bjerkandera adusta BOS55),
whereas Gamati et al. [53], Cassidy and Hudak [54], and Lewis [55] applied the

technique but also use other consortiums. Quintero et al. [56] treated 90 % of the

pesticide gamma-hexachlorocyclohexane (gamma-HCH) within 50 days using an

anaerobic slurry reactor. Other enhancements of bioreactor slurry were used by

Partovinia et al. [57] to degrade n-hexadecane, Kao et al. [58] treated total extract-

able organics using a two-stage bioslurry reactor, pendimethalin [59], 2,4,6-

trinitrotoluene [60–62], n-dodecane [63], 2-4-dinitrotoluene [64], polychlorinated

biphenyls (PCBs) and diesel fuels [65–67], chlorpyrifos [68], and other crude

oils [69].

Lebkowska et al. [71] determined that diesel-fuels soils bioaugmented with

microorganisms increased treatment by 50 %, while Lee and Kim [72] applied

bioleaching using Acidithiobacillus thiooxidans along with EDTA-enhanced elec-

trokinetics removing 92.7 % lead (Pb) in the soils. Tang et al. [73] observed a

relationship between fertilizer application (20 g Nitrogen/m2) and treatment
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Fig. 5.7 Slurry phased treatment diagram [70]
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efficiency of soils with petroleum, where tall fescue showed the highest removal

efficiency. Abdulsalam and Omale [74] found that bioaugmentation produced the

second highest removal of motor oil (65.4 %) within contaminated soils. Ruberto

et al. [75] discovered that bioaugmentation of soils contaminated with diesel oil

from Marambio Station in Antarctica had a higher removal efficiency (86 %) as

compared with using biostimulation (81 %). Kolwzan [76] observed that while

inoculation with Acinetobacter lwoffi removed 99.99 % diesel oil, Pseudomonas
putida has better removal than Acinetobacter lwoffi (99.997 %). Also, Perfumo

et al. [77] augmented soils with Geobacillus thermoleovorans T80 and reduce

hydrocarbons by 70 %. Andreoni et al. [78] degraded 2,4,6-trichlorophenol (TCP)

by using Alcaligenes eutrophus. Tables 5.6 and 5.7 indicate the various types of

treatment methods used for soil contamination.

6.3 Hazardous and Industrial Waste Treatment

6.3.1 Hazardous Waste

Since hazardous wastes contain toxic substances, specifically hydrocarbons, exten-

sive research began in the 1950s and 1960s to consider the relationship of microbial

metabolic pathways and the degradation of hydrocarbons within the environment.

Extensive research finds that many microbes within the environment of hazardous

wastes have a difficulty of completely degrading materials in a timely fashion to

prevent adverse effects. Microbes from bioaugmentation become useful in remov-

ing harmful hydrocarbons. These microbes use the toxic substances as sources to

fulfill metabolic processes or transform various substances unable to be used for the

purpose of extracting carbon, energy, or other nutrients [79].

Table 5.6 Examples of superfund sites using bioremediation technologies [23]

Name of site Treatment Contaminants

Applied Environ-

mental Services, NY

Bioventing Volatile organic compounds (VOCs), semi-

volatile organic compounds (SVOCs)

Onalaska Municipal

Landfill, WI

Bioventing VOCs, polyaromatic hydrocarbons (PAHs)

Eielson Air Force

Base, AK

Bioventing VOCs, SVOCs, PAHs

Brown Wood Pre-

serving, FL

Land treatment PAHs

Vogel Paint & Wax,

IA

Land treatment VOCs

Broderick Wood

Products, CO

Land treatment/

bioventing

SVOCs, PAHs, dioxins

Burlington Northern

(Somers), MT

Land treatment/in situ

bioremediation

SVOCs, PAHs
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6.3.2 Industrial Wastewater

Leather tanning, wood preservation, metal finishing, coke, and other industrial

processes [80] create wastewater with many harmful products. These products

can include surfactants, dyes, oils, phenols, polycylic and heterocyclic aromatic

hydrocarbons, heavy metals such chromium (VI) [80–82]. Bioaugmentation is

useful in industrial wastewater treatment because it can provide a source of

treatment for wastes difficult to be removed. McLaughlin et al. developed param-

eters which assign specific tasks to microorganisms. These tasks help increase

kinetic activity and biological diversity within indigenous species. For example,

chlorophenols a subset within a series of organics known as chloroaromatics are

most popularly found in water chlorination. Bench test research by McLaughlin

et al. [83], provided an initial step towards chlorophenol removal by cultivating

Pseudomonas putida. Quan et al. [84] found evidence that mixing cultures of bacteria

could drive a reduction of 2,4-dichlorophenol within chemical wastewaters.

Other authors find that bioaugmentation useful in industrial wastewater treat-

ment. Bioaugmentation reduce toxicity and lipid content within olive oil wastewa-

ter by the use of Phanerochaete chrysosporidium [85]. Studies also suggest that

strains from bioaugmented bacteria reduce odor during anaerobic transformation,

or the biological conversion of methane and carbon dioxide from organic material

by methanogenic bacteria. Pandaya [86] concluded bioaugmentation consisting of

Micrococcus, Nocardia and Pseudomonas species and photooxidation were suit-

able in improving treatment of cresol wastewater. Recently, Bhattacharya and

Gupta [80] used Acinetobacter sp. B9 to remove Cr(VI), total Cr, and Ni, while

Kim et al. [82] developed a consortium consisting of Proteobacteria, Firmicutes,

Bacteroidetes, Planctomycetes and Deinococcus-Thermus to significantly improve

the treatment of COD, TN, and TP at a tannery wastewater treatment plant.

6.4 Bioaugmentation in Wastewater Treatment Plants

Bioaugmentation provides readily available bacteria to a wastewater treatment

plant by culturing. Typically bioaugmentation is used for system start-ups. One of

the major advantages of using bioaugmentation in wastewater treatment is that the

density of bacteria reduces the production of filamentous bacteria. This is because

of the decrease in mixed liquid volatile suspended solid (MLVSS) concentrations

and means cell residence times (MCRT). Typical MLVSS concentrations and

MCRT are less than 2 mg/L and 2–4 weeks respectively [87].

According to Gerardi [87], there are two major bacteria types available for

wastewater treatment bioaugmentation. These bacteria are affected by the nutrients

level, dissolved requirements, degradation rates, and substrate available for degra-

dation. First, coli-aerogens are microorganisms that form in fecal waste and the gas-

trointestinal tract of humans. Second, saprophytic bacteria are a series of

microorganisms present in reducing substrate levels. One of the most common
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degradable constituents using these microorganisms is carbonaceous biochemical

oxygen demand (cBOD). This is treated by exoenzyme production. Exoenzyme

production of cBOD is treated by first generating lipids, carbohydrates, and proteins

to become soluble, and then degraded by both coli-aerogens and the saprophytic

bacteria. An example of bacteria within the system is Cellulomonas, a series of

bacteria that release exoenzymes that break glucose bonds in exchange for cellu-

lose. Cellulose then becomes water soluble to break down water, carbon dioxide,

and new bacterial cells [87]. Bacteria can also produce enzymes that can degrade

lipids or surfactants that are permissible for the control of foam production [87].

Various authors have used bioaugmentation for various applications of waste-

water treatment. Table 5.8 summarizes this research.

6.5 Phytoremediation

Phytoremediation uses various techniques to remove constituents from soils, spe-

cifically heavy metals. While there are many phytoremediation techniques, there

are three major principles applied—the degradation or the uptake of constituents

such as trichloroethylene within the root zone of influence, phytoextraction or

planting plant species for the purpose of uptake by the plants and removal by

harvesting, and containment and immobilization where plants are able to ‘hold’

Table 5.8 Treatment methods for various wastewaters

Treatment system/bioaugmented species Wastewaters References

Anaerobic sequencing batch reactor (ASBR) Diary [88]

Membrane biological reactor (MBR),

photocatalysis, ozonation

Bromoamine [89]

Fluidized bed reactor 1-Napththylamine [90]

Zeolite-biological aerated Pyridine

Quinolone

TOC

Ammonium

[91]

Activated sludge Nitrogen [92]

Escherichia coli HB101 and Pseudomonas putida
KT2440

2,4-Dichlorophenoxyactic

acid (2,4-D)

[93]

Activated sludge Nitrification [94–98]

Mixed bacteria Municipal wastewater [99]

Pyridine and quinoline in a sequencing batch

reactor (SBR)

Coking wastewater [100]

Cyanide-degrading microorganisms Coking wastewater [101]

3,5-Dinitrobenzoic-degrading strain and bacteria 3,5-Dinitrobenzoic acid

(3,5-DNBA)

[102]

Comamonas testosteroni p-Toluenesulfonate (pTS) [103]

Citrobacter braakii Anionic surfactants [104]
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materials within a given area keeping them from further travel. All forms of

phytoremediation are based on these variations [105]. Table 5.9 summarizes the

major types of phytoremediation processes, while Fig. 5.8 shows the treatment

process.

Table 5.9 Description of phytoremediation processes [105]

Process Definition

Examples of

contaminants

removed Plants

Treated

medium

Phytoextraction Growing various

plant species for the

purpose of uptake

and eventual

removal by

harvesting

Gold (Ag)

Cadmium (Cd)

Cobalt (Co)

Chromium (Cr)

Copper (Cu)

Helianthus
annuus L.,
Eichhornia
crassipes,
Myriophyllum
spicatum

Groundwater

Rhizofiltration Adsorption onto

roots or absorption

into roots

Lead (Pb)

Cadmium (Cd)

Nickel (Ni)

Zinc (Zn)

Brassica
juncea, Thlaspi
caerulescens,
Alyssum
wulfenianum

Groundwater

Phytostabilization Prevention of con-

stituents by plants

from moving further

in the media having

applied adsorption,

absorption, and

precipitation

Arsenic (Ar)

Cadmium (Cd)

Copper (Cu)

Mercury (Hg)

Brassica
juncea,
Agrostis ten-
uis,
Andropogon
gerardi

Soil, sedi-

ment,

sludges

Rhizodegradation Microorganism

growth within soils

where the release of

various carbon

sources from plants

or roots

Total petroleum

hydrocarbons

(TPH)

Polycyclic aro-

matic hydrocar-

bons (PAH)

Pesticides

Medicago
sativa,
Schizachyrium
scoparius,
Agropyron
smithii

Groundwater

Phytotranspiration Transformation of

contaminants from

the soils into roots

and transpired into

the atmosphere

Chlorinated sol-

vents

Arsenic (Ar)

Mercury

(Hg) Selenium

(Se) Insecticides

Medicago
sativa, Bras-
sica juncea,
Arabidopsis
thaliana

Soil, sedi-

ment,

sludges,

groundwater

Phytohydraulics Uptake of ground-

water to prevent fur-

ther contamination

within groundwater

Gasoline

Diesel

Cottonwood,

poplar trees

Groundwater

Vegetative cover Cover consisting of

soils and plants

either with or with-

out engineering

techniques

Organics,

inorganics

Poplar trees Groundwater

Riparian covers/

vegetative strips

Plants along streams

to reduce

contamination

Pesticides Poplar trees Groundwater
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There have been various applications of phytoremediation to treating soils.

Schwab et al. (1998) use tall fescue and alfalfa where 32–45 % of the mass balance

components consisted of naphthalene volatilization [106, 107]. Barber et al. (1995)

found that Lemna gibba use phenyl-(gr)b-D-glucoside to treating soils containing

phenol with a 90 % efficiency [106, 108]. Zablotowicz et al. (1996) reduce the

herbicide acifluoren within soils inside the rhizosphere [106, 109]. Siciliano and

Germida (1997) found that forage grass species Bromus biebersteinii, Elymus
dauricus, and Agropyron riparum [106, 110] and two strains Pseudomonas
aeruginosa R75 and P. savastoanoi CB35 effectively treated soils containing

Fig. 5.8 Examples of phytoremediation processes (from top left to bottom right: phytoextraction,

rhizodegradation, phytodegradation, phytovolatilization) [105]
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2-chlorobenozic acid. Pseudomonas SR3 increases the treatment of pentachlorophe-

nol within soils [106, 111]. Boyle and Shann (1998) found that degrading 2,4,5-

trichlorophenoxyacetic acid (2,4,5-T) was based on the type of soil [106, 112]. Rivera

et al. (1998) removed 100 % 2,4,6-trinitrotoluene (TNT) using phytoremediation

[106, 113]. Meharg et al. (1997) studied fungal species—Suillus variegatus
(S. variegatus) and Paxillus involutus (P. involutus), where P. involutus reduce

2,4,6-dichlorophenol as compared with S. variegatus [106, 114]. Rhykerd

et al. (1998) applied various grasses to treat trinitrotoluene, 2,20,5,50-
tetrabromobiphenyl (PBB), and chrysene [106, 115]. Conger and Portier (1997)

found that Salix nigra was capable of removing bentazon from groundwater

[106, 116]. Also, Andreazza et al. [117] used oatmeal plant Avena sativa L. within

soils for the purpose of extracting copper.

For groundwater, heavy metals such as lead or zinc could be remediated by using

phytoremediation techniques [118], arsenic [119–122], chlorinated compounds

[123–126], trinitrotoluene [127], radioactive materials such as uranium [128], and

petroleum based hydrocarbons [129, 130]. In addition, various plants have been used

for the purpose of applying phytoremediation techniques—Natarajan et al. [119]

apply Pteris vittata L. in arsenic removal, Wang et al. [123] utilized dogwood, while

Lee and Yang [128] sunflower and bean plants for uranium removal. Yoon

et al. [131] applied Arabidopsis thaliana to remove 2,6-dinitrotoluene, and

El-Gendy [132] poplar trees for removing hydrocarbons. Finally, ethylenediamine-

tetraacetic acid (EDTA) and other additives have been added to improve the

phytoremediation process [133–137] along with bacterial strains [138].

Recent studies have examined combining phytoremediation with bioaugmented

microorganisms. The following are three potential reasons for doing so. First, plants

can indirectly assist in microorganism degradation of compounds within soils. For

example, plant roots act as a conduit for spreading microorganisms across a given

space. Second, plants can provide the mechanism for tilling the soil, helping

improve conditions for microorganism viability [139]. Third, plants can also

provide a mechanism for oxygen transfer, adequate substrate through the release

of root exudates, and additional essentials such as nutrients, enzymes, and carbon.

Yet a competition of available resources may still arise between native species and

bioaugmented species. Therefore, it is important to carefully select appropriate

microorganisms that complement with indigenous species. An additional issue is

having soil conditions that are not conducive to plant growth. This can be

remediated by introducing organics to soils such as biosolids [140].

7 Contaminants

In this section, the series of contaminants discussed are non-aqueous phase density

liquids (NAPDLs). NAPDLs are a series of compound contaminants found as

mixtures [29]. While there are extensive compounds that can be considered for

discussion, three major groups will be discussed—halo-organic compounds,
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polycyclic aromatic hydrocarbons, and additional compounds such as alkanes,

alkenes, and benzene toluene and xylenes (BTEX).

There are two major conditions in which hydrocarbons can be biodegraded—

aerobic and anaerobic conditions. As stated in Sect. 5.2, under aerobic conditions,

degradation occurs by taking the organic compound and converts into carbon

dioxide and water in the presence of oxygen. Equation (5.10) expresses the degra-

dation of toluene (C7H8) [141]:

C7H8 þ 9O2 ! 7CO2 þ 4H2O ð5:10Þ

This equation states that in order to degrade 1 mg/L of hydrocarbon, 3 mg/L of

water are required. In other situations, contaminants cannot be degraded in the

presence of oxygen. Therefore, hydrocarbons rely on additional electron acceptors.

Within this example, toluene is degraded, by using ferric iron (Fe3+) [30]:

C7H8 þ 36Fe OHð Þ3 ! 7CO2 þ 36Fe2þ þ 72OH� þ 22H2O ð5:11Þ

In this reaction, ferric iron is reduced from Fe3+ to Fe+2, a very essential equation

to monitor the overall effects of reduced iron within the system [84].

7.1 Halo-Organic Compounds

Halo-organics are a series of organic pollutants attaching to a series of halogens

(typically chlorine). According to author Mohn (2004), halo-organic compounds

are the most difficult pollutants handled within the soils. The electronegativity of

halo-organic compounds makes the compounds more stable and more difficult to

apply bioremediation. In addition, halo-organic compounds are well-known for

their ability to be transferred throughout the food chain and can sorb to soil because

of hydrophobicity. However, unfamiliarity within natural soils makes them difficult

to be removed [142, 143]. There are three halo-organic compounds—

trichloroethene (TCE), perchloroethene (PCE), chlorophenols, and polychlorinated

biphenyls (PCBs).

TCE compounds are found in textile processing and degreasing machinery.

When these materials are improperly removed from the system, they can be easily

transferred, affecting ground water and also soils [1]. There are two major methods

that remove TCE—aerobic co-oxidation by two major enzymes monooxygenases

and dioxygenases, and reductive dehalorespiration under anaerobic conditions

[20]. TCE are reduced to dichloroethene, vinyl chlorine, and ethane [20]. PCE

known as “the fully-chlorinated by unsaturated tetrachloroethene,” [1] are removed

in a similar fashion, but instead dechlorinate the compounds into 1,2-cis-
dichloroethene by Dehalococcoides ethenogens by using the dechlorination prod-

ucts as electron acceptors [20]. TCE degradation can be summarized in Fig. 5.9.

5 Bioaugmentation 371



Chlorophenols (chlorinated hydrocarbons) are most commonly found in the

environment as forms of biocides in agriculture and industry, incineration of

organics, and chlorination of water. With the potential problems of these forms

released into the environment, there are methods provided to reduce the impact of

these pollutants [142, 143].

The final major halo-organic compound, polychlorinated biphenyls (PCBs) are a

series of 209 biphenyls. PCBs have a connection of two hydrocarbon structures,

renowned for their position and number of chlorine atoms. There are three major

properties of PCBs—they are stable, have a high boiling point, and are insoluble in

water. PCBs are used in various industrial, thermal, and hydraulic processes. While

xenobiotics are beneficial, they continue to be a retardant in degradation. PCBs are

infamous for their ability to transform without molecular oxygen in the presence of

other conditions such as nitrate, magnesium, iron, and sulfate-reduction. An exam-

ple of PCBs degradation is the co-oxidation of 2,3-biphenyl dioxygenases.

Co-oxidation begins by reducing the regions of the compound that are considered

the least chlorinated, followed by the breakdown of the aromatic rings within the

PCB, and then hydrolysis [143].

Section 6 of the Toxic Substance Control Act of 1976 develops the proper

disposal and handling for soil contamination. In addition, PCBs have been

prohibited in the distribution, process, and manufacturing of these contaminants.

From previous in situ bioremediation studies, indications towards Acinetobacter,
Athrobacter, and Pseudononas putida have been applied to degrade PCBs in

non-laboratory conditions [143].

7.2 Polycyclic Aromatic Hydrocarbons

A major application of bioaugmentation is the reduction of polycyclic aromatic

hydrocarbons (PAH) found within industrial plant waste. According to Harvey and

Thurston, PAH are a series of carcinogenic (cancer causing) chemicals produced by

the incineration of organic material to produce petroleum or wood-preservation,

from accidental spills or runoff from the landscape [144]. PAH are most commonly

formed because pyrolysis or incomplete combustion of organic compounds [145].

The chemical composition of polyaromatic hydrocarbons consists of two or

more rings of benzene, becoming insoluble and stable in several forms

[146, 147]. PAHs are more stable in form and have three types of angular arrange-

ments (phenanthrene, benzopyrene, pyrene) and two linear arrangements

C C C C C C C C C C C C

HHH

HHHHHH

H ClClCl

H

ClClCl

PCE TCE cis 1,2-DCE VC Ethene Ethane

Cl

Cl 2H HCl 2H HCl 2H HCl 2H HClCl Cl

H

H
HH

H

Fig. 5.9 Biological pathway for TCE degradation [30]
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(anthracene, benzanthracene). Angular arrangements become more difficult to

biodegrade as compared to linear arrangements [146]. In addition, larger ringed

forms of PAHs become more insoluble in water, creating an issue with a bacteria’s

ability to degrade material [148]. In soil applications, PAHs can be very difficult to

treat because of their high hydrophobicity and low bioavailability because they tend

to stick to soil colloids [147]. When these pollutants enter into the environment,

they remain in their composition until a change is provided by means of processes

such as degradation, accumulation, or bioaccumulation [146]. In the environment,

PAHs can potentially be mutagenic, carcinogenic, and teratogenic [145].

The typical degradation of polyaromatic hydrocarbons converts pollutants into

carbon dioxide or into other products. The most common degradation is modeled

through naphthalene since it has the smallest ring structures [146]. Several exam-

ples of microorganisms are available to reduce petroleum hydrocarbons and include

Acinetobacter and Alcaligens [147]. The microorganisms metabolize PAHs so they

can grow on the PAH substrate. However, if growth is not possible, PAHs are

reverted through, or transformed into non-mineral products. Major issues when

discussing degradation of PAH is such that these contaminants have a slower rate of

contaminant desorption which has an effect on their total degradability within the

soil. This is a problem which can provide an issue for availability within soils [20].

According to author Herwijnen et al. [148], bioaugmentation is compiled in

nature under various measurements of carbon source limitation due to the constit-

uents of PAHs. Many other authors initially suggest the need of oxygen to degrade

unless nitrate is replaced by the terminal electron acceptor. However, many have

provided evidence of degradation of PAHs in the presence of sulfur or methane

[148]. As shown in the previous section, reductive dechlorination has been recently

popularized as a viable method for treating PAHs provided that the potential for

developing VC is contained. Nevertheless, native soil microbial species should be

considered when attempting to bioaugment. The reduction of contaminants within

the soils may require the application of additional substances such as lignocellu-

losic substances (LS) to foster growth. This might present challenges in fostering

healthy microbial groups [147].

7.3 Additional Compounds

There are three additional contaminants that are important to consider concerning

biodegradation of chemicals—Figures 5.10a, b and 5.11 provide diagrams of

various other major organic compounds present. First, alkanes are a series of

hydrocarbons with a formula of CnH2n+2. Alkane degradation is dependent on

their molecular weight—the higher molecular weight contaminants experience a

lower degradability because of hydrophobic characteristics that causes them to be

less soluble. In addition, many alkanes are branched [149]. The degradation of an

alkane can been by considering the degradation pathway of an n-alkane—first,

n-alkanes convert into alcohols, then aldehydes and fatty acids, eventually
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becoming carbon dioxide. Recently, alkanes have become more of an issue because

of recent oil spills. Many petroleum hydrocarbons present during these spills

include various alkanes such as normal alkanes (n-alkanes) and cyclic alkanes

CH3

toluene

a AROMATICS

naphthalene

chrysene

benzo[a]pyrene

CH3N

2-methylpyridine

dibenzo-
thiophene

RESINS

S

b

Fig. 5.10 Examples of

crude oil organic

compounds [37]. (a)
Aromatics. (b) Resins
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(c-alkanes) [150]. Second, alkenes are a series of double bonded hydrocarbons with

the formula CnH2n [149]. Third, aromatics such as benzene, toluene, ethylbenzene,

and xylenes (BTEX) are a series of components found within fuels, gasoline

production, leaking underground storage tanks, pipelines, and accidental spills

[26, 151]. Generally, aromatics are soluble and hazardous components [149].

CH3
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Cl

Cl
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OCH3

Cl

Cl

O CCl2

NO2

NO2

RDX

Naphthalene

Methaqualone Alkanes

Pendimethalin Metolachor

Pentachlorophenol Phenol

CH3
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NO2
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Cl

Cl

Cl

CH3

CH3

H3C

N

N

O

CH3CH2CH2CH2CH2CH2CH2CH2CH2CH2CH3

CH3

CH3CH3CH2

CHCH2OCH3ClCH2C

O

N
O2N NO2
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C
CH2CH3H2CCH2

OH OH

ClO2N N N

N

O2N

Fig. 5.11 Other organic compounds found treated within bioremediation [152]
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Degradation by bioaugmentation for each of the aformentioned components

begins with the conversion of the compound into fatty acids by the enzymes in

the bacterial cell. For alkane hydrocarbons, alkane-oxidizing enzymes are found on

Pseudomonas putidaGpo1 with ten genes available. Each of the ten genes is able to
perform the proper destruction of alkane constituent [29]. On the other hand,

unstable BTEX compounds are degraded by opening the aromatic ring [20]. In

addition, anaerobic degradation is the best way to mineralize BTEX without the

production of nitrates, sulfates, or an additional organics during intermediate

steps [153].

8 Case Studies

The following is a series of case studies that applies several case studies involving

bioaugmentation. Each of these studies considers the application to wastewater

treatment, in situ, groundwater and soil application. These case studies are an

addendum to what has been previously discussed earlier in this chapter.

8.1 Full-Scale Coke Wastewater

Coke from steel mills consists of high concentrations of ammonia, phenols, and

cyanides. The area of concern for coke wastewater is the pre-denitrification pro-

cesses that occur under anoxic conditions. This is a process where heterotrophic

bacteria convert nitrate and nitrite into nitrogen gas. For this process a high

concentration of cyanide is formed. Therefore, treatment is required for effluent

to be treated prior to discharge into the environment. Bioaugmentation reduces the

potential problems from the effluent [101].

In order to remove cyanide from the wastewater, the authors use Cryptococcus
humicolus MCN2, a form of cyanide-degrading yeast. Yeast and an unknown

species of cyanide-degrading bacteria are applied to the system. According to the

research of Park et al. [101], bioaugmentation research is a four step process. First,

bacteria and C. humicolus are placed in a 5-L fermenter at 25 
C with a maximum

containment of 3 L. Second, cultivated material is transferred into 12 tanks with a

capacity of 100 L made of polyethylene and cultivated for 7 weeks, where batch

cultures were supplied weekly. Third, 1.2 m3 of the cultures are transferred into four

aeration tanks and placed into the system as a batch for 29 days, supplying the batch

with nutrients—1 kg/m3 glucose, 50 g/m3 KCN, and other nutrients. Finally, the

waste treatment process supplies the system with recycled wastewater at a flow rate

of 60 m3/h, a sludge rate of 30 m3/h, and an inflow 10 m3/h. Wastewater flow

provided into the system consisted of 14 mg/L concentration of cyanide [101].

The authors report that cyanide increase the values of 6 mg/L within the first

6 days of operation and reduce activated sludge to 400 mg/L due to poor settling
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within the tank. In addition, the study reports that the failure of cyanide reduction

within coke wastewater treatment is related to the inability of biodegraded free

cyanide within the system. This is because cyanide forms a stable component with

iron, a very prominent form of cyanide within the system. A major problem with

iron cyanide is the high toxicity of microorganisms. According to research, cyanide

is reduced through a carbon source with the system. When the system receives a

carbon source, cyanide removal is improved to 78 %, twice the efficiency without

carbon presence. This research is separated from the analysis made within the full-

scale treatment done in 48 h batch experiments with 20 mg/L of free and nickel

cyanides, 100 mg/L cobalt cyanide, and 3 g/L glucose [101].

8.2 Reduction of Polycyclic Aromatic Hydrocarbons

Herwijnen et al. [148] considered this application to a given value of contaminated

soil with inoculated bacteria growing in restricted conditions, a kind of culture

known as a chemostat culture. The study conducted by the authors considered

bacteria cultures from the genus Sphingomonas andMycobacterium for their ability

to grow and convert limited carbon sources, specifically flourene, phenanthrene,

and pyrene. Cultures were supplied with either a combination of easily utilized

carbon and PAH. The conclusion provided from the experiment indicates that the

removal efficiency of the aforementioned carbon sources recorded 99 % [148].

In addition, Harvey and Thurston [144] consider the application of ligninolytic

fungi for practical use in reducing polyaromatic hydrocarbons. The purpose of

using ligninolytic fungi as an alternative to bacteria is because the organism has a

mechanism which can provide ability to perform the first step of PAH

degradation [144].

8.3 Exxon Valdez

In March 1989, 41 million liters of crude oil spilled about 800 km of shoreline in

Prince William Sound, Alaska. This infamous oil spill became widely known as

Exxon Valdez. Following the major incident, many scientists became interested in

the degradation of these toxins and how they affected not only the soils, but also

their overall effect on the wildlife within the region [154]. Figure 5.12 is a graphic

depicting the location of the spill.

According to research, this developed an increase of toxicity within these beach

sediments. However, when soil samples were taken in 1992, only 0.2 % of soils

across a 4800 km region remained within the soil, which during the accident

indicated a measurement of 16 %. In addition, 8 % of quadrants sampled, ¾ of

the samples were reduced. According to the authors, this was due to geological

conditions with the area—the section of Prince William Sound consisted of boulder
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and cobble shorelines, reducing any erosion and weathering. Finally, additional

measurements concluded that in regions with mussel concentrations noticed that “a

fraction of 1 % [of hydrocarbons] were readily available. This is due to the fact that

mussels or bivalves are able to concentrate contaminants in their tissues which

ultimately reduced the concentration of contaminants in the soils [154].”

Fig. 5.12 Map of Alaska and Prince William Sound, site of Exxon Valdez oil spill [155]

378 E. Butler and Y.-T. Hung



8.4 Fowler Beach, DE

In response to Exxon Valdez, an experiment was conducted to further understand

the combination of inorganics and bioaugmentation in its response to removing

contaminants on mixed sand and gravel beaches. The authors experiment on Fowler

Beach, Delaware used 15 plots with an area of 36 m2 on crude oil from Nigeria. The

four plots have four treatment conditions—nutrients only, water soluble nutrients, a

combination of nutrients and bacteria which was a mix of Delaware Sea water,

crude oil, and nutrients in a 55-gal drum, and an untreated plot. Sea water is applied

daily, while microbes are applied once a week [156].

The results conclude that nutrients show a more consistent reduction of PAHs

and alkanes, specifically linear reduction. But inocculum of bacteria reduce com-

ponents similar to the non-treated plots. The difference noticed is in the path taken,

which means contaminants take longer to degrade within soils. While natural

degradation provides a similar reduction at the end of the experiment, the increase

can have an impact on reducing hydrocarbons. However, the experiment indicates

possible explanations which could affect bacterial maintenance within the system.

First, environmental conditions could have a profound effect on cultures which are

developed in the laboratory, or natural lag growth at specific times could retard or

maximize the possible amount of contaminant reduction to take place by

microorganisms [156].

8.5 Benzene, Toluene, Ethylbenzene, Xylene

From the case study, BTEX and additional hydrocarbons were found at a depth of

5 ft. Within the case study, 27 inoculation wells, both shallow and deep, supplied

oxygen by a compressor. Inside of the wells, microorganisms from the Bacillus,
Pseudomonas, Serratia, Azobacter genre are applied to the system. The experiment

considered the effectiveness of the innocula in removing BTEX within the soils.

The experiment lasted 15 months [157].

Throughout the duration of the experiment, data collection is completed in two

phases: a first 6-month observation, and then a post-6 month term which the wells

are developed from high yields of water that are produced. Groundwater results did

not prove a reduction in their hydrocarbon concentration during the 15 year project

period. In fact, research indicates that the population introduced to the well did not

survive the experiment, which has been due to the lack of food availability or a

potential toxic concentration [157].
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8.6 P. chrysosporium ATCC 24725

Following successful laboratory experiments which are tests conducted for 3 weeks

with soil from timber treatment indicated an 80 % reduction in chlorophenol in

15 weeks of research. Therefore, research is applied to a contaminated site in

Finland, in which fungal inoculation is produced and then applied to the contam-

ination. Four treatment beds with a volume of 3000 m3 are excavated and mixed

with the inoculated material and surround within a high density polyethylene

(HDPE) line. Additional oxygen is provided by blowers by means of a series of

perforated pipes. Ten soils are taken and analyzed and the results conclude that

there is a reduction of chlorophenols over the period of 24 months of observation,

which is lower than the 0.02 mg/kg reduction limit as required by the maximum

contaminant limit for chlorophenol in Finland [158].

8.7 Bioremediation of Petroleum-Contaminated Soil

Pearce et al. [159] provided a study considering bioremediation of contaminated

soils 50 m from a stream, received the application of a 500-L solution of bacteria

every 2 weeks. From the study, Pearce recorded reduction of TPHC (total petro-

leum hydrocarbon levels) by 90 % during a 169 day time period, a result that

showed the effectiveness of bioaugmentation [159].

8.8 Pseudomonas stutzeri KC

Pseudomonas stutzeri KC is a denitrifying bacteria which is used for the purpose of

reducing carbon tetrachloride into carbon dioxide. Dybas et al. [160, 161] devel-

oped an in situ bioremediation study considering the feasibility of bioaugmentation

based on two factors—to maintain and adjust pH for the formation and transfer of

carbon tetrachloride; and to compare the laboratory-cultured species with the

indigenous populations already placed within the soils in order to refute arguments

suggesting bioaugmented species of bacteria can be successful in contaminant

removal in both field and laboratory studies [160, 161].

The site chosen for carbon tetrachloride reduction is found at an aquifer in

Schoolcraft, Michigan. At the site, the contaminant is located 12–23 m below the

ground. Two studies are compiled at the site. The original study consisted of a

laboratory study which consists of a 99 % purity of carbon tetrachloride sample.

This sample is analyzed using batch and column studies [160].

Within the groundwater samples, Pseudomonas stutzeri KC strains are added at

the initial pH of 8.2 with 100 mM sodium carbonate and sterile CO2 gas. KC strains

are analyzed everyday for 1–4 day intervals and then at 14 days, pH adjustment was
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made to 7.5 by carbon dioxide addition and monitored for 7 more days. In addition,

nine columns were generated to analyze the ability of the strain to be able to remove

carbon tetrachloride. The columns consisted of the following constituents: for

71 days 20–30 μg/L of groundwater is exchanged in the system. Next, supplements

of 0.6 mM NaOH, 0.6 mM acetate, 0.1 mM potassium phosphate exchanged with

the water. A second series of columns receive 4.7� 1010 strain KC cells in 1 mL of

100 mM potassium phosphate buffer. Finally, a set of columns receive 200 mg/L

thimersol. The result indicates that those received during the exchange inoculated

KC strains remove the most μg of carbon tetrafloride (4.00 μg) as compared to those

with thimersol (0.80) [160].

Following this experiment, the authors went to the same site and considered an

in situ application within the aquifer site. There are six phases in which the study

was conducted. Pre-examination parameters included proper assessment of the site

and groundwater core sampling. Phase A was prepared by the adjusting of pH to

7.5–8.0. This was achieved by pumping ground water and providing acetate,

phosphorus, and sodium hydroxide. Phase B adds the supply of microorganisms.

Phase C applied ground water and the strand of Pseudomonas stutzeri KC cells,

while Phase D adds additional acetate, phosphorus, and other nutrients into the

system. Following experimentation, post-testing was completed to determine the

success of contamination reduction [161].

The results from the study indicated a 60 % reduction of carbon tetrachloride in

the system. However, the authors explained that there is a decrease in efficiency

whenever acetate is lost in the system. Also, it was found that carbon tetrachloride

was reduced 50 % for every 70 % of nitration removed [161]. Interesting to note,

from this historical location, Tenney et al. [162] applied a three-dimension com-

puter model based on historical data to design methods to completely degrade

constituents—these include pumping water and well dimensions [162].

8.9 Burkholeria cerpacia PR301

Burkholeria cepacia PR301 are microorganisms applied in situations when indige-

nous populations are unable to use constituents for growth purposes. In addition, the

microorganism has the ability to transform oxygen from its molecular form for

degradation by means of oxygenase enzyme. The following case study is conducted

with the use of these microorganisms for that particular purpose [163].

The city of Wichita, KS found evidence of CAH (chlorinated aliphatic hydro-

carbons)—TCE, DCE, and PAC approximately 4.5 m below the surface. The initial

concentrations found were 125 μg/L TCE, and 99 μg/L for two forms of DCE.

Therefore, research was conducted by constructing one 15-cm injection well and

5-cm PVC piping installed within the system. The purpose of installing the piping

was to receive dissolved oxygen of 15 mg/L, nutrients, and Burkholderia cepacia.
Additional piping provided six monitoring wells for making observations through-

out the experiment [163].
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Testing was completed in six phases—specific application of biotreatment is

done after approximately 30 days from the initial field test construction. The first

application continuously applies microorganisms to the system for 4 days, where

concentration of cells reaches 109 cells/mL. The results indicated that TCE and

t-DCE levels were near 0 μg/L—however, the initial conditions were less than 25.

Nevertheless, c-DCE levels dropped immediately within the first day of application

(150 to <25 μg/L). According to research it was noted that the reduction rate was

approximately 94.5 μg/L h [163].

Following a 22 day recovery phase, c-DCE increased significant from concen-

tration <25 μg/L to approximately 240 μg/L. When the application of the second

biotreatment occurred, the concentration returned to approximately 150 μg/L. The
second biotreatment consisted of the application of 108 cells/mL reducing c-DCE

contaminants to below detection levels. In addition, TCE and t-DCE contaminants

approached zero in concentration within the system [163].

Final analysis were conducted during a 15 day phase known as a post-test. This

test reduced the number of microorganisms within the system to determine the

amount of contaminants remaining in the system. With the reduction of microor-

ganisms, contaminants increased significantly for c-DCE, reaching a concentration

of approximately 170 μg/L [163].

8.10 Chermaya Oil Pollution Restoration

The Chernaya River in the Moscow region known as Lukhovitsy was polluted in

1995. The cause for the pollution was from the proximity of the Lukhovitsy oil bulk

plant to the river which received leakage from the plant. During the year, oil

thickens to approximately 5 mm in the river tributary, which therefore required a

reduction of the amount of oil present within the system [164].

A series of microorganisms known as Rhodococcus sp. were applied to the site

because of their ability to degrade oil within a system. An application of the

microorganisms was prepared in a salt solution consisting of nitrogen, phosphorus,

and potassium with concentrations ranging from 0.005 to 0.02 %. The mixture was

then sprinkled onto a 1 m2 surface area twice with a break period of 14 days. The

authors discovered that the hydrocarbon concentration significantly decreased from

440 to 0.04 mg/mL, a reduction of 99.001 %. In addition, cations and anions such as

Ca+2, Mg+2, Cl�, and Na+ also experienced major reduction in their concentration

during their application [164].
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9 Cost

As engineers solve problems involving soil and groundwater remediation, it

becomes imperative to discuss the parameters associated with cost. This is impor-

tant since the effectiveness of any process treatment would rely on an investment of

funds. According to the American Society of Civil Engineers, when it comes to

developing cost analysis, there are two major considerations that must be applied to

the system—capital investments which are costs associated with the design, equip-

ment, setup, startup, and removal of structures, or all associated costs with the

design process of the system. This contrasts to expenses which are a series of costs

associated with entities such as operation, maintenance, and additional building

expenses [165]. Typical analyses are done in ratio by relating old project costs to

new projects. The following equation displays this relationship:

Costn=Costo ¼ Sizen=Sizeoð Þexp ð5:12Þ

where

Costn and Costo represent the costs for both new and old projects respectively

Sizen and Sizeo represent the size of both old and new projects

Exp¼ additional equipment required aboveground (typically 0.7)

In regards to bioaugmentation, associated costs for design may seem impractical

because remediation does not operate through many mechanisms. However, as seen

in previous case studies, equipment such as blowers are not used for the diffusion of

oxygen within the system. Additional costs could occur with other forms of

containers.

Additional costs as previously mentioned, include primary equipment. There are

two typical methods applied for the analysis of cost. The first method, known as the

Lang method, is the sum of the equipment used in the system with an application of

a factor between 3.1 and 4.74 following the summation of all the equipment.

Another method, known as the Hand method, applies the Hand factor which is

used for the overall costs of each piece of equipment used. For cost related to

engineering design, typical applications consider a fraction of the overall construc-

tion cost present for the given situation, which may be duly noted as reporting

higher value than costs for typical design projects [165].

Expenses for entities such as utilities, operation, maintenance, and additional

expenses, are calculated using different rubrics. Typical utility expenses for

bioaugmentation involve the use of electricity to power blowers; therefore one

must calculate the total amount of power expenses for blowers each year. One can

suspect that the estimated costs for maintenance can be approximately 4 % of all

costs invested within the project. Finally, additional costs calculated for the purpose

of operation can be completed based upon information provided or assigned a dollar

amount strictly for non-calculated costs [165]. To summarize, bioremediation
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processes such as bioaugmentation are the least expensive of all land remediation

techniques. Table 5.10 discusses some of the factors as to why expenses could be

increased for treatment for example of contaminated soils.

In situ bioremediation costs have varied across the board. According to the

Environmental Protection Agency, 22 bioremediation processes for both in situ

groundwater and in situ and ex situ soil are categorized for the treatment of

superfund sites. It has been estimated that the costs range from $48,700 to

26,810,000, where the cost differentiation has been contingent upon the amount

of soil that is needed to be treated and also the type of treatment process that

has been used. For example, the $26 million site in Texas, French Limited

Superfund Site treats carcinogenic Volatile Organic Compounds (cVOCs), Semi

Volatile Organic Compounds (SVOCs), Volatile Organic Compounds (VOCs),

PAHs, and PCBs. This is compared to treating Petroleum Hydrocarbons (PHC)

at Glasgow Air Base UST which costs only $60,000 [19]. Table 5.11 provides a

summary of various treatment techniques of Superfund sites that used

bioremediation.

Table 5.10 Cost factors affecting bioremediation treatment efficiency [166]

Cost factor Comments

Concentration of

contaminants

Higher concentrations increase the time needed for treatment.

Presence of higher-molecular-

weight organics

Higher molecular-weight organics (e.g., PAHs) tend to increase

treatment time.

Area or volume requiring

treatment

Increased area or contaminated volume requires increased

capital expenditures. However, unit costs typically decrease

with increased volume to be remediated.

Depth of contamination Deeper contamination increases the amount of well drilling

required for bioventing or excavation requirements for ex situ

applications.

Complex geology Complex interbedding of high and low permeability layers can

be difficult to treat, possibly increasing the density of wells

needed or the length of treatment time for bioventing or

increased mixing requirements and treatment time for ex situ

applications.

Low soil permeability Treating low permeability soils decreases the radius of influ-

ence of in situ technologies, requiring an increase in the treat-

ment density for in situ treatment.

Presence of recalcitrant

contaminants

Relatively recalcitrant contaminants may require increased

treatment time or alternative treatment strategies, or may pre-

clude biological treatment entirely.

Presence of halogenated

organics

Halogenated contaminants may require anaerobic pretreatment

to reduce the level of chlorination, and may require increased

off-gas control measures.
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10 Problems with Bioaugmentation

Bioaugmentation has been notorious as exemplary for the purpose of assisting in

the removal of contaminants from the soils and groundwater. Nevertheless, there

lies a very difficult challenge in regards to the proper use of the treatment process.

Skeptics argue that bioaugmentation is not permissible due to the ecology consid-

ered. Devinny and Chang quote van Veen et al.—“Introduced bacteria may there-

fore have great difficulties in finding soil itches in which to survive. . .and it is

extremely hard to predict the final effects.” Many of the approving literature

supporting the use of bioaugmentation have been merely applied to studies which

have been conducted in a laboratory [7].

For example, Taylor and Hanna conducted laboratory research involving the

methanotrophic Methylosinus trichosporium, a degrader for chlorinated ethenes,

for the purpose of preparation for a treatability study in the vicinity of NASA

Kennedy Space Center. The study concluded that removal reached 70 % cis-DCE
and 51 % TCE removal in a 72 h time period [167]. Aamand et al. considered

Arthrobacter in the application of treating collected soils from a gasworks site in

Esbjerg, Denmark. The study determined that in one tar sample presented, 65 % of
14C-phenathrene is mineralized to CO2 within a month [168]. Imamura

et al. concluded that an inducer-free microbe JM1 exponentially reduced TCE

over a period of several hours as compared to samples without JM1 at various

concentrations [169]. While these experiments indicate great examples of effec-

tiveness of cultures within the laboratory, as seen throughout the text, many of the

bioaugmentation studies either do not have numerous examples or the results

indicate negligible differences between what is seen by microorganisms present

in the system.

Four reasons for failure have been explained by authors Devinny and Chang

[9]. The importance of environmental conditions is established throughout the

course of the text and also case study research. Factors such as temperature, pH,

the amount of water present within the soil, and the concentration of oxygen present

must be developed appropriately for each of the various microorganisms. The

authors also argued that the effectiveness of laboratory research as previously

prevented indicates the success rate of simply reducing the concentration without

having designing the appropriate conditions necessary. In addition, many of the

cultures which are applied for soil bioremediation are grown in liquid, as compared

to those bacteria already grown accustomed to the soils [9].

In relation to the environmental conditions, the economic viability is another

consideration. Beyond the environmental conditions that are typical of soil and

ground applications, additional parameters within the soil include predators, com-

petitors, and parasites. Reviewing studies compiled by previous authors, inoculated

species of microorganism applied in situ are reported dying in situations when the

conditions were not sterile. This is exemplified when the microorganism Pseudo-
monas had difficulty in the removal of dichlorophenol. Other examples in literature
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include microbial species, those unable to adapt to the current situations

available [9].

Also, any type of degradation of contaminant within the soil is contingent upon

the substrate amount. Whenever levels do not reach acceptable amounts, microor-

ganisms depend upon the use of that specific type of contaminant may be unable to

grow. Also, the authors mention that there are situations when microorganisms

degrade materials which are not the intended contaminants, or are unable to

complete the process without the presence of other contaminants. In addition,

many of the prevailing problems include the structural complexity of the contam-

inant which may require the application of additional species in order to complete

degradation. The amount of concentration affect the microorganisms ability to due

toxicity which may occur at high levels [9].

Finally, the contaminants may not be unable to reach the microorganisms due to

the inability for dispersal within media such as soils. There are cases when soils are

thickened and tightly hold onto contaminants which become a challenge for

microorganisms to penetrate through. This is be best explained by poor mixture

of soils. These reasons create a setback in regards to the current structure in

bioaugmentation. However, the acceptance of drawbacks to this treatment should

not deter future research towards developing solutions to these common

problems [9].

11 Ecological Risk Assessment

Ecological risk assessment is generated whenever there is a presence of a pathway

concerning potential contamination concentration. There are three major steps

within ecological risk assessment—first, the formation of problem, which is a

prepared hypothesis examining cause and potential affects from human activities

affecting the ecology of the system in question. Second, an analysis is made

considering the problems created and the potential hazards formed. Finally, the

situation is evaluated based upon risk, or the probability of the event causing

ecological damage to the system [170].

Prior to understand ecological risk assessment, one must consider the term

toxicity. Toxicity is the consideration of both exposure and dosage. Exposure is

defined as the concentration of material either in the air, water, or soil which makes

contact with a given organism, while dosage is the frequency that the organism is

exposed to the contaminant including the amount. With toxicity, it becomes

imperative that ecological risk assessment is completed in its totality. There are

two major types of toxicity that are considered within bioremediation—human and

animal toxicity and ecotoxicology [1].

Human and animal toxicity analyses are made on the consideration of mortality.

First, acute toxicity is the amount of contaminant exposure over a brief period time

which causes death to the organism. Chronic toxicity is the contact between the

microorganism and the contaminant for a longer period of time. This exposure is
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typically a smaller dosage which causes adverse health effects over a long period of

time, which is more realistic and more efforts are applied by those in the study of

bioaugmentation and additional bioremediation techniques [1].

An exemplary case study for ecological risk assessment involved the Exxon

Valdez spill in Alaska 1989. For the purposes of soil contamination, once one

considers the concentration of materials presense, it will be compared with stan-

dards of what is a non-hazardous level of the contaminants. Known as benchmarks,

this system of classification is prevalent to the end purpose of assessed land,

considers the levels within the system, and provides an accepted level of soils not

tested for contamination to generate the appropriate responses from those soils. For

example, in tests involving petroleum hydrocarbons, the American Petroleum

Institute stated that concentrations are not severe if they are less than 10,000 mg/

kg of grease or other total petroleum hydrocarbons [170].

In addition, Efroymson et al. [171] applied the notions described using ecolog-

ical risk assessment to make analytical conclusions regarding the ecotoxicology of

petroleum products. According to the authors, screening benchmarks are adapted

based upon the comparison between concentrations that are deemed hazardous as

compared to those which are not hazardous. Also known as ecological soil screen-

ing levels, benchmarks are produced on three major factors: to conclude whether

the specific amount of material affects the overall production of given ecology—for

example the ability to reproduce the given benchmark and proper merging of soils

and microorganisms to develop a specific result. Additional parameters necessary

for measurement include the type of soil and microorganisms, time in which soil

has been in contact with the material, and constituents comprising the petroleum.

The purpose of completing an ecological risk assessment based upon screening

benchmarks is to provide an overall sense of the petroleum hydrocarbon compo-

nents present in a given soil and also assess whether concentrations are low enough

to present adverse effects on the overall soil. This can ultimately determine whether

a site has the ability to fulfill requirements prior to site closure, as outlined by

RCRA. For the purpose of bioaugmentation, making benchmarks can determine the

toxicity of current organisms present within a given soil and therefore could suggest

whether those toxic sites require bioaugmentation treatment [171].

It is very important to keep various experiments and analysis techniques uni-

form because toxicity levels can vary for many of the different contaminants. Also,

a significant difference between measurements can have a profound effect over

whether application of bioaugmented microorganisms is going to be successful

within a system [171]. Nevertheless, considering proper methodology of the eco-

logical risk assessment can allow for an understanding of the potential problems

and develop possible solutions using bioaugmentation.
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12 Conclusions

A proper analysis of bioaugmentation techniques as applied to various media

allows for the versatility of the application for different purposes for waste treat-

ment. The challenges facing current supporters of this treatment continue to be its

inability to be able to withstand harsh conditions outside of sterile laboratories.

Nevertheless, as Forsyth et al. explained, bioaugmentation does have a sense of

security; after all, it only requires the application of microorganisms which have

been completing degradation work for millions of years [5].

12.1 Recommendations for Improving Bioaugmentation

In response to many critics of bioaugmentation, it should be warranted that the

development of laboratory cultures for soil, groundwater, and wastewater treatment

applications can be effective if certain measures are taken. First, proper analysis of

the media, such as an ecological risk assessment study can be completed determin-

ing specific benchmarks for contaminants. If benchmarks are applied properly, then

one can determine which species are able to withstand concentrations of a given

contaminant. Second, proper maintenance of media in which microorganisms will

be contained can provide further life expectancy of microorganisms within the

system. Third, use of bioaugmentation in conjunction with other practices, such as

physical-chemical practices or phytoremediation can allow for contaminant con-

centration to be suitable for microorganism presence and also relieve stressors

placed on the applied species. Finally, continual trial-and-error in situ practices

can develop better understanding of microorganisms within the soil. If

bioaugmentation successes and failures are consistently based only on laboratory

applications, then continual criticism will arise of the technique outside of the

laboratory.

Glossary of Terms Related to Bioaugmentation

Bioaugmentation A subset of biotechnology that consists of supplying microor-

ganisms to the soil or water for the sole purpose of removing a given

contaminant.

Biodegradation The mineralization of compounds into inorganic minerals, carbon

dioxide, water, and methane.

Bioremediation The removal of contaminants from the environment by using

biological processes.
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Biotransformation A change of a contaminant’s chemical structure to reduce

potential human or ecological consequences related to its presence.

Catabolism The generation of new chemical structures or the maintenance of

energy by means of using enzyme-catalyzed reactions.

Ecological risk assessment Prepared whenever there is a presence of a pathway or

a potential contaminant concentration.

Ex situ Any treatment process that requires the extraction of the contaminated

medium for further treatment.

Halo-organic compound An organic compound consisting of a halogen. Halo-

gens are a series of elements located in the seventh column of the periodic table.

HazardousWaste A substance classified as being ignitable, corrosive, reactive, or

toxic.

Industrial Waste A substance produced within any given industry. These indus-

tries include leather tanning, textile production, wood preservation, metal

finishing, coke, and other industrial processes that create wastewater with

many harmful products. Usually, industrial waste products are harmful and

can include surfactants, dyes, oils, phenols, polycylic and heterocyclic aromatic

hydrocarbons, and heavy metals.

In situ Direct application of a treatment process to the contaminated area.

Metabolism The breakdown of compounds by microorganisms into inorganic

minerals, water, carbon dioxide, and methane.

Pathway The degradation processes of a compound.

Polycyclic Aromatic Hydrocarbons Carcinogenic (cancer causing) chemicals

produced by the incineration of organic material to produce petroleum or

wood-preservation, from accidental spills or runoff from the landscape.

Toxicity The concentration of material either in the air, water, or soil which makes

contact with a given organism, or the frequency that an organism is exposed to

the contaminant including the amount.
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Wastewater Renovation by Flotation
for Water Pollution Control

Nazih K. Shammas

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 404

2 DAF Pilot Plant for Single-Stage Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406

3 Clarification of Raw Wastewater . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

4 Clarification of Primary Effluent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 408

5 Secondary Separation of Mixed Liquor from Activated Sludge . . . . . . . . . . . . . . . . . . . . . . . . . . 408

6 Full-Scale Operation of an Upgraded Activated Sludge Plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

7 DAF Pilot Plant for Two-Stage Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

8 Design and Operational Parameters for the Two-Stage Operation . . . . . . . . . . . . . . . . . . . . . . . . 413

8.1 Hydraulic Loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 414

8.2 Chemical Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415

8.3 Removal Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 416

Appendix: United States Yearly Average Cost Index for Utilities U.S. Army Corps

of Engineers [42] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 418

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419

Abstract Planning and management of water resources is more and more being

based on the renovation and utilization of wastewater for use in agricultural and

landscape irrigation as well as in industrial production. Conventional wastewater

treatment, even when it is economically feasible, is costly because of biosolids

handling and tertiary sedimentation tanks. The fact that (DAF) dissolved air

flotation (with 3–5 min of detention time) can replace sedimentation (with 2–3 h

of detention time) for clarification has been overlooked by environmental engineers

for many decades. Modern high rate DAF clarifiers have advanced to such an extent

that they could overshadow the conventional settling clarifiers in wastewater

treatment. DAF hydraulic loadings increased from 1 to 2.5 L/m2/s and for a triple
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stacked unit to 7.5 L/m2/s; the detention time decreased from 30 to 3 min; air

dissolving is improved and now requires only 10 s retention time in the air

dissolving tube instead of the previous 60 s. This chapter discusses the field

application of the DAF process for primary wastewater clarification, secondary

separation of mixed liquor from activated sludge and the design and operation

parameters for a two-stage DAF operation. The performance of the compact units in

treatment of various wastewater effluents illustrates the system’s usefulness for

wastewater reclamation, recycling and reuse.

Keywords Wastewater reclamation and reuse • Dissolved air flotation • DAF •

Primary DAF • Secondary DAF • Two-stage DAF

1 Introduction

Planning and management of water resources is more and more being based on the

renovation and utilization of wastewater for use in agricultural and landscape

irrigation as well as in industrial production. Conventional wastewater treatment,

even when it is economically feasible, is costly because of biosolids handling and

tertiary sedimentation tanks. The fact that (DAF) dissolved air flotation (with 3–

5 min of detention time) can replace sedimentation (with 2–3 h of detention time)

for clarification has been overlooked by environmental engineers for many decades.

Modern high rate DAF clarifiers have advanced to such an extent that they could

overshadow the conventional settling clarifiers in wastewater treatment. DAF

hydraulic loadings increased from 1 to 2.5 L/m2/s and for a triple stacked unit to

7.5 L/m2/s; the detention time decreased from 30 to 3 min; air dissolving is

improved and now requires only 10 s retention time in the air dissolving tube

instead of the previous 60 s [1, 2]; the modern DAF unit smaller size and weight

allows for inexpensive construction and flexibility of erection using prefabricated

units; and the availability of excellent flocculating chemicals gives a high stability

of operation and high clarification degree [3–6].

Flotation has been widely used for industrial waste treatment. Typical industrial

wastes treated by flotation are oily wastewaters [7], pulp and paper mill wastes

[8, 9], slaughterhouse wastes [10], poultry processing wastewater [11], hazardous

wastes [12], food and dairy processed wastewater [13] and seafood processing

wastewater [14]. However, although flotation has also been used extensively for

waste activated sludge (WAS) thickening [15–17] yet only limited applications are

available in wastewater clarification [18–20] or Wastewater reuse [21, 22].

Conventional biological treatment [23, 24] is the predominant selection for

municipal wastewater treatment plants. Whenever upgrading is deemed to be

necessary, the remedial action in most cases is to merely enlarge the size of existing

facilities. In both instances the above choices may not be practical or economical.

Examples of such cases are:
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1. Seasonal operations where huge population swelling occurs during religious

festivities, in sea and mountain resorts, and in ski areas [25].

2. Recovery and treatment of wastes generated from agricultural crops, especially

those that are seasonal in nature [26, 27].

3. Chemical and toxic wastes that are not amenable to biological treatment

[7, 8, 28].

4. Emergency situations which demand immediate action. Such events cannot be

remediated by biological means.

5. Control and reduction of combined sewer overflows (CSOs), especially where

space is at a premium [28, 29].

6. Wastewater renovation and tertiary treatment for water cycling and reuse

[25, 30].

7. Retrofitting of treatment plants for upgrading or plant capacity expansions

[31–33].

Harleman et al. [29] and Harleman and Murcott [32] consider chemically-

enhanced primary treatment (CEPT) and chemical secondary treatment (CST) to

be significant innovations in wastewater treatment technology. They conclude that

CEPT can remove over 80 % TSS and 60 % BOD compared to 60 % TSS and 35 %

BOD for conventional primary treatment. They also indicate that CST can achieve

higher removals of up to 90 % TSS and 80 % BOD compared to biological

secondary treatment (BST) of 85 % TSS and 85 % BOD. On the other hand, Firmin

[34] who reviewed the performance of CEPT plants in North America and Scan-

dinavia has found that their actual removal efficiencies and effluent quality are

highly variable and specific to given wastewaters. He concluded that CEPT will

remove 65–80 % TSS and only 40–50 % BOD.

The goal of this chapter is to illustrate and explain how the flotation technology

can be employed to further enhance the CEPT concept as a feasible alternative or an

upgrade to conventional wastewater treatment processes. An innovative physico-

chemical treatment system, based on flotation technology developed by the Lenox

Institute of Water Technology [35–37], is being used for this purpose. Furthermore,

in order to illustrate the universal applicability of this system to various wastewa-

ters, the system was pilot tested at different geographical locations in seven states

and on different wastewaters. This multitasked testing program allowed the eval-

uation of flotation cells design criteria and the effect of wastewater variability on

removal efficiencies and final effluent quality.

The technical feasibility of the DAF process for primary and secondary flotation

in wastewater treatment is illustrated by the following applications [31, 38–40]:

(a) Applications of one-stage flotation (F-Cell)

1. Primary clarification of raw wastewater in Indiana

2. Clarification of primary settled effluent in Maine

3. Secondary flotation of mixed liquor from an activated sludge aeration tank

in Maryland

4. Full-scale operation of an upgraded conventional activated sludge plant in

Texas
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(b) Applications of two-stage flotation (F-Cell) and flotation/filtration (FF-Cell)

1. Wastewater I in Massachusetts

2. Wastewater II in Arkansas

3. Wastewater III in Alabama

2 DAF Pilot Plant for Single-Stage Operations

The DAF pilot plant used in single-stage applications is shown in Fig. 6.1. It is a

self-contained, skid mounted flotation clarifier capable of treating 163 m3/d

(30 gpm) wastewater flow. The flotation tank is 1.2 m (4 ft) in diameter with

Fig. 6.1 The flotation cell (F-Cell) flow diagram [31]
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041–0.46 m (16–18 in.) effective water depth. The system is complete with feed

pump, pressure pump, compressor, air dissolving tube, collection tank and chemical

feed equipment. The flotation tank is equipped with a spiral scoop for collection and

removal of floated sludge.

The inlet, outlet and sludge removal mechanisms are contained in the central

rotating section. This section and the spiral scoop rotate around the tank at a speed

synchronized with the flow. The system is operated in the recycle flow pressuriza-

tion mode, whereby a portion of clarified effluent (30–40 %) is continuously

recycled from the collection tank to the air dissolving tube under 400 kPa (60 psi)

pressure. After pressure release, the aerated water is mixed with the influent flow

just before the inlet to the distribution duct that moves with the same velocity, but in

opposite direction to the incoming flow thus creating a quiescent state in the

flotation chamber. Fine bubbles generated in this manner attach to the suspended

particles and float them to the surface. The spiral scoop takes up the floated

biosolids, pouring them into the stationary center section where they are discharged

by gravity. Clarified water is removed by extraction pipes which are attached to the

moving center section and discharged into the collection tank.

Wiper blades attached to the moving distribution duct scrape the bottom and the

sides of the tank and discharge settled sludge into the built-in sump, for periodic

purging. The variable speed gear motor drives the rotating elements and scoop.

Electrical current for the gear motor feeds from a rotary contact mounted on the

central shaft.

3 Clarification of Raw Wastewater

The results of the pilot applications indicated that the DAF clarifier (F-CELL)

achieved good performance in both primary and secondary flotation. Table 6.1

shows that an average removal of 67 % in suspended solids from raw wastewater is

feasible without any chemical addition. Raw wastewater was pumped to the

F-CELL from the Kirklin wastewater plant immediately after the grinder. When

the flotation cell was run with polymer addition to the incoming flow, no significant

Table 6.1 Clarification of raw wastewater by flotation at Kirklin WWTP, Kirklin, IN [31]

Composite sample

Total suspended solids

Influent (mg/L) Effluent (mg/L) Removal (%)

1 97 27 72

2 226 129 43

3 298 68 77

4 415 197 53

5 238 54 77

6 300 50 83

Average 262 87 67
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improvement in removal was obtained. One of the collected composite samples was

tested for both BOD and ammonia-N. Although the BOD removal was not very

high (28 % removal from 188 mg/L down to 136 mg/L), the Ammonia was almost

completely removed. Ammonia-N concentration decreased from 31.4 mg/L in the

influent to 0.41 mg/L in the effluent i.e. 99 % removal.

4 Clarification of Primary Effluent

The F-CELL was installed at the Bangor, Maine Pollution Abatement Facility to

evaluate the DAF performance in the clarification of the plant’s primary effluent.

Trials were initially run on the plant effluent without chemical treatment and then

with alum treatment only, however, these tests produced poor results. Further

tests were made with alum and sodium aluminate and no polymer, but with

similar results. Optimum chemical addition was found to consist of 15 mg/L

alum, 10 mg/L sodium aluminate and 1 mg/L anionic polymer (Nalco 2 P0 462).

Table 6.2 indicates that suspended solids concentration in the effluent from

primary settling can be further reduced to an average value below 20 mg/L by

flotation. The average suspended solids concentration was reduced from 73 to

18 mg/L, a reduction of 72 %. The averaged biosolids consistency was 2.5 %

with a range of 1.7–3.8 % solids. Approximate biosolids flow was 0.5 % of

wastewater feed. Six composite samples were analyzed for BOD. The feed BOD

ranged between 114 and 164 mg/L with an average value of 128 mg/L, while the

effluent BOD ranged between 34 and 67 mg/L with an average value of 45 mg/L.

The average BOD removal was 65 %.

5 Secondary Separation of Mixed Liquor
from Activated Sludge

The application for secondary flotation of biological mixed liquor from an activated

sludge aeration tank was carried out at Patapsco wastewater treatment plant,

Baltimore, MD. Data from the application (see Table 6.3) indicated that polymer

(Secodyne 1533) addition was not necessary. Biosolids consistency and solids

capture did not improve with polymer addition. The biological activated sludge

flocs floated easily and quickly, achieving an average biosolids consistency of 4 %

solids and an average solids capture of 96 %. The high solids content of the DAF

float compared to 0.4–0.7 % concentration from a sedimentation tank, reduces the

volume of the recycle flow to the aeration basin and consequently increases the

hydraulic capacity of the basin and its detention time. This potential of secondary

flotation can be utilized for improving the treatment efficiency of an existing

overloaded activated sludge plant or to handle additional wastewater flow.
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Table 6.2 Clarification of primary settling tank effluent by flotation at Bangor WWTP, Bangor,

ME [31]

Sample

Total suspended solids

Sludge concentration (%)Influent (mg/L) Effluent (mg/L) Removal (%)

1 70 26 63 1.9

2 67 36 46 2.0

3 172 10 94 2.0

4 140 16 89 2.6

5 118 14 88 2.5

6 100 16 84 2.6

7 96 20 79 2.5

8 88 13 85 2.6

9 75 19 75 2.4

10 81 18 78 2.6

11 52 8 85 –

12 55 11 80 –

13 64 12 81 2.9

14 52 16 69 3.2

15 60 29 52 3.8

16 59 18 70 2.3

17 59 25 58 2.4

18 29 14 52 1.7

19 44 19 57 1.9

20 47 16 66 2.3

21 55 16 71 1.9

22 56 18 68 2.8

23 48 23 52 3.1

Average 73 18 72 2.5

Table 6.3 Secondary clarification by flotation at Patapsco Activated Sludge WWTP, Baltimore,

MD [31]

Composite

sample

Total suspended solids

Sludge

concentration (%)

Polymer dosage

(mg/L)

Influent

(mg/L)

Effluent

(mg/L)

Removal

(%)

1 4240 220 95 4.0 0

2 3660 200 95 3.5 3

3 4550 180 96 4.7 3

4 4260 140 97 3.6 2

5 5525 270 95 4.3 2

6 5610 260 95 4.2 0

7 6040 160 97 4.1 1

8 6040 210 97 4.1 0

9 4050 120 97 3.3 1

Average 4886 196 96 4.0 1.3
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6 Full-Scale Operation of an Upgraded Activated
Sludge Plant

The activated sludge treatment plant at a paper mill in Lufkin, TX treats

68,200 m3/d (18 MGD) of wastewater. The plant was designed to produce a final

effluent with BOD and TSS that would not exceed 20 mg/L. However, several

expansions resulted in poor effluent quality and borderline permit compliance,

particularly during the periods of peak BOD loading. The first alternative to solve

the plant’s problems namely increasing the aeration time by adding another aeration

basin of the same size was not a viable option. The company did not have enough

land space and the capital expenditure for this conventional option is high. The

alternative decision was the use of a 16.8 m (55 ft) DAF F-CELL (see Fig. 6.2) as a

secondary clarifier that would be installed in front of the final sedimentation tanks

and has a capacity to handle 30,000 m3/d (8 MGD) of flow. This was accomplished

at only 12 % of the cost of the conventional expansion project estimate. A top view

of the F-CELL is shown in Fig. 6.3 and the cell details are shown in Fig. 6.4.

The sludge return to the aeration basin from the flotation cell at 2 % consistency

is five times thicker than the 0.4 % sludge return from the final settling tanks (see

Fig. 6.2). The resulting reduction in the volume of recycle to the aeration basin by

9500 m3/d (2.5 MGD) provides an extra 10 % hydraulic capacity for aeration. The

solids removed from the 30,000 m3/d flow processed by the flotation cell reduced

the solids flowing to the final clarifiers by at least 30 % that no violations of the

discharge limits have occurred since installation. The net results were reduced

solids loading to the final clarifiers, increased hydraulic capacity and retention

time of aeration basin, threefold increase in overall concentration of biosolids,

more active recycled sludge, better effluent quality and no biosolids bulking

problems.

7 DAF Pilot Plant for Two-Stage Operations

The DAF pilot plant (flotation/filtration FF-CELL) used in the following applica-

tions is shown in Fig. 6.5 and its details in Fig. 6.6. The system, mounted on a

mobile trailer, consists of a combination of a primary dissolved oxygen flotation

(DAF) process [31] and a secondary duel media filtration unit [25]. The inlet, outlet,

and sludge removal mechanisms of both clarifiers are contained in the central

rotating carriage. Raw wastewater mixed with flocculating agents enters the flota-

tion unit through a manifold on the side of the carriage. Because the speed of the

carriage is set to match the velocity of the incoming flow, the velocity of the

incoming wastewater is effectively zero, enhancing the flotation process.

Flotation is achieved with the introduction of pressurized aerated recycled

effluent through air dissolving tube (ADT). When this water is released, its pressure

drops, and the dissolved air comes out as microscopic bubbles which attach
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themselves to floc particles, causing them to float to the surface where they are

removed by the rotating spiral scoop and discharged into the central sludge or

biosolids collector. The clarified water from the flotation process then passes down

through the anthracite—sand filtration media located at the bottom of the unit. The

filtration compartment is composed of multiple separate sections which are indi-

vidually backwashed while the rest of the filter is on line. The backwash water

recycled from the filter is mixed with the influent water at the inlet. Thus backwash
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Fig. 6.2 Process flow diagram of upgrade activated sludge plant by using DAF F-Cell [31]
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Fig. 6.3 Top view of flotation cell (F-Cell) [35]

Fig. 6.4 Details of the flotation cell (F-Cell) [35]



discharge is eliminated, and the only discharge is the float, thickened biosolids (2–

3 % solids concentration) suitable for direct handling, thus also eliminating the need

for biosolids thickening.

The pilot plant had a nominal flow rate of 150 L/min (40 gpm). The main

characteristics of the units are listed in Table 6.4. Wastewater and air flow rates,

ADT pressure, pH, and temperature were monitored continuously. Relevant param-

eters including TSS, COD, BOD, total phosphorous, and total Kjeldahl nitrogen

(TKN) were analyzed according to Standard Methods [41].

8 Design and Operational Parameters for the Two-Stage
Operation

The pilot plant was operated over a broad range of operational parameters, includ-

ing various flow rates (75–170 L/min) and recycle ratios (5–60 %) as well as

different coagulant and flocculant combinations and doses (up to 200 and

10 mg/L respectively). In addition to providing clear-cut evidence about the

effectiveness of the multistage flotation system for treating various municipal

wastewaters, the pilot study also afforded the opportunity to optimize both coagu-

lant and flocculant dosages as well as relevant operational parameters. However

since the wastewater quality at each location is different, it was expected and

actually found that chemical additions did vary. Results of required chemical

doses as well as optimized operational parameters, including hydraulic loading

and recycle ratios, are summarized in Table 6.5.

Fig. 6.5 The flotation/

filtration cell (FF-Cell) [35]
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8.1 Hydraulic Loading

The flotation-enhanced treatment system, in addition to improving treatment effi-

ciency, is shown (Table 6.5) to be able to allow hydraulic loading rates (130–

200 L/min/m2) 7–10 times higher than the conventional primary treatment rate of

20 L/min/m2. The consequence is a corresponding reduction in space requirement

from one seventh to one tenth of the space needed by sedimentation clarifiers.

This saving in area requirement has a dominant impact on the final cost of the

system.

Fig. 6.6 Details of flotation/filtration cell (FF-Cell) [35]
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This treatment system based on flotation technology exhibited a similar decided

advantage over chemically-enhanced primary treatment. According to Harleman

and Murcott [32], CEPT allows overflow rates 2–3 times higher than conventional

clarifiers. Consequently, hydraulic loadings for flotation clarifiers using chemical

addition can be tripled or quadrupled over those used for chemically-enhanced

sedimentation clarifiers.

8.2 Chemical Requirements

Cationic polymers used alone were found to be very effective in the primary stage.

The optimum chemical dose was found to be 3–5 mg/L (Table 6.5). In the second

stage, a combination of 2.4 mg/L cationic polymer and 83 mg/L ferric sulfate was

Table 6.4 Characteristics of pilot plant units [38]

Parameter First stage F-Cell Second stage FF-Cell

Nominal capacity, L/min 150 150

Cell diameter, m 1.2 1.5

Cell depth, m 0.6 0.9

Air feed, L/min 2.4 2.4

Air pressure, bar 6 6.5

Sludge scoop speed, Rev./min 2 2

Backwash rate, L/min Not applicable 38

Backwash time, s Not applicable 45

Table 6.5 Operational parameters of pilot plant [38]

Parameter

Wastewater I

WWTP

Massachusetts

Wastewater II

WWTP

Arkansas

Wastewater III

WWTP

Alabama

Hydraulic loading, L/min/m2

First stage 202 202 202

Second stage 135 130 130

Recycle ratio, %

First stage 30 24 24

Second stage 30 20 20

Chemical dosage, mg/L

First stage

Magnifloc 496 C 4.6 3 4

Second stage

Magnifloc 496 C 2.4 – –

Magnifloc 1849 A – 1 1

Ferric sulfate 83 – –

Alum – 8.3 4.1
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required for Wastewater I. However, for the other two wastewaters the best

combination was using 1 mg/L anionic polymer with 4–8 mg/L alum (Table 6.5).

These chemical requirements compare favorably with chemical additions practiced

at CEPT plants. Firmin [34] assessed chemically-enhanced primary treatment in the

United States and reported chemical doses varying from 22 mg/L ferric chloride

and 0.25 mg/L polymer at Hyperion wastewater treatment plant in Los Angeles to

250 mg/L alum and 6.5 mg/L polymer at Tacoma treatment plant in Washington.

The estimated cost of chemicals used in the pilot plant applications in terms of

2014 U.S. Dollars [42] were $0.075, $0.053, and $0.043 per m3 of wastewater

treated at locations I, II, and III respectively. The overall average cost was

5.70 cents/m3.

8.3 Removal Rates

The pilot plant testing results are shown in Tables 6.6, 6.7, and 6.8 for

Wastewaters I, II, and III respectively. Average concentrations of TSS, COD,

BOD, and total phosphorous and Kjeldahl nitrogen (TKN) are cited for plant

influent, first stage effluent after primary flotation in the F-Cell, and final effluent

after the secondary flotation–filtration unit FF-Cell. Also shown in same tables are

Table 6.6 Testing results—Wastewater I (WWTP, Massachusetts) [38]

Parameter TSS COD BOD Total P TKN

Concentration, mg/L

Influent 250 435 252 4.5 32

First stage effluent 43 168 89 3.6 26

Final effluent 1 94 40 1 20

Removal, %

First stage 83 61 65 20 19

Second stage 95 44 55 72 23

Total 99 78 84 78 38

Table 6.7 Testing results—Wastewater II (WWTP, Arkansas) [38]

Parameter TSS COD BOD Total P TKN

Concentration, mg/L

Influent 253 197 123 1.8 78

First stage effluent 34 96 68 0.9 30

Final effluent 1 37 20 0.1 18

Removal, %

First stage 87 51 45 50 62

Second stage 97 62 71 89 40

Total 99 81 84 94 77
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the computed average values of % removals in both primary and secondary cells as

well as in the system as a whole.

Significant reductions in all quality parameters were achieved for all wastewa-

ters and at all different locations. TSS concentration in every case was reduced to

non detectable levels (less than 1 mg/L) resulting in practically complete suspended

solids removal (greater than 99 %). COD values were reduced by 51–61 % in the

primary stage and by 44–62 % in the secondary unit, with overall reduction of 78–

82 % (Tables 6.6, 6.7, and 6.8). BOD concentrations were also reduced by 45–89 %

in the F-Cell and by 20–71 % in the FF-Cell, with overall reduction of 84–91 %.

Good nutrients removal was also accomplished. Total phosphorous reduction

reached 94 % (Tables 6.7 and 6.8) and total Kjeldahl nitrogen was reduced by up

to 77 % (Table 6.7).

Table 6.9 summarizes the results obtained from the pilot plant study at all

various locations. The primary single-stage DAF unit was able to achieve overall

average removal efficiencies of 87 % total suspended solids, 66 % BOD, 57 %

COD, 42 % total phosphorous, and 44 % total Kjeldahl nitrogen. The two-stage

DAF was able to achieve excellent removal efficiencies of over 99 % TSS, 87 %

BOD, 80 % COD, 89 % total phosphorous, and 57 % TKN.

Table 6.10 presents a summary of the performance of different wastewater

treatment processes [1, 32, 34, 43–46] together in comparison with the results of

the application of the flotation-enhanced pilot plant system. The data demonstrate

the superior effectiveness of flotation based treatment systems which are capable of

removing 87–99 % TSS and 66–87 % BOD as opposed to 60–90 % and 35–80 %

respectively, for other wastewater treatment processes. When this high performance

Table 6.8 Testing results—Wastewater III (WWTP, Alabama) [38]

Parameter TSS COD BOD Total P TKN

Concentration, mg/L

Influent 183 133 92 1.6 44

First stage effluent 14 53 10 0.7 22

Final effluent 1 24 8 0.1 19

Removal, %

First stage 92 60 89 56 50

Second stage 93 55 20 86 14

Total 99 82 91 94 57

Table 6.9 Summary of

removal rates [38] Parameter

Removal, %

Primary first stage

Removal, %

Total

TSS 87 99

COD 57 80

BOD 66 87

Total P 42 89

TKN 44 57
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is coupled with the units high hydraulic loading rates that are seven to tenfold

greater in comparison to conventional primary systems and three to fourfold greater

as opposed to recent experience with chemically-enhanced primary treatment, it

can be concluded that the innovative flotation-enhanced wastewater treatment

system can be used to replace or upgrade conventional physicochemical treatment

facilities with a greater flexibility, less land use, and at a saving of 30–50 % in cost.

The ramification of this is that combining low installation and operational costs

with affordable water user rates, would allow municipalities to finance plant

construction, through local or international financial institutions, without having

to resort to investing its own or asking for grant money. Opting for the extremely

compact, modular, and low cost DAF treatment system allows the building of a

plant that is profitable. Financial groups consider municipalities the most stable

lenders, which make them attractive to long-term investors. If a municipality pro-

poses to upgrade an existing plant or construct and operate a new wastewater

treatment plant with a profit, long-term investors will provide the means. CEPT

utilizing DAF in lieu of sedimentation is not only a proven technology; it is also

representative of a new way of thinking for wastewater management and a new

paradigm for treatment plant design [47–52] to serve for the renovation of waste-

water for reuse.

Appendix: United States Yearly Average Cost Index
for Utilities U.S. Army Corps of Engineers [42]

Year Index Year Index

1967

1968

1969

1970

1971

1972

100

104.83

112.17

119.75

131.73

141.94

1989

1990

1991

1992

1993

1994

383.14

386.75

392.35

399.07

410.63

424.91

(continued)

Table 6.10 Comparison of various treatment systems [38]

Parameter

TSS

removal

(%)

BOD

removal

(%)

Hydraulic

loading (L/min/

m2)

Metal salt

dosage (mg/L)

Polymer

dosage

(mg/L)

Conventional

primary

60 35 20 – –

CEPT 65–80 40–60 40–50 20–250 0.14–6.5

CST 90 80 50 150–160 0.2–2.8

Primary

flotation

87 66 200 – 3–4.6

Secondary

flotation

99 87 130 4–83 1–2.4
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Year Index Year Index

1973

1974

1975

1976

1977

1978

1979

1980

1981

1982

1983

1984

1985

1986

1987

1988

149.36

170.45

190.49

202.61

215.84

235.78

257.20

277.60

302.25

320.13

330.82

341.06

346.12

347.33

353.35

369.45

1995

1996

1997

1998

1999

2000

2001

2002

2003

2004

2005

2006

2007

2008

2009

2010

2011

2012

2013

2014

2015

439.72

445.58

454.99

459.40

460.16

468.05

472.18

486.16

497.40

563.38

605.47

645.52

681.88

741.36

699.70

720.80

758.79

769.30

776.44

790.52

803.83
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Chapter 7

Determination of Reaeration Coefficient
of Saline Receiving Water for Water
Quality Management

Ching-Gung Wen, Jao-Fuan Kao, Chii Cherng Liaw, Mu-Hao S. Wang,
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Abstract A practical method of determining reaeration coefficients would greatly

aid design engineers in determining the degree of wastewater treatment required for

a proposed effluent discharge. Many previous tidal river and estuary studies

emphasized mainly the effects of flow conditions (such as velocity, water depth,

turbulent intensity, hydraulic gradient, etc.) and temperature on stream aeration, but
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the effect of salts was not seriously considered. In this research new mathematical

models of reaeration coefficient considering the effect of salts have been developed

for water quality analysis of tidal rivers and estuaries. The reaeration coefficient in

saline water, K2s (day�1, base e) at any chloride concentration, chlorinity, or

salinity, and at 20 
C, can be expressed by the authors’ NCKU (National Cheng

Kung University) equations:

K2s ¼ K2f exp 0:0127 Chlorinityð Þ
K2s ¼ K2f exp 0:0000127 Chlorideð Þ

K2s ¼ K2f exp 0:007 Salinityð Þ

where

K2s¼ reaeration coefficient of saline water, day�1

K2f¼ reaeration coefficient of fresh water, day�1

Chlorinity¼ chlorinity of receiving water, g/L

Chloride¼ chloride concentration of receiving water, mg/L

Salinity¼ salinity of receiving water, 0/00, or ppt, or parts per thousand

In this research, the step-by-step experimental procedures, experimental appa-

ratus, and statistical analysis of the mathematical models are fully presented.

Keywords Water resources • Stream pollution • Saline water • Reaeration

coefficient • Reaeration • Dissolved oxygen • Tidal river • Estuary • Chlorinity •

Chloride • Salinity • Receiving water

Nomenclature

ao A regression coefficient (dimensionless)

a1 A regression coefficient (dimensionless)

a2 A regression coefficient (dimensionless)

an A regression coefficient (dimensionless)

A Area of gas–liquid interface (L2)

bo A regression coefficient (dimensionless)

b1 A regression coefficient (dimensionless)

b2 A regression coefficient (dimensionless)

bn A regression coefficient (dimensionless)

B A coefficient (dimensionless)

C Concentration of chloride (M/L3)

CA A coefficient (dimensionless)

CB A coefficient (dimensionless)

CO Dissolved oxygen concentration at the beginning of aeration test,

mg/L (M/L3)
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CS Concentration of saturated gas in liquid or concentration of saturated

dissolved oxygen in water (M/L3)

C0 Concentration of gas in liquid, or concentration of dissolved oxygen

in water at any time t(M/L3)

d A constant (dimensionless)

D Oxygen deficit in water (M/L3)

DL Molecular diffusivity of oxygen in water, ft2/day (L2/t)

DLO Molecular diffusivity of oxygen in fresh water, ft2/day (L2/t)

E Dissipation energy per unit mass of flow, ft2/s3 (L2/t3)

Ee A coefficient (dimensionless)

f A symbol of mathematical function (dimensionless)

f1 A symbol of mathematical function (dimensionless)

f2 A symbol of mathematical function (dimensionless)

f3 A symbol of mathematical function (dimensionless)

f4 A symbol of mathematical function (dimensionless)

f5 A symbol of mathematical function (dimensionless)

f6 A symbol of mathematical function (dimensionless)

F A coefficient (dimensionless)

Fr Froude number (dimensionless)

H Stream water depth, ft (L)

K2 Reaeration coefficient, day�1 (t�1)

K2f Reaeration coefficient of fresh water at 20 
C(t�1)

K2s Reaeration coefficient of saline water at 20 
C (t�1)

KL Physical mass-transfer coefficient (L/t)

P Mass density of fluid, lb/ft3 (M/L3)

p Atmospheric pressure, mm Hg

Ps Saturated steam pressure, mm Hg

R2 Coefficient of determination for regression equation (dimensionless)

s Hydraulic gradient (dimensionless)

S Surface tension, dyne/cm (F/L)

Sa Salinity, percent (dimensionless)

Seq Equivalent surface tension, dyne/cm (F/L)

t Reaeration time (t)

to Time zero, or beginning of aeration test (t)

T Temperature, 
C (T)

U Velocity of stream flow, ft/day (L/t)

Uf Friction velocity, ft/s (L/t)

Ui First order tensor of velocity

Uj Second order tensor of velocity

u Absolute viscosity

v Kinetic viscosity

V Liquid volume (L3)
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Xi Distance in i direction (L)

Xj Distance in j direction (L)

Y Ratio of K2S to K2f (dimensionless)

1 Introduction

The ability of a body of water to assimilate organic waste is dependent on the

oxygen absorption characteristics of the water. A practical method of determining

reaeration coefficients would greatly aid the design engineer in determining the

degree of wastewater treatment required for a proposed effluent discharge. There

are many intrinsic stream factors which affect the reaeration coefficient of a natural

receiving water. The simultaneous action of stream velocity, temperature, water

depth, hydraulic gradient, turbulent intensity, and salts in water further complicates

the ecological system. Many previous estuary studies emphasized on the effects of

flow conditions (such as velocity, hydraulic gradient, etc.) and temperature on

stream aeration, but the effect of salts was not seriously considered. Concentrations

of salts in estuaries are usually high; therefore, its effect on reaeration coefficient

must not be overlooked.

In this study, historical investigations of reaeration, gas adsorption, salinity, and

salt pollution by various researchers have been reviewed and discussed [1–43], and

extensive experiments have been conducted to determine the effect of salinity on

the reaeration coefficient in receiving waters. Since the reviewed mathematical

models involve the use of the US customary units, or the international SI units, the

readers are referred to the literatures [44, 45] for detailed conversation factors.

Technical terminologies related to this chapter [45–48] have been summarized in

Glossary section, for the convenience of the readers. Based on the step-by-step

experimental procedures, and statistical analysis, new reaeration coefficient models

are developed to predict how the salinity will affect the reaeration coefficient in

receiving waters.

2 Reaeration and Gas Adsorption

Streeter and Phelps [22] suggested that atmospheric reaeration is a first-order

reaction, and is described by the equation:

dD=dt ¼ �K2D ð7:1Þ

where
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D¼ oxygen deficit in water, mg/L

K2¼ reaeration coefficient, day�1

t¼ reaeration time, day

Based on Streeter and Phelps’ reaeration formula [22], Velz [28] developed a

standard curve to estimate reaeration. Nemerow [17] used dissolved oxygen

(DO) data and Streeter–Phelps formula to calculate reaeration coefficient.

Tsivoglou et al. [24–26] directly measured the reaeration coefficient of natural

streams by releasing a gaseous tracer [12]. The reaeration coefficient is usually

estimated by the prediction models which had been the subject of many studies and

investigations in the 1960s. The earliest and most famous model is O’Connor–

Dobbins’ Model [18], in which, Danckwerts Surface Renewal Model and Prandtl

maxing Length Theory were introduced. The initial O’Connor–Dobbins’Model for

isotropic and non-isotropic turbulent flow are presented as Eqs. 7.2 and 7.3

respectively.

K2 ¼ DLUð Þ0:5=H1:5 ð7:2Þ

K2 ¼ 11:04DL
0:5s0:25=H1:25 ð7:3Þ

where

DL¼ the molecular diffusivity of oxygen in water, ft2/day

H¼ the stream water depth, ft

U¼ the velocity of stream flow, ft/day

s¼ hydraulic gradient, dimensionless

O’Connor and Dobbins [18] explained that the differences between the values

predicted by Eqs. 7.2 and 7.3 were, in most cases, insignificant, and proposed that

the former be used universally. O’Connor and Dobbins model is applicable to

(a) moderately deep to deep channels; (b) less than 30 ft, but greater than or

equal to 0.5 ft. of stream depth [18].

Churchill et al. [5] and Wang et al. [21–31] used Multiple Regression Tech-

niques to relate the observed reaeration coefficients with various hydraulic param-

eters, and proposed an empirical prediction model which is a function of mean

velocity of stream flow and mean depth. Isaacs and Gaudy [11] proposed an

equation which is the same as Churchill’s equation except the regression coefficient

and exponential of velocity and depth. The equations proposed by Wang

et al. [29–31] are slightly different. Dobbins [9] experimentally derived a dimen-

sional equation which was:

K2 ¼ 2:76CAFEe
0:375CothðB0

Ee
0:125

=CB
1:5
HÞCB

�1:5H�1 ð7:4Þ

where

CA ¼ 1:0þ Fr
Fr¼ Froude number
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CB ¼ 0:9þ Frð Þ0:5
F ¼ 9:68þ 0:054 T� 20ð Þ
T¼ temperature (
C)
B

0 ¼ 0:976þ 0:0137 30� Tð Þ1:5
Ee ¼ 30 sð ÞU
K2 has units of 1/day when U and H are in FPS units.

Krenkel and Orlob [12] proposed an empirical equation which is

K2 ¼ 2:624 10�4
� �

E0:408H�0:66 ð7:5Þ

where

E¼ dissipation energy per unit mass of flow, ft2/s3

H¼ depth, ft

K2¼ reaeration coefficient at 20 
C

Thackston and Krenkel [23] postulated that the rate of surface renewal could be

related to the vertical eddy diffusion coefficient at the surface, and proposed a

model:

K2 ¼ 0:000288 1þ Fr
0:25

� �
U fH

�1 ð7:6Þ

where

Uf¼ friction velocity, ft/s,

H¼ depth, ft.

Parkhurst and Pomeroy [19] performed an experimental investigation of the

reaeration coefficients in sewers, and proposed the following model for water

temperature at 20 
C:

K2 ¼ 0:1917 1þ 0:17Frð Þ SUð Þ0:375H�1 ð7:7Þ

K2 has the unit of 1/day with the other terms in FPS system. Parkhurst and

Pomeroy’s model was developed from data collected in 12 sewers and in natural

streams [19].

After using a tracer to measure actual reaeration coefficient, Tsivoglou

et al. [24–27] proposed that the reaeration coefficient be proportional to the water

surface elevation change in the stream reach. The other predicting models of

reaeration coefficient include Negulescu’s model [16], Bennett’s model [37],

Cadwallader’s model [3], and Lau’s model [14], etc. Wilson and Macleod [37]

statistically tested 16 models with a set of 400 experimental measurements, and

fond that Dobbins model [9, 10] and Parkhurst’s model [19], gave the test general fit

to all the data investigated. Brown [2] tested the lack of fit for O’Connor–Dobbins’

model, Churchill’s model, Isaac’s models and other models which are only the

functions of stream velocity and depth, and indicated that all models are lack of fit

at 5 % significant level.
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The rate of gas (say oxygen) adsorbed into agitated liquids without chemical

reaction is expressed by [1]:

dC0=dt ¼ KLA V�1 CS � C0ð Þ ð7:8Þ

where

KL¼ the physical mass-transfer coefficient, L/t

CS¼ the concentration of saturated gas in liquid, M/L3

C0 ¼ the concentration of gas in liquid, M/L3

A¼ the area of gas–liquid interface, L2

V¼ liquid volume, L3

In a natural stream, V/A is approximately equal to average depth (H) of stream;

therefore, Eq. 7.8 becomes.

dC0=dt ¼ KLH
�1 CS � C0ð Þ ¼ KLH

�1D ð7:9Þ

Comparing Eqs. 7.1 and 7.9, one concludes that reaeration coefficient equals the

mass transfer coefficient divided by stream depth. In chemical engineering, there

are many models describing the mass transfer coefficient, such as film model, still

surface model, surface renewal model [7], Lamont’s (or eddy cell) model [13],

Levich’s model [8, 20], and Kramei-Oishi’s model [4]. Lamont’s model and

Kramei-Oishi’s model are presented as Eqs. 7.10 and 7.11 respectively:

KL ¼ 0:41 vDL
�1

� ��0:5
vEð Þ0:25 ð7:10Þ

KL ¼ 0:32DL
0:5U f

1:5 p0:5Seq
�0:5 ð7:11Þ

where

v¼ kinetic viscosity

p¼mass density of fluid

Seq¼ equivalent surface tension

All parameters in Eq. 7.10 are in CGS units, while in Eq. 7.11 are in MKS units.

Later on, Prasher [20], proved that Lamont’s model is more suitable for stream and

stirred tank.

3 Effect of Salinity on Reaeration Coefficient

Reaeration coefficient is affected by temperature, molecular diffusivity of oxygen

in water, mass density of water, viscosity, surface tension, dissipation energy per

unit mass of fluid, water depth, velocity, hydraulic gradients, etc. If the water

temperature is kept constant, reaeration coefficient can be expressed as follows:
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K2 ¼ f DL; p; u; S;E;H;U f ; sð Þ ð7:12Þ

The velocity, water depth, and. hydraulic gradient are independent of salinity.

Maa and Tsay [15] concluded that the relationships between salinity and viscosity,

density, or surface tension at 20 
C are

Log u ¼ 0:40698þ 0:00235 Sa
1:45

� � ð7:13aÞ

p ¼ 62:286þ 0:489 Sað Þ ð7:13bÞ

S ¼ 72:626þ 0:216 Sa
1:1516

� � ð7:13cÞ

where

u¼ viscosity, lb/ft/h

Sa¼ percent salinity

p¼mass density of saline water, lb/ft3

S¼ surface tension of saline water, dyne/cm

In Eq. 7.13, u, p, and S are all functions of Sa, and can be expressed by Eq. 7.14:

u ¼ f1 Sað Þ ð7:14aÞ

p ¼ f2 Sað Þ ð7:14bÞ

s ¼ f3 Sað Þ ð7:14cÞ

where

f1, f2, f3¼ symbols that represent mathematical functions.

Ratclife [21] experimentally verified that the molecular diffusivity of oxygen in

saline water (DL) is

DL ¼ DLOð1 � dSaÞ ð7:15Þ

where d is a constant; DLO and DL are the molecular diffusivity of oxygen in fresh

water and saline water respectively. DLO and d are independent of Sa; therefore,

Eq. 7.15 can be expressed by

DL ¼ f4 Sað Þ ð7:16Þ

The dissipation energy per unit mass of fluid (E) can be expressed by Eq. 7.17.

E ¼ up�1 ∂Ui=∂x j þ ∂U j=∂xi
� �

∂U j=∂xi
� �
 �0:5 ð7:17Þ

where Ui and Uj are first order tensor and second order tensor, respectively, of

velocities; Xi and Xj are distances in i direction and j direction, respectively.
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Since there is a little effect of salinity on velocity gradients, (i.e. ∂Ui/∂xj and ∂Uj/

∂xi), the dissipation energy can be rewritten by

E ¼ f5 u; pð Þ ¼ f6 Sað Þ ð7:18Þ

Combined Eqs. 7.14, 7.16, and 7.18, reaeration coefficient is a function of Sa, if

temperature is constant, and can be expressed by Eq. 7.19.

K2 ¼ f Sað Þ ð7:19Þ

The function f(Sa) is very difficult to be derived theoretically, but can be

developed by a polynomial regression analysis. Since the salinity of estuary water

is proportional to the concentration of chloride (C), K2 is also a function of C. Let Y

be the estimated ratio of the reaeration coefficient of saline water (K2s) at 20

C and

a chloride concentration C to the reaeration coefficient of fresh water (K2f) at 20

C

and zero chloride concentration. The polynomial regression equation of Y and C is

Y ¼ K2s=K2 f ¼ a0 þ a1Cþ a2C
2 þ . . . . . . :þ anC

n ð7:20Þ

or

Y ¼ K2s=K2 f ¼ expðb0 þ b1Cþ b2C
2 þ . . . ::þ bnC

nÞ ð7:21Þ

where a0, a1, a2,. . .. . .. an, and b0, b1, b2,. . .. . .. bn, are regression coefficients. Since
K2s is equal to K2f at C¼ 0, from Eqs. 7.20 and 7.21, we obtain a0¼ 1 and b0¼ 0.

Therefore, Eqs. 7.20 and 7.21 become

Y ¼ 1þ a1Cþ a2C
2 þ . . . . . . . . . . . . :þ anC

n ð7:22Þ

Y ¼ exp b1Cþ b2C
2 þ . . . . . . . . . . . . :þ bnC

n
� � ð7:23Þ

A practical method of determining reaeration coefficients would greatly aid

design engineers in determining the degree of wastewater treatment required for a

proposed effluent discharge. The tidal river and estuary studies shall emphasize not

only the effects of flow conditions (such as velocity, water depth, turbulent inten-

sity, hydraulic gradient, etc.) and temperature on stream aeration, but also the effect

of salts. In a research conducted by National Cheng Kung University, Taiwan, and

the Lenox Institute of Water Technology (formerly Lenox Institute for Research),

USA, a new mathematical model of reaeration coefficient considering the effect of

salts has been developed for water quality analysis in tidal rivers and estuaries. The

reaeration coefficient in (day�1, base e) at any chloride concentration C (g/L) and

20 
C can be expressed by

K2s ¼ K2 fexp 0:0127Cð Þ ð7:24Þ
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in which K2f is the reaeration coefficient in fresh water at 20 
C. The correlation

coefficient of K2s/K2f and C is 0.88. The experimental evaluation of this important

mathematical model presented in Sects. 4–8. National Cheng Kung University,

Stevens Institute of Technology and Lenox Institute of Water Technology have

jointly conducted many research projects on river and estuary studies [29–36, 38].

In a recent study, a mathematical model describing the effect of salinity on

reaeration coefficients of receiving waters, such as tidal rivers and estuaries, has

been introduced [36]. This technical paper presents the step-by-step experimental

procedures, experimental apparatus, and statistical analysis of the mathematical

model. It is concluded that the model is valid and acceptable for tidal river and

estuary studies.

4 Experimental Apparatus

The experimental apparatus shown in Fig. 7.1 was designed by the authors for use

in this investigation. All tests were conducted in a temperature controlled room at

20� 1 
C. The water temperature in plastic container was controlled at 20� 0.2 
C

Fig. 7.1 Experimental apparatus
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during the experimental period. The components of experimental apparatus used in

this study are described below:

a. Plastic Container—The container for saline water testing was a 60-L plastic tank

having 44 cm height, 46 cm inside diameter at top and 40 cm inside diameter at

bottom. There were three 0.8 cm diameter sampling port on the container wall at

different heights.

b. Surface Aeration Devices—Aeration devices consisted of a motor and an

impeller. The angular velocities of motors controlled in this experiment were

3.3, 10, 19, 28, 56, 86, and 106 rpm (revolutions per minute). The impeller was

18 cm in width and 2.3 cm in depth, and was under the same depth from water

surface for each run of the experiment in order to keep the same rate of aeration.

c. Nitrogen Diffuser—A rubber tubing was used to disperse nitrogen gas through-

out the water in the container for deaeration. The nitrogen gas was supplied from

a cylinder through a dual gauge and needle valve arrangement for regulation

of flow.

d. Reagents—Salt for preparation of saline water was supplied by Taiwan Salt

Works, and contained 99.9 % NaCl. Other reagents for titration of dissolved

oxygen by Winkler Method and determination of sodium chloride Mercuric

Nitrate Method were all supplied by MERCK chemical Inc., Germany, and

were all Reagent Grade. The Winkler Method and Mercuric Nitrate Method

are documented elsewhere [49].

5 Experimental Procedure

The following are general procedures used for all reaeration experiments:

a. Fill the plastic container with 54 L stilled water and adjust water temperature to

20 
C with a heat exchanger.

b. Deaerate the water with nitrogen gas until dissolved oxygen (DO) in water is

decreased to 1.5 mg/L.

c. Remove nitrogen gas bubbling device, then start the motor to agitate the water

for 10–30 min at one of the desired rotating speeds of the motor.

d. Record the aeration time and take samples to analyze dissolved oxygen concen-

tration according to Standard Methods [49]. The interval time of sampling

ranges from 3 to 12 h.

e. Calculate aeration coefficient by the following formula

K2 ¼ ½‘nðCs � CoÞ � ‘nðCs � C
0 Þ�=ðt� toÞ

where

CS¼ the concentration of saturated dissolved oxygen, mg/L

¼ 0.0678 (P� Ps)(1� 0.01C)/(35 +T), for water temperature ranging from 0 to

30 
C
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P¼Atmospheric pressure, mm Hg

Ps¼ Saturated steam pressure, mm Hg, at temperature T (
C) and chloride

concentration C (g/L)

Co¼Dissolved oxygen concentration at time zero (to), mg/L

C0 ¼Dissolved oxygen concentration at any time (t), mg/L

to¼Time zero f or beginning of aeration

t¼Aeration time

f. Repeat 4 times from procedure a to procedure e.

g. Change the concentration of chloride by an increment of about 5000 mg/L until

total concentration of chloride being about 25,000 mg/L, and

h. Repeat the procedure a to procedure f using a new motor rotating speed in

Procedure c.

6 Experimental Results

One hundred and sixty-eight experiments were completed. Average reaeration

coefficient (K2) determined under various rotating speeds and chloride concentra-

tions are listed in Table 7.1. Standard deviations and coefficients of variation are

also listed in the table. The ratio of reaeration coefficient at any chloride concen-

tration (C) and 20 
C to that at zero chloride concentration and 20 
C is defined as

Y ¼ K2S= Ks f

Table 7.2 documents the values of this ratio determined under various experimental

conditions. It should be noted that the saturated dissolved oxygen concentration

(Cs) in water at various chloride concentrations (C), temperatures (T) and pressures

(P and Ps) can also be easily calculated using a mathematical model recently

developed by Wang and Elmore [30].

7 Analysis of Results

7.1 Model Selection

It is difficult to derive the relationship of reaeration coefficient and chloride

concentration physically and mathematically. The only feasible method is statisti-

cal regression analysis. The general regression equations are shown in Eqs. 7.22 and

7.23. From these equations, one can choose the best fit of regression equation.

Initially the first order equations are tried:

Linear Model : Y ¼ 1þ a1C ð7:25Þ
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Table 7.1 Experimental data of reaeration experiments

Chloride

concentration, g/L

Rotating

speed, rpm

Reaeration coefficient study at 20 
C
Mean K2,

day�1
Standard

deviation

Coefficient of

variation, %

0 3.3 0.3871 0.0645 16.7

0 9.6 0.6527 0.0701 10.7

0 19 0.9416 0.0797 8.5

0 28 1.0664 0.0473 4.4

0 56 1.6371 0.0586 3.6

0 86 2.2364 0.1352 6.0

0 106 2.6380 0.0892 3.4

5.602 3.3 0.4327 0.0193 4.5

5.602 9.6 0.7071 0.0339 4.8

5.602 19 0.9622 0.0474 4.9

5.602 28 1.1459 0.0718 6.3

5.602 56 1.7627 0.1184 6.7

5.602 86 2.5194 0.0586 2.3

5.602 106 3.0229 0.0976 3.2

9.291 3.3 0.4022 0.0637 15.8

9.291 9.6 0.6956 0.0466 6.7

9.291 19 1.0206 0.0263 2.6

9.291 28 1.2327 0.0104 0.8

9.291 56 1.6943 0.0964 5.7

9.291 86 2.6400 0.1388 5.2

9.291 106 3.1813 0.0596 1.8

14.250 3.3 0.4727 0.0448 9.5

14.250 9.6 0.7620 0.0317 4.2

14.250 19 1.0051 0.1052 10.5

14.250 28 1.2844 0.0379 2.9

14.250 56 1.8101 0.0603 3.3

14.250 86 2.8021 0.0732 2.6

14.250 106 3.3566 0.1383 4.1

20.745 3.3 0.5152 0.0870 1.7

20.745 9.6 0.7999 0.0259 3.2

20.745 19 1.1222 0.0547 4.9

20.745 28 1.3603 0.0583 4.3

20.745 56 2.1255 0.0566 2.7

20.745 86 3.2567 0.0751 2.3

20.745 106 3.6051 0.1300 3.6

24.471 3.3 0.5345 0.0266 5.0

24.471 9.6 0.7777 0.0249 3.2

24.471 19 1.1346 0.0512 4.5

24.471 28 1.4565 0.0378 2.5

24.471 56 2.0039 0.0193 1.0

24.471 86 3.6275 0.1814 5.0

24.471 106 3.8435 0.0939 2.4
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Exponential Model : Y ¼ expðb1CÞ ð7:26Þ

With the experimental data in Table 7.2, regression equations of Eqs. 7.25 and 7.26

were determined by the least squares method, and expressed as follows:

Linear Model : Y ¼ 1þ 0:0146C ð7:27Þ
Exponential Model : Y ¼ expð0:0126CÞ ð7:28Þ

The observed data and regression equations are both shown in Figs. 7.2 and 7.3.

The coefficient of determinations, R2, of Eqs. 7.27 and 7.28 are 0.738 and 0.771

respectively. The sums square of error between observed data and estimated values

of Eqs. 7.27 and 7.28 are 0.2498 and 0.1476 respectively.

The second order of Eqs. 7.22 and 7.23 was also determined.

Linear Model : Y ¼ 1þ a1Cþ a2C
2 ð7:29Þ

Exponential Model : Y ¼ expðb1Cþ b2C
2Þ ð7:30Þ

It was found that the multiple determination coefficients of Eqs. 7.29 and 7.30

were not better than that of Eqs. 7.27 and 7.28, respectively. In other words, there

are no improvements in predicting Y values even the second order C2 values are

taken into consideration in the regression equations. Accordingly the best equation

chosen as the correction model of reaeration coefficient for chloride modification is

the first order Exponential Model, or Eq. 7.28.

7.2 Analysis of Variance

In order to test whether the regression coefficient of Exponential Model, Eq. 7.28,

is equal to zero or not, analysis of variance has been conducted. From the

Table 7.2 Ratio (Y) of reaeration coefficient at any chloride concentration to that at zero chloride

concentration, both at 20 
C

Rotation speeds, rpm

Values of Y ratio at various chloride concentrations, g/L

0 5.602 9.291 14.250 20.745 24.471

106 1 1.1132 1.2059 1.2724 1.3667 1.4570

86 1 1.0939 1.1805 1.2529 1.4562 1.6220

56 1 1.0767 1.0349 1.1057 1.2983 1.2241

28 1 1.0439 1.5181 1.2067 1.2780 1.3684

19 1 1.0219 1.0839 1.0673 1.1918 1.2050

10 1 1.0833 1.0656 1.1675 1.2255 1.1914

3.3 1 1.1178 1.0390 1.2211 1.3309 1.3807
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observed data, the results of variance analysis are calculated. Since the calculated F

value (415.8) exceeds F (1, 41, 0.05)¼ 4.08, the regression coefficient of data

population is not equal to zero, the regression equation can be accepted under

5 % significance level.
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7.3 Examination of Residuals

In performing the regression analysis certain assumptions are made about the

errors. The usual assumptions are that the errors are independent, have zero mean

and a constant variance, and follow a normal distribution. Thus, if the fitted model

is correct, the residuals should exhibit tendencies that tend to confirm the afore-

mentioned assumptions or at least f should not exhibit a denial of the assumptions.

a. Test a Constant Variance: Plot residuals versus chloride in Fig. 7.4. From

Fig. 7.4, it is seen that the variance is not a constant, and the regression

coefficients must be solved by weighted least squares. Using 1/x as the weighting

factor and using the least squares method the following Exponential Model is

derived

Y ¼ exp 0:0127Cð Þ ð7:31Þ

b. Test the Randomness and Independence of Residues: The run test indicates no

evidence of time dependent non-randomness of residuals.
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c. The Test of Normal Distribution: The distribution of residuals was tested by

Kolmogorov–Smirnov’s test. Since the maximum absolute value between

empirical cumulative probability and the probability of normal distribution is

0.173 which is less than 0.23 for 35 samples under 5 % significance level, the

hypothesis of normal distribution of residual can be accepted.

8 Conclusions

The reaeration coefficient of an estuary increases with increasing chloride concen-

tration. The reaeration coefficient, K2S (day
�1, base e) at any chloride concentration

C (g/L) and at 20 
C can be expressed by

K2S ¼ K2 fexp 0:0127Cð Þ ð7:24Þ

in which K2f is reaeration coefficient in fresh water at 20

C, The relative coefficient

of K2s/K2f and C is 0.88.

9 Related Scientific Developments and Examples

Reaeration process is the process of oxygen exchange between the atmosphere and

a water body in contact with the atmosphere, and is modeled as the product of

reaeration coefficient multiplied by the difference between dissolved oxygen satu-

ration and the actual dissolved oxygen concentration [48], that is:

FC ¼ K2 Cs � Cð Þ ¼ KL=Hð Þ Cs � Cð Þ ð7:32Þ

where

Fc¼ rate or flux of dissolved oxygen across the water body, M/L3/T

C¼ dissolved oxygen concentration, M/L3

Cs¼ saturation dissolved oxygen concentration, M/L3

K2¼ reaeration coefficient, 1/T

H¼water depth, L

KL¼ surface transfer coefficient, L/T.

Reaeration coefficient is a mass transfer coefficient (K2) in the reaeration

process. In this study, historical investigations of reaeration, gas adsorption,

salinity, and salt pollution by various researchers have been reviewed and discussed

[1–42], and extensive experiments have been conducted to determine the effect of

salinity on the reaeration coefficient in receiving waters. Salinity is the total

concentration of all ionic constituents present in water. This is comprised mostly

by chloride ions and sodium ions. Seawater may have other ions, such as potassium
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ions, magnesium ions, sulfate ions, etc. Salinity is traditionally defined as the total

solids in water after all carbonates have been converted to oxides, all bromide and

iodide have been replaced by chloride, and all organic matter has been oxidized.

The new scale used to define salinity is based on the electrical conductivity of

seawater relative to a specified solution of potassium chloride (KC‘) and water

(H2O). The scale is dimensionless and the traditional dimensions of parts per

thousand (i.e., mg/g of solution) no longer applies. The unit of salinity is ppt, or

parts per thousand, or g/L [48].

Chlorinity is defined in relation to salinity as follows:

Salinity ¼ 1:80655 Chlorinityð Þ ð7:33Þ

Although chlorinity is not equivalent to chloride concentration, the factor for

translating a chloride determination in seawater to include bromide, for example, is

only 1.0045 based on the molecular weights and the relative amounts of the two

ions. Therefore, for practical purposes, chloride (in mg/g of solution, or g/L of

solution) is nearly equal to chlorinity in seawater. Or 1 g/L of chloride

concentration¼ 1 g/L of chlorinity in seawater [48].

Combination of Eqs. 7.24 and 7.33 gives Eq. 7.34:

K2S ¼ K2 fexp 0:007 Salinityð Þ ð7:34Þ

In which Salinity is in the unit of ppt (parts per thousand, or g/L).

Equation 7.24 can also be rewritten as Eq. 7.35 using chlorinity instead of

chloride concentration:

K2S ¼ K2 fexp 0:0127 Chlorinityð Þ ð7:35Þ

where Chlorinity is in the unit of g/L.

9.1 Determination of Chlorinity and Salinity

A saline water has a chloride concentration of 20,000 mg/L. What is the saline

water’s salinity?

Solution
Chloride concentration¼ 20,000 mg/L¼ 20 g/L

Chlorinity¼ 20 g/L

Salinity¼ 1.8066�Chlorinity¼ 1.8066� 20¼ 36.1 ppt
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9.2 Determination of Chloride Concentration
and Reaeration Coefficient in Saline Water

Assume the reaeration coefficient (base e) in fresh water at 20 
C is 0.23 day�1. A

saline water has a salinity of 36.1 ppt. Determine the saline water’s chloride

concentration in mg/L and its reaeration coefficient (base e) at 20 
C.

Solution
Salinity¼ 36.1 ppt¼ 1.8066 Chlorinity

Chlorinity¼ 20 g/L¼C

Chloride concentration¼ 20 g/L¼ 20,000 mg/L

K2S ¼ K2f exp ð0:007 SalinityÞ
¼ 0:23 exp 0:007� 36:1ð Þ
¼ 0:23 exp 0:253ð Þ
¼ 0:23� 2:718280:253

¼ 0:297 day�1 base eð Þ at 20 
C

Or

K2S ¼ K2 f exp 0:0127Cð Þ
¼ 0:23 exp ð0:0127� 20Þ
¼ 0:23 exp ð0:254Þ
¼ 0:23� 2:718280:254

¼ 0:297 day�1ðbase eÞ at 20 ∘C:
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Glossary

Adsorption (a) A physicochemical, passive and reversible process that attracts

and adsorbs molecules of a gas, liquid, or dissolved substance to a surface of

adsorbent, (b) The interaction of a analyte with the surface of a matrix.

Aeration A gas transfer process that allows for the absorption of gas (such as

oxygen) by liquid (such as water or wastewater).

Chloride It is one of the major inorganic anions, Or negative ions, in saltwater and

freshwater. It originates from the dissociation of salts, such as sodium chloride or

calcium chloride, in water. Chlorides are binary compounds of chlorine. 1 g/L of

chloride concentration¼ 1 g/L of chlorinity¼ 1.80655 ppt (or g/L) of salinity in

seawater.
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Chlorinity Chlorinity is defined in relation to salinity as follows:

Salinity¼ 1.80655 (Chlorinity). Although chlorinity is not equivalent to chloride

concentration, the factor for translating a chloride determination in seawater to

include bromide, for example, is only 1.0045 based on the molecular weights

and the relative amounts of the two ions. Therefore, for practical purposes,

chloride (in mg/g of solution, or g/L of solution) is nearly equal to chlorinity

in seawater. Or 1 g/L of chloride concentration¼ 1 g/L of chlorinity in seawater.

For wastewater, a knowledge of the ions responsible for the solution’s electrical

conductivity is necessary to correct for the ions impact on oxygen solubility and

use of the tabular value or the equation is inappropriate unless the relative

composition of the wastewater is similar o seawater.

Dissolved oxygen (DO) The amount of oxygen dissolved in water. The amount is

usually expressed in parts per million (ppm) or milligrams per liter (mg/L).

Dynamic viscosity It is the property of a fluid whereby it tends to resist relative

motion within itself. It is the shear stress, i.e., the tangential force on unit area,

between two infinite horizontal planes at unit distance apart, one of which is

fixed while the other moves with unit velocity. In other words, it is the shear

stress divided by the velocity gradient, i.e., (N/m2)/(m/s/m)¼N s/m2.

Fresh water Water that contains less than 1000 mg/L of dissolved solids; gener-

ally, more than 500 mg/L of dissolved solids is undesirable for drinking and

many industrial uses.

Froude number (Fr) It is a numerical quantity used in open-channel flow studies

or in cases in which the free surface plays an essential role in influencing motion.

It is given by the equation of Fr¼V2/(gL) where V¼ the characteristic velocity;

g¼ the gravitational constant; and L¼ the characteristic linear dimension.

Gas adsorption An adsorption process that attracts and adsorbs a gas to a liquid

(such as water), or a solid (such as granular activated carbon).

Kinematic viscosity It is the dynamic viscosity of a fluid divided by its density,

i.e., W/m2.

Mass transfer coefficient (a) A constant of proportionality that is specific to an

individual compound and is used in a mass transfer expression to determine

equilibrium conditions between two phases, (b) Mass transfer coefficients are

determined experimentally; the units will depend on the nature of the mathe-

matical expression and the phase transfer.

Molecular diffusion A physical–chemical process whereby mobile compounds

(dissolved or suspended in another compound) move from areas of high con-

centration to areas of low concentration.

Molecular diffusion coefficient of oxygen (a) A coefficient (DL) for diffusion of

oxygen into water in a natural aquatic system; (b) The molecular diffusion coeffi-

cient (DL) of oxygen at 20

C¼ 1.76� 10�4 m2/day. (c) The molecular diffusion

coefficient (DL) of oxygen at any temperature¼ (1.76� 10�4 m2/day)�
(1.037T�20).
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NCKU (National Cheng Kung University) equations They are reaeration coef-

ficient equations developed by National Cheng Kung University, Taiwan, show-

ing the effect of salinity on receiving water’s reaeration coefficient. The NCKU

equations are modeled by K2s¼K2f exp (0.0127 Chlorinity); K2s¼K2f exp

(0.0000127 Chloride); and K2s¼K2f exp (0.007 Salinity); in which K2s:

reaeration coefficient of saline water, day�1; K2f¼ reaeration coefficient of

fresh water, day�1; Chlorinity¼ chlorinity of receiving water, g/L;

Chloride¼ chloride concentration of receiving water, mg/L; and

Salinity¼ salinity of receiving water, o/oo, or ppt, or parts per thousand.

Nitrate nitrogen A common way to report nitrate concentration (expressed as

nitrate-nitrogen or NO3
�-N).

Nitrification A process of formation of nitrate nitrogen from reduced inorganic

nitrogen compounds, such as ammonia nitrogen. Nitrification in the natural

environment is carried out primarily by autotrophic bacteria.

Nitrite nitrogen A common way to report nitrite concentration (expressed as

nitrate-nitrogen or NO2
�-N).

Non-tidal stream/river A stream/river which water level and flow direction will

not fluctuate and will not be affected by the action of lunar and solar forces upon

the rotating Earth.

Oxygen-sag curve See dissolved oxygen sag curve.

Photosynthesis The conversion of light energy to chemical energy. At night, this

process reverses: plants and algae suck oxygen out of the water.

Reaeration (a) The physical chemical reaction by which oxygen is absorbed back

into water, (b) An aeration process by which oxygen in air is absorbed back into

natural water, such as stream water and lake water, (c) A natural process of

oxygen exchange between the atmosphere and a natural water body in contact

with the atmosphere. Typically, the net transfer of oxygen is from the atmo-

sphere and into the water, since dissolved oxygen levels in most natural waters

are below saturation. When photosynthesis produces supersaturated dissolved

oxygen levels, however, the net transfer is back into the atmosphere,

(d) Reaeration process is modeled as the product of reaeration coefficient

multiplied by the difference between dissolved oxygen saturation and the actual

dissolved oxygen concentration, that is: Fc¼K2(Cs�C)¼ (KL/K)(Cs�C).

Here Fc¼ rate or flux of dissolved oxygen across the water body, M/L3/T;

C¼ dissolved oxygen concentration, M/L3; Cs¼ saturation dissolved oxygen

concentration, M/L3; K2¼ reaeration coefficient, 1/T; H¼water depth, L; and

KL¼ surface transfer coefficient, L/T.

Reaeration coefficient A mass transfer coefficient (K2) in reaeration process. See

reaeration and mass transfer coefficient.

Reaeration rate (a) The rate at which oxygen is absorbed back into water. This is

dependent, among other things, upon turbulence intensity, temperature, and the
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water depth, (b) The reaeration rate is defined as the rate of dissolved oxygen

across the water body Fc¼K2(Cs�C). Here Fc¼ rate or flux of dissolved

oxygen across the water body, M/L3/T; C¼ dissolved oxygen concentration,

M/L3; Cs¼ saturation dissolved oxygen concentration, M/L3; K2¼ reaeration

coefficient, 1/T.

Reaeration rate coefficient See reaeration coefficient.

Receiving waters A river, lake, ocean, stream, or other bodies of water into which

wastewater or treated effluent is discharged.

Regression analysis (a) A statistical method in which an empirical relationship

between and independent variable ad a dependent variable can be determined

such that the average tendency of the observed values and the average tendency

of the predictive values given by the empirical equation may be identical, (b) A

statistical method attempts to determine the best mathematical model, given the

available data, to describe a dependent variable as a function of an independent

variable or, in the case of multiple regression analysis, more than one indepen-

dent variable.

Regression coefficient (a) A derived coefficient in regression analysis that

expresses the change in the dependent variable associated with a change in

one or more independent variables, (b) It is referred to as the slope of the

relationship between the variables, as the derivative in bivariate analysis, or as

the partial derivative in multiple regression.

Saline water Water that contains significant amounts of dissolved solids. Here are

our parameters for saline water: freshwater, less than 1000 mg/L; slightly saline

water, from 1000 to 3000 mg/L; moderately saline water, from 3000 to

10,000 mg/L; and highly saline water, from 10,000 to 35,000 mg/L.

Salinity (a) Salinity is the total concentration of all ionic constituents present in a

water. This is comprised mostly by chloride ions and sodium ions. Seawater may

have other ions, such as potassium ions, magnesium ions, sulfate ions, etc.;

(b) Salinity is defined in relation to chlorinity as follows: Salinity¼ 1.80655

(Chlorinity); (c) Salinity is traditionally defined as the total solids in water after

all carbonates have been converted to oxides, all bromide and iodide have been

replaced by chloride, and all organic matter has been oxidized. The new scale used

to define salinity is based on the electrical conductivity of seawater relative to a

specified solution of potassium chloride (KCl) and water (H2O). The scale is

dimensionless and the traditional dimensions of parts per thousand (i.e., mg/g of

solution) no longer applies. The unit of salinity is ppt, or parts per thousand, or g/L.

Surface transfer coefficient (a) A mass transfer coefficient (KL) which governs

the rate for transferring dissolved oxygen across the water surface, L/T (b) A

mass transfer coefficient which is defined as KL¼ (K2)H. Here K2¼ reaeration

coefficient, 1/T; and H¼water depth, L. See mass transfer coefficient, reaeration

coefficient, and reaeration.
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Abstract The sensitivity equations of stream water quality parameters are

presented, and their practical applications to stream pollution control scientifically

illustrated. Non-tidal streams are classified into: (a) clean or slightly polluted swift

non-tidal streams, (b) moderately polluted swift non-tidal streams, (c) heavily

polluted swift non-tidal streams, (d) clean or slightly polluted, intermediate

non-tidal streams, (e) moderately polluted intermediate non-tidal streams,

(f) heavily polluted intermediate non-tidal streams, (g) clean or slightly polluted
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slow non-tidal streams, (h) moderately polluted slow non-tidal streams, and

(i) heavily polluted slow non-tidal streams.

Tidal streams are classified into: (a) clean or slightly polluted tidal streams,

(b) moderately polluted tidal streams, and (c) heavily polluted tidal streams. The

characteristics and water quality parameter ranges of different types of receiving

streams are presented. The significance of water quality sensitivities and dissolved

oxygen deficits for water quality management are systematically identified by the

author’s mathematical models.

Keywords Water resources • Environmental management • Sensitivity •

Dissolved oxygen deficit • Systems analysis • Water quality • Stream pollution

control • Non-tidal streams • Tidal streams • River management

Nomenclature

B Bottom deposit uptake rate, mg/L-day

C Concentration of dissolved oxygen, mg/L

D Total dissolved oxygen deficit, mg/L

Do Initial concentration of dissolved oxygen deficit, mg/L

DB Dissolved oxygen deficit caused by bottom deposit uptake, mg/L

DD Dissolved oxygen deficit caused by initial DO deficit, mg/L

DL Dissolved oxygen deficit caused by BOD, mg/L

DN Dissolved oxygen deficit caused by nitrification, mg/L

Dα Dissolved oxygen deficit reduced by photosynthesis reaction, mg/L

E Longitudinal dispersion coefficient, km2/day

J1 U=2Eð Þ þ U2=4E2 þ K1=E
� �0:5

J2 U=2Eð Þ � U2=4E2 þ K2=E
� �0:5

Jn U=2Eð Þ � U2=4E2 þ Kn=E
� �0:5

K one of water quality parameters, such as K1, K2, Kn, α, E or B

K1 Deoxygenation coefficient (base e), day�1

K2 Reaeration coefficient (base e), day�1

Kn Nitrification rate coefficient (base e), day�1

Kr BOD removal rate constant (base e), day�1

L Concentration of remaining carbonaceous biochemical oxygen

demand (CBOD), mg/L

Lo Initial concentration of remaining CBOD, mg/L

m1 U2 þ 4K1E
� ��0:5

m2 U2 þ 4K2E
� ��0:5

m3 U2 þ 4KnE
� ��0:5

N Concentration of ammonia nitrogen, mg/L

NO Initial concentration of ammonia nitrogen, mg/L

n1 əJ1/əE¼�(J1/E + 2 K1m1)
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n2 əJ2/əE¼�(J2/E + 2 K2m2)

nn əJn/əE¼�(Jn/E + 2 Knmn)

SC,K Sensitivity of C to K for non-tidal streams

SC,K, t Sensitivity of C to K for tidal streams

SD, B Sensitivity of D to B for non-tidal streams, day

SD, K1 Sensitivity of D to K1 for non-tidal streams, mg-day/L

SD, K2 Sensitivity of D to K2 for non-tidal streams, mg-day/L

SD, Kn Sensitivity of D to K2 for non-tidal streams, mg-day/L

SD, α Sensitivity of D to α for non-tidal streams, day

SD, B, t Sensitivity of D to B for tidal streams, day

SD, E, t Sensitivity of D to E for tidal streams, mg-day/L-km2

SD, K1, t Sensitivity of D to K1 for tidal streams, mg-day/L

SD, K2, t Sensitivity of D to K2 for tidal streams, mg-day/L

SD, Kn, t Sensitivity of D to Kn for tidal streams, mg-day/L

SD, α, t Sensitivity of D to α for tidal streams, day

SD, K Sensitivity of D to K for non-tidal streams, day

SD, K, t Sensitivity of D to K for tidal streams

SL, K1 Sensitivity of L to K1 for non-tidal streams, mg-day/L

SL, K1, t Sensitivity of L to K1 for tidal streams, mg-day/L

SL, E, t Sensitivity of L to E for tidal streams

t Flow time of pollutant, day

U Mean velocity of streams, Km/day

X The downstream distance from the point of effluent discharge, km

α Photosynthesis rate, mg/L-day

1 Introduction

The authors have developed practical formulas for calculating the following sensi-

tivities of critical water quality parameters: (a) the sensitivities of biochemical

oxygen demand (L) to deoxygenation coefficient (K1) and to longitudinal disper-

sion coefficient (E), and (b) the sensitivities of dissolved oxygen deficit (D) to

deoxygenation coefficient, longitudinal dispersion coefficient, reaeration coeffi-

cient (K2), photosynthesis rate (α), and bottom deposit uptake rate (B). It was

also concluded that the sensitivity of dissolved oxygen (C) to any water quality

parameter (SC,K or SC,K,t) is equal to the negative sensitivity of dissolved oxygen

deficit (SD,k or SD,K,t) specific parameter (K).

SC,K ¼ �SD,K ð8:1Þ
SC,K, t ¼ �SD,K, t ð8:2Þ

where K in the subscripts represents any one of the water quality parameters, K1,

K2, Kn, E, α or B; t in the subscripts stands for tidal streams. SD,k, SD,K,t, SC,K and

SC,K,t are all defined clearly in the NOMENCLATURE section.
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In this chapter, the sensitivity equations of stream water quality parameters are

summarized and presented. Practical applications of the sensitivity equations are

proposed and illustrated in detail. Receiving waters are classified according to the

hydraulic characteristics and the degree of pollution as follows:

Non-tidal Receiving Streams.;

a. clean or slightly polluted swift non-tidal streams

b. moderately polluted swift non-tidal streams

c. heavily polluted swift non-tidal streams

d. clean or slightly polluted intermediate non-tidal streams

e. moderately polluted intermediate non-tidal streams

f. heavily polluted intermediate non-tidal streams

g. clean or slightly polluted slow non-tidal streams

h. moderately polluted slow non-tidal streams

i. heavily polluted slow non-tidal streams

Tidal Receiving Streams;

a. clean or slightly polluted tidal streams

b. moderately polluted tidal streams

c. heavily polluted tidal streams

The hydraulic characteristics and the water quality parameters of the aforemen-

tioned [1] types of receiving streams are scientifically assigned. The sensitivities of

water quality (L, D, and C) to various water quality parameters (K1, K2, Kn, E, α, and
B) are systematically analyzed and compared with one another for determination of

relative environmental significance. Recent development in stream pollution control

and the sensitivities of water quality parameters is introduced [1–17]. Finally impor-

tant conclusions are drawn for water quality control in receiving streams.

2 Water Quality Models and Sensitivity Equations

The formulas of sensitivities have been theoretically derived from four steady state

water quality models. The derivation of the sensitivity formulas can be found else-

where [2], The steady state water qualitymodels, two for non-tidal streams and two for

tidal streams, are summarized in Appendix 1. The derived sensitivity equations for

non-tidal streams and tidal streams are summarized in Appendices 2 and 3, respec-

tively [15]. All terms are defined clearly in the NOMENCLATURE section.

3 Significance of Sensitivities for Non-tidal Streams

When a realistic set of consistent stream water quality parameter values need to be

developed and/or identified, the sensitivities of these water quality parameters must

be evaluated and discussed. Though the sensitivities are different from stream to
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stream, and from distance to distance within a stream, they can be generalized and

compared with one another under specified stream conditions. The non-tidal

streams are classified into swift, intermediate, and slow streams, according to

their hydraulic characteristics. Each type of stream is further classified into clean

or slightly polluted, moderately polluted, and heavily polluted streams according to

their degrees of pollution.

The water quality of common receiving streams can be generalized as follows:

(a) the initial concentration of remaining ultimate carbonaceous biochemical oxy-

gen demand (CBOD) ranges from 3 to 30 mg/L; (b) the initial concentration of

dissolved oxygen deficit (D) ranges from 1 to 8 mg/L; (c) the deoxygenation

coefficient (K1, base e) ranges from 0.1 to 6.0 day�1; (d) the reaeration coefficient

(K2, base e) ranges from 0.1 to 20 day�1; (e) the bottom deposit uptake rate

(B) ranges from 0 to 2 mg/L-day; and (f) the photosynthesis rate (α) ranges from
0 to 2 mg/L-day. The sensitivities of various stream water quality parameters are

discussed according to the classification and ranges of parameters stated previously.

Of the five most important water quality parameters for non-tidal streams (K1,

K2, Kn, α, and B), only K1 affects the Biochemical Oxygen Demand Model

vindicated in Eq. 8.14, Appendix 1, and the sensitivity of L to K1 (SL,K1, indicated

in Eq. 8.18, Appendix 2). Accordingly SL,K1 is the only and the most important

sensitivity term for biochemical oxygen demand. No evaluation and further discus-

sion on other sensitivity terms are attempted in this research.

The total dissolved oxygen deficit for non-tidal streams (D, indicated in Eq. 8.15,

Appendix 1) can be divided into five terms as follows:

D ¼ DL þ DN þ DB þ Dα þ DD ð8:3Þ

where

DL ¼ dissolved oxygen deficit caused by biochemical oxygen demand, mg=L
¼ K1LOðK2 � K1Þ�1½expð�K1tÞ � expð�K2tÞ�

ð8:4Þ
DN ¼ dissolved oxygen deficit caused by nitrification, mg=L

¼ KnNOðK2 � KnÞ�1½expð�KntÞ�expð�K2tÞ� ð8:5Þ

DB ¼ dissolved oxygen deficit caused by bottom de posit uptake, mg=L
¼ BðK2Þ�1½1� expð�K2tÞ� ð8:6Þ

Dα ¼ dissolved oxygen deficit reduced by photosynthesis reaction, mg=L
¼ �α½1� expð�K2tÞ� ð8:7Þ

DD ¼ dissolved oxygen deficit caused by initial DO deficit, mg=L
¼ DO½expð�K2tÞ� ð8:8Þ

Accordingly D, DL, DN, DB, Dα, DD and all sensitivity terms SD,K will be analyzed

and discussed in detail in Sect. 3.
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The sensitivity of dissolved oxygen to a water quality parameter SC,K is simply

the negative sensitivity of dissolved oxygen deficit to the same water quality

parameter SD,K (Eq. 8.1); therefore SC,K is not included in the systems analysis.

3.1 Swift Non-tidal Streams

Non-tidal swift streams are generally shallow, rocky and/or sandy with mean

stream velocity ranging from 0.3 to 1 m/s. Since the stream velocity is high,

plankton blooms are difficult to grow, and the photosynthesis reaction almost can

be neglected. The sensitivities of stream water quality parameters are discussed in

the subsequent sections.

3.1.1 Clean or Slightly Polluted Swift Non-tidal Streams

Since stream water is clean or slightly polluted, its CBOD concentration is usually

under 5 mg/L; the deoxygenation coefficient (K1, base e) is under 0.23 day�1; the

reaeration coefficient (K2, base e), which is proportional to velocity, is in the range

from 5 to 20 day�1 or even higher. The stream bed is sandy or rocky; therefore, the

bottom deposit uptake rate (B) is very small and can be neglected. Ammonia

nitrogen concentration should be very low because of good stream water quality;

therefore, the nitrification can be neglected. Let the initial concentration of

remaining CBOD (LO) be equal to 3 mg/L, the initial concentration of dissolved

oxygen deficit (DO) be equal to 1 mg/L, K1 (base e) be equal to 0.15 day�1, and

bottom deposit uptake rate (B), photosynthesis rate (α), initial concentration of

ammonia nitrogen (NO), and nitrification coefficient (Kn) all be equal to zero. K2

values (base e), however, are assigned to be equal to 5, 10 and 20 day�1. Substitut-

ing those values into Eqs. 8.15, and 8.19–8.22 (See Appendices 1 and 2) for

calculating the sensitivities and dissolved oxygen deficits under various flow

times (t), one can obtain the results shown in Fig. 8.1. The sensitivity of dissolved

oxygen deficit to reaeration coefficient (SD,K2) is negative for this kind of river. It is

important to know that sensitivity is a slope of water quality to a stream parameter,

thus, may be positive or negative. Each sensitivity should be evaluated in accor-

dance with its absolute value. Therefore the absolute value of the sensitivity jSD,K2j
is plotted in Fig. 8.1. From the figure it can be seen that the sensitivity of D to K1

(SD,K1) is greater than the absolute value of SD,K2. However, the value of dissolved

oxygen deficit due to the term (DD) is larger than that of due to deoxygenation

term (DL). The sensitivities of SD,K1 and jSD,K2j decrease when K2 increases. SD,K1
increases with increasing flow time (t). When t increases, jSD,K2j increases to a peak
point and then decreases. From above discussion, one can see that K1 and K2 are the

two most important stream parameters for clean or slightly polluted swift non-tidal

streams.
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Fig. 8.1 (a) The
sensitivities and dissolved

oxygen deficits for clean or

slightly polluted swift

non-tidal stream.(K2¼ 5

1/day). (b) The sensitivities
and dissolved oxygen

deficits for clean or slightly

polluted swift non-tidal

stream (K2¼ 10 1/day).

(c) The sensitivities and
dissolved oxygen deficits

for clean or slightly polluted

swift non-tidal stream

(K2¼ 20 1/day)
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3.1.2 Moderately Polluted Swift Non-tidal Streams

For this kind of stream water, the initial concentration of remaining carbonaceous

biochemical oxygen demand (LO) is about 10 mg/L; initial dissolved oxygen deficit

(DO) ranges from 1 to 3 mg/L; deoxygenation coefficient (K1) ranges from 0.2 to

0.5 day�1 (base e); the range of reaeration coefficient (K2) is same as that for clean

or slightly polluted swift streams; the bottom deposit uptake rate (B) is under

0.1 mg/L-day. Let LO¼ 10 mg/L, DO¼ 3 mg/L, K1¼ 0.345 day�1, and neglect

the photosynthesis and nitrification effects (i.e., B¼ 0.1 mg/L-day, and

α¼Kn¼NO¼ 0), one can plot Fig. 8.2 with Eqs. 8.15, and 8.19–8.22. Figure 8.2

indicates that the SD,K1 is the most sensitive. The sensitivities of dissolved oxygen

deficit to reaeration coefficient jSD,K2j, to nitrification coefficient (SD,Kn), and to

bottom deposit uptake rate (SD,B) are relatively insensitive. All sensitivities rapidly

reduce with increasing K2 values from 5 to 20 day�1. Figure 8.2 also indicates that

the most part of dissolved oxygen deficit is contributed by DD term when the flow

time (t) is short. The percentages of dissolved oxygen deficit due to nitrification

(DN) and bottom deposit uptake (DB), are very small. In conclusion, the nitrification

and bottom deposit uptake can be neglected, and K1 and K2 must be carefully and

accurately measured for the moderately polluted swift non-tidal streams.

3.1.3 Heavily Polluted Swift, Non-tidal Streams

Generally for this type of streams the remaining CBOD of the stream is about

20 mg/L, or more. Wastewaters which discharge into the receiving stream of this

type can even be untreated wastes. The deoxygenation coefficient (K1, base e) is

greater than 0.5 day�1. The dissolved oxygen concentration of the stream water is

very low. Initial dissolved oxygen deficit (DO) ranges from 3 to 8 mg/L. There are

sludge banks in the slow water segments of the stream. The range of bottom deposit

uptake rate (B) is about from 0.1 to 1.0 mg/L-day. When the stream is heavily

polluted, the nitrification bacteria cannot compete with the saprophyta; therefore,

the nitrification effect can be neglected. Let LO¼ 20 mg/L, DO¼ 5 mg/L,

K1¼ 1.0 day-l (base e), Kn¼NO¼ α¼ 0, and B¼ 0.5 mg/L-day. Substituting

those values into Eqs. 8.15, and 8.19–8.22 for calculating sensitivities and dissolved

oxygen deficits under various flow times (t), one can then plot Fig. 8.3. The figure

indicates that the SD,K1 is the most sensitive among the sensitivities evaluated. The

jSD,K2j is less sensitive than SD,K1. The SD,B, b is very inert especially under the

condition of high K2 value. All sensitivities rapidly decline when K2 increases from

5 to 20 day-l. Figure 8.3 also indicates that the most part of dissolved oxygen deficit

is contributed by DD term when t value is small. The percentage of dissolved

oxygen deficit due to bottom deposit uptake (DB) is so small that it can be

neglected.

In summation, the order of sensitivity (from very sensitive to insensitive) for

swift streams is in the order of SD,K1, |SD,K2|, SD,B and SD,Kn. The major sources or
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sinks of dissolved oxygen deficit (D) are deoxygenation and initial DO deficit, the

percentage of dissolved oxygen deficit due to bottom deposit uptake (DB) and

nitrification (DN) is not more than 2 %. Therefore, the parameters of K1 and K2

are the two important stream parameters which should be carefully determined. The

parameters of B and Kn may be roughly measured or omitted for the swift streams.

3.2 Intermediate Non-tidal Streams

The mean velocity of intermediate non-tidal streams is generally in the range of 0.1

to 0.3 m/s. This kind of stream has a sandy or silty bed. Usually the bed would be

sandy if mean velocity is higher than 0.2 m/s. If the mean velocity is lower than

0.2 m/s and the stream water is also polluted, the sludge will be settled in the bed,

and the bottom deposit uptake will be significant. In this section, the sensitivities of

intermediate non-tidal streams are analyzed and are discussed in following three

conditions: clean or slightly polluted, moderately polluted and heavily polluted.

3.2.1 Clean or Slightly Polluted Intermediate Non-tidal Streams

When a stream is clean or slightly polluted, nitrification coefficient (Kn) and

ammonia nitrogen concentration (NO) of the stream water are almost equal to

zero, thus, the nitrification can be neglected. The bottom deposit uptake and

photosynthesis are also insignificant. The range of reaeration coefficient (K1)

which is a function of velocity and depth, is 0.25 to 15 day�1. The flow through

time (t) is longer than that of swift streams. Based on the above discussion, it is

reasonable to assume that LO¼ 3 mg/L, DO¼ 1 mg/L, K1¼ 0.15 day�1,

B¼ 0.1 mg/L-day, α¼ 0.2 mg/L-day, and Kn¼NO¼ 0. K2 is assigned to be 0.5,

2.5 and 10 day�1.

The sensitivities and the dissolved oxygen deficit at various flow times can be

determined by substituting the LO, DO, K1, B, α, Kn, NO, and K2 values into

Eqs. 8.15, and 8.19–8.22. The results are plotted as Fig. 8.4 from which we can

see that:

SD,K1 > SD,B > SD,K2j j

in the order of decreasing sensitivity.

All sensitivities decline when K2 value increases. The dissolved oxygen deficit

due to bottom deposit uptake is relatively small.
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Fig. 8.4 (a) The sensitivities and dissolved oxygen deficits for clean or slightly polluted inter-

mediate non-tidal stream (K2¼ 0.5 1/day). (b) The sensitivities and dissolved oxygen deficits for

clean or slightly polluted intermediate non-tidal stream (K2¼ 2.5 1/day). (c) The sensitivities and
dissolved oxygen deficits for clean or slightly polluted intermediate non-tidal stream (K2¼ 10

1/day)
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3.2.2 Moderately Polluted Intermediate Non-tidal Streams

Nitrification may or may not exist under these stream conditions. If nitrification

occurs in the stream water, the reactions follow:

2NH3 þ 3O2 ! 2HNO2 þ 2H2O ð8:9aÞ
2HNO2 þ O2 ! 2HNO3 ð8:9bÞ

The overall reaction is:

2NH3 þ 4O2 ! 2HNO3 þ 2H2O ð8:10Þ

The reactions of Eqs. 8.8 and 8.9 obey the first order reaction. The ranges of

these two reaction coefficients are 0.01 to 0.50 day�1 (base e) and 0.50 to

2.00 day�1 (base e), respectively. [1] It is clear that the nitrification is controlled

mainly by oxidation of NH3 to HNO2. The rate of oxygen uptake per unit of

ammonia in oxidation ranges from 3 to 4 mg of O2/mg of NH3. Therefore, the

range of nitrification coefficient in Appendices 1–3 is from 0.03 (i.e. 0.01� 3) to

2.0 (i.e., 0.5� 4) day�1 (base e).

The bottom deposit uptake of the stream under the stated environmental condi-

tions is significant, and ranges from 0.1 to 1.0 mg/L-day [14]. Let B¼ 0.5 mg/L-

day, α¼ 0, LO¼ 10 mg/L, DO¼ 3 mg/L, K1¼ 0.345 day�1 (base e), NO¼ 1 mg/L,

Kn¼ 0.345 day�1 (base e), K2¼ 0.5, 1.5, and 10 day�1 (base e), and substitute these

values into Eqs. 8.15, and 8.19–8.22. The sensitivities and the dissolved oxygen

deficits at various flow times (t) are determined and illustrated in Fig. 8.5.

From Fig. 8.5, one can understand that the sensitivities of SD,Kn and SD,B are very

small in comparison with the sensitivities of SD,K1 and SD,K2 when K2 is 5 day�1.

The sensitivities of SD,K2, SD,Kn and SD,B a11 approach to zero when K2 is as high as

10 day�1. All sensitivities rapidly decline when K2 increases. The dissolved oxygen

deficits due to nitrification (DN) and bottom deposit uptake (DB) are relatively

small, under the conditions of high K2 value, but the latter (DB) is significant when

K2 value is as low as 0.5 day�1.

3.2.3 Heavily Polluted Intermediate Non-tidal Streams

The point sources of pollution which discharge into this type of stream are mostly

untreatedwastes. The deoxygenation coefficient (K1) is higher than 0.5 day
�1 (base e).

The concentration of dissolved oxygen of the stream water is usually very low,

the initial concentration of dissolved oxygen deficit (DO) ranges from 3 to

8 mg/L. There are sludge blankets in the slow water segment of the stream.

The range of bottom deposit uptake rate (B) is about 0.1 to 1.5 mg/L-day. Since

the stream is heavily polluted, the bacteria cannot compete with the saprophyta,

therefore, the nitrification can be neglected. Let LO¼ 20 mg/L, DO¼ 5 mg/L,
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Fig. 8.5 (a) The
sensitivities and dissolved

oxygen deficits for

moderately polluted

intermediate non-tidal

stream (K2¼ 0.5 1/day).
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dissolved oxygen deficits

for moderately polluted
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stream (K2¼ 2.5 1/day).
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B¼ 1 mg/L-day, α¼ 0, K1¼ 1.0 day�1 (base e), Kn¼NO¼ 0, and K2¼ 0.5, 2.5

and 10 day�1 (base e). The calculated sensitivities and the dissolved oxygen

deficits at various times (t) are illustrated in Fig. 8.6. The sensitivities at

K2¼ 0.5 day�1 are not shown in Fig. 8.6 because of the low values. The stream

water is in an anaerobic condition, and the existing models cannot be properly

applied.

From Fig. 8.6, it can be understood that the SD,K1 larger than jSD,K2j, and jSD,K2j
is larger than SD,B. All sensitivities’ decline when K2 increases. The dissolved

oxygen deficit due to bottom deposit uptake (DB) is very low.

In summation, for the intermediate non-tidal streams, the sensitivity term of SD,

K1 is the most sensitive, jSD,K2j is next, SD,B and SD,N are relatively insensitive. The

major sources or sinks of dissolved oxygen deficit are deoxygenation and initial

dissolved oxygen deficit. The percentage of dissolved oxygen deficit due to bottom

deposit uptake (DB) and nitrification (DN) is usually small. Therefore, the stream

parameters of K1 and K2 are important for stream pollution control. B and Kn,

however, are not significant.

3.3 Slow Non-tidal Streams

The mean velocities of slow non-tidal streams are generally under 0.1 m/s. For this

kind of stream, the depth is deep, the reaeration coefficient (K2) is very low ranging

from 0.05 to 0.6 day-l (base e). The sensitivities of this kind of stream are discussed

in three pollutional conditions.

3.3.1 Clean or Slightly Polluted Slow Non-tidal Streams

When stream water is clean or slightly polluted, its nitrification can be neglected.

The bottom deposit uptake and photosynthesis reactions do exist, but are very

insignificant. Let LO¼ 3 mg/L, DO¼ 1 mg/L, K1¼ 0.15 day�1 (base e),

Kn¼NO¼ 0, B¼ 0.2 mg/L-day, α¼ 0.4 mg/L-day, and K2¼ 0.2 and 0.6 day�1

(base e). By substituting these values into Eqs. 8.15, and 8.19–8.22, one

can determine the sensitivities and dissolved oxygen deficits at various flow

times (t) and graphically illustrate the results in Fig. 8.7. From the figure, one can

conclude that the SD,K1 is the most sensitive, and jSD,K2j and SD,B (or jSD,αj) very
sensitive too. The dissolved oxygen deficits due to combined action of bottom

deposit uptake and photosynthesis (DB +Dα) are very significant, especially when

K2 value is low. Therefore, the photosynthesis and the bottom deposit uptake play

an important role for clean or slightly polluted slow non-tidal streams.
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Fig. 8.6 (a) The sensitivities and dissolved oxygen deficits for heavily polluted intermediate

non-tidal stream (K2¼ 0.5 1/day). (b) The sensitivities and dissolved oxygen deficits for heavily

polluted intermediate non-tidal stream (K2¼ 2.5 1/day)
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3.3.2 Moderately Polluted Slow Non-tidal Streams

Nitrification may or may not exist in a moderately polluted non-tidal stream. If

nitrification occurs, the range of nitrification coefficient Kn is from 0.03 to
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Fig. 8.7 (a) The sensitivities and dissolved oxygen deficits for clean or slightly polluted slow

non-tidal stream (K2¼ 0.2 1/day). (b) The sensitivities and dissolved oxygen deficits for clean or

slightly polluted slow non-tidal stream (K2¼ 0.6 1/day)
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2.0 day�1 (base e). The bottom deposit uptake and photosynthesis are significant.

Usually the bottom deposit uptake rate (B) ranges from 0.2 to 2 mg/L-day, and the

photosynthesis rate ranges from 0.1 to 2.0 mg/L-day. Assuming LO¼ 10 mg/L,

DO¼ 3 mg/L, K1¼ 0.345 day�1, Kn¼ 0.345 day�1, K2¼ 0.2 and 0.6 day�1

(base e), α¼ 2 mg/L-day, NO¼ 1 mg/L, and B¼ 1 mg/L-day, one can determine

all sensitivities and dissolved oxygen deficit concentrations with Eqs. 8.15, and

8.19–8.22. Figure 8.8 illustrates the calculated results. From Fig. 8.8, one can see

that the sensitivities of SD,K1 and |SD,K2| are very high, whereas the SD,Kn and SD,B
(or jSD,αj) are comparatively low. The dissolved oxygen deficit due to the combined

effects of bottom deposit uptake and photosynthesis (DB +Dα) is significant, but

that due to nitrification (DN) is relative insignificant. The bottom deposit uptake and

photosynthesis cannot be omitted in this type of streams.

3.3.3 Heavily Polluted Slow Non-tidal Streams

When a slow non-tidal stream is heavily polluted, K1 is very high, which ranges

from 0.5 to 5 day�1, but the reaeration coefficient (K2) is very low due to slow

stream velocity. The dissolved oxygen is close to zero for the most part of the

stream reach; therefore, the water quality models are difficult to be applied. The

authors make no attempt to analyze the sensitivity at present. More research in this

area is needed.

Section 4 starting below, presents only the significance of sensitivity analysis for

three types of tidal streams. Important water quality models, nomenclature and

references are also included in this Part.

4 Significance of Sensitivities for Tidal Streams

For tidal streams, the velocity is very slow and the water depth is relatively deep;

therefore, the reaeration coefficient is smaller than that of non-tidal streams, thus K2

ranges from 0.1 to 1.0 day�1 generally. Since the stream velocity is very low,

suspended sludges are settled in the stream bed, and the algae blooms are dominant

in the water. Therefore, bottom deposit uptake, and photosynthesis always occur in

tidal streams. In addition, nitrification always occurs in tidal streams. The disper-

sion coefficient (E) ranges from 1 to 60 km2/day. The sensitivities of water quality

model for tidal streams should be controlled mainly according to the pollution

loading, but not according to the stream velocity, because the range of velocity of

tidal streams is narrow.
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Fig. 8.8 (a) The sensitivities and dissolved oxygen deficits for moderately polluted slow

non-tidal stream (K2¼ 0.2 1/day). (b) The sensitivities and dissolved oxygen deficits for moder-

ately polluted slow non-tidal stream (K2¼ 0.6 1/day)
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4.1 Clean or Slightly Polluted Tidal Streams

It is reasonable to assume the following figures for the major water quality

parameters of clean or slightly polluted tidal streams: LO¼ 3 mg/L, DO¼ 1 mg/L,

K1¼ 0.15 day�1 (base e), Kn¼NO¼B¼ 0, α¼ 0.1 mg/L-day, K2¼ 0.4 to

0.8 day�1 (base e), and U (Mean velocity of fresh water)¼ 0.5 km/day. Two values

each are assigned for K2 and U for the purpose of illustration. By substituting these

values into Eqs. 8.17 and 8.25–8.29, one can determine the sensitivities and

dissolved oxygen deficit and illustrate the results in Fig. 8.9. From the figure, we

can see that SD,K1,t and SD,K2,t are extremely sensitive, SD,α,t is moderately sensi-

tive, and SD,E,t is relatively insensitive. All sensitivities increase in absolute values

when freshwater velocity (U) increases, and rapidly decrease when K2 increases.

SD,K1,t is more sensitive than SD,K2,t when K2 value is low, but is less sensitive than

SD,K2,t when the K2 value is high. The dissolved oxygen deficit is mainly contrib-

uted by initial DO deficit (DD), deoxygenation (DL), and combined action of

photosynthesis and bottom deposit uptake (DB and Dα). Therefore, the photosyn-

thesis and deposit uptake cannot be neglected.

4.2 Moderately Polluted Tidal Streams

When sea water intrudes into a tidal stream, the concentration of remaining CBOD

and initial dissolved oxygen deficit (DO) are lower than that of a non-tidal stream

for the same pollution loading. Let LO¼ 8 mg/L, DO¼ 3 mg/L,

K1¼Kn¼ 0.345 day�1 (base e), B¼ 1 mg/L-day, α¼ 2 mg/L-day, E¼ 10 km2/

day, NO¼ 1 mg/L, K2¼ 0.4 and 0.8 day�1 (base e), and U¼ 0.5 and 5 km/day.

Substituting those values into Eqs. 8.17, and 8.25–8.29, one can obtain the sensi-

tivities and dissolved oxygen deficits at various distances. All calculated results are

presented in Fig. 8.10. Dissolved oxygen deficit declines to zero after 8 km from the

river mouth at U¼ 0.5 km/day, thus the water quality models cannot be applied, and

the sensitivities need not to be analyzed under this condition. SD,K2,t is extremely

sensitive, while SD,Kn,t is very insensitive. The dissolved oxygen deficit associated

with the nitrification (DN) is also insignificant, thus the nitrification can be

neglected. The sensitivity terms SD,B,t and (|SD,α,t|), are low when compared with

SD,K1,t. The dissolved oxygen deficit associated with the net action of photosynthe-

sis and bottom deposit uptake (Dα +DB) is significant, thus the photosynthesis and

bottom deposit uptake must be analyzed carefully for stream water quality control.

Another sensitivity term, SD,E,t is in the same magnitude of SD,K1,t; thus the

longitudinal dispersion coefficient should not Be overlooked.
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Fig. 8.9 (a) The sensitivities and dissolved oxygen deficits for clean or slightly polluted tidal

stream (K2¼ 0.4 1/day and U¼ 0 km/day). (b) The sensitivities and dissolved oxygen deficits for

clean or slightly polluted tidal stream (K2¼ 0.8 1/day and U¼ 5 km/day). (c) The sensitivities and
dissolved oxygen deficits for clean or slightly polluted tidal stream (K2¼ 0.8 1/day and

U¼ 0.5 km/day). (d) The sensitivities and dissolved oxygen deficits for clean or slightly polluted

tidal stream (K2¼ 0.4 1/day and U¼ 5 km/day)
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Fig. 8.9 (continued)
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4.3 Heavily-Polluted Tidal Streams

The following water quality may be considered for heavily polluted tidal streams:

LO¼ 15 mg/L, DO¼ 5 mg/L, B¼ 3 mg/L-day, α¼ 1 mg/L-day, K1¼ 1.0 day�1

(base e), K2¼ 0.4 to 0.8 day�1 (base e), Kn¼ 0 day�1, NO¼ 0 mg/L, and

E¼ 10 km2/day. Choosing two K2 values, 0.4 and 0.8 day�1, and two U values,

0.5 and 5 km/day, and then substituting these values and LO, DO, B, α, K1, Kn, NO,

and E values into Eqs. 8.17 and 8.25–8.29. The calculated sensitivities and
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Fig. 8.10 (a) The sensitivities and dissolved oxygen deficits for moderately polluted tidal stream

(K2¼ 0.8 1/day and U¼ 5 km/day). (b) The sensitivities and dissolved oxygen deficits for

moderately polluted tidal stream (K2¼ 0.4 1/day and U¼ 5 km/day). (c) The sensitivities and

dissolved oxygen deficits for moderately polluted tidal stream (K2¼ 0.8 1/day and U¼ 0.5 km/

day). (d) The sensitivities and dissolved oxygen deficits for moderately polluted tidal stream

(K2¼ 0.4 1/day and U¼ 0.5 km/day)
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dissolved oxygen deficits are partially illustrated in Fig. 8.11. It should be noted that

the sensitivities at K2¼ 0.4 day�1 are not shown in the figure. This is due to the fact

that the total dissolved oxygen deficit at various X values is so high that the

dissolved oxygen reduces to almost zero; in turn, the water quality models cannot

be employed. It can also be seen that the sensitivity term SD,K2,t is extremely high,
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and SD,E,t is comparatively sensitive than SD,K1,t and SD,B,t (or jSD,α,tj). The

dissolved oxygen deficit associated with photosynthesis and bottom deposit deficit

(Dα +DB) is significant, thus cannot be overlooked.

5 Discussions and Recommendation

This research divides the non-tidal streams into nine categories, and divides the

tidal streams into three categories as follows, and presents the average hydraulic

and water quality characteristics of each stream category:

Non-tidal Receiving Streams:

a. clean or slightly polluted swift non-tidal streams

b. moderately polluted swift non-tidal streams

c. heavily polluted swift non-tidal streams

d. clean or slightly polluted intermediate non-tidal streams

e. moderately polluted intermediate non-tidal streams
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f. heavily polluted intermediate non-tidal streams

g. clean or slightly polluted slow non-tidal streams

h. moderately polluted slow non-tidal streams

i. heavily polluted slow non-tidal streams

Tidal Receiving Streams:

a. clean or slightly polluted tidal streams

b. moderately polluted tidal streams

c. heavily polluted tidal streams
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Fig. 8.11 (a) The sensitivities and dissolved oxygen deficits for heavily polluted tidal stream

(K2¼ 0.8 1/day and U¼ 5 km/day). (b) The sensitivities and dissolved oxygen deficits for heavily
polluted tidal stream (K2¼ 0.8 1/day and U¼ 5 km/day)
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The sensitivity analysis can be a very useful scientific tool for stream water

quality management. The results of this research identify the significance of water

quality sensitivities and dissolved oxygen deficits systematically and graphically

for each stream category. Knowing the category or type of a target stream (tidal or

non-tidal; swift, intermediate or slow stream velocity; clean, moderately polluted,

or heavily polluted), an environmental water resources engineer can determine/

understand the sensitivity of each water quality/quantity parameter, and in turn, can

better manage his/her stream pollution control projects.

Sensitivity analyses have been used by environmental water resources engineers

extensively in recent years for environmental risk and decision analysis [18–21],

ecological investigations [22–25], aquaculture site selection [26] and waterway

management [27]. Its other applications may be further explored.

Further research in the area of sensitivity analysis of tidal streams may consider

the effect of salinity because the salinity affects the reaeration coefficient [15–17,

28–30], in accordance with the following NCKU (National Cheng Kung Univer-

sity) equations.

K2s ¼ K2f exp ð0:0127 ChlorinityÞ ð8:11Þ

K2s ¼ K2f exp ð0:0000127 ChlorideÞ ð8:12Þ

K2s ¼ K2f exp ð0:007 SalinityÞ ð8:13Þ

where

K2s¼ reaeration coefficient of saline water, day�1

K2f¼ reaeration coefficient of fresh water, day�1

Chlorinity¼ chlorinity of receiving water, g/L

Chloride¼ chloride concentration of receiving water, mg/L

Salinity¼ salinity of receiving water, ‰, or ppt, or parts per thousand

Glossary [31–35]

Ammonia nitrogen A common way to report ammonia concentration (expressed

as ammonia-nitrogen).

Ammonification A process of formation of ammonia nitrogen from reduced

organic nitrogen compounds.

Biological oxidation A process by which living organisms in the presence of

oxygen convert organic matter into a more stable or a mineral form.

Carbonaceous Containing carbon and derived from organic substances such as

coal, coconut shells, and organic waste.

Denitrification A biochemical process of conversion of nitrite nitrogen and nitrate

nitrogen to molecular nitrogen, nitrogen dioxide, or a mixture of these two gases,

under reducing conditions in the absence of free dissolved oxygen.
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Deoxygenation It is a process for depletion of the dissolved oxygen in a liquid

either under natural conditions associated with the biochemical oxidation of

organic matter present or by addition of chemical reducing agents.

Deposit Material left in a new position by a transporting agent such as earth quake,

gravity, human activity, ice, water current, or wind.

Dissolved gases The sum of gaseous components, such as oxygen, nitrogen,

carbon dioxide, methane, hydrogen sulfide, etc. that are dissolved in water.

Dissolved oxygen (DO) The concentration of oxygen dissolved in water, which is

often expressed in units of mg/L.

Dissolved oxygen deficit (D) The difference between the dissolved oxygen satu-

ration concentration (Cs) and actual dissolved oxygen concentration at time

t (Q) in a receiving water (such as river) at some downstream distance away

from the point of waste discharge (D¼Cs � C). See dissolved oxygen deficit

and dissolved sag curve.

Dissolved oxygen sag curve (DO sage curve) A stream water quality curve that

represents the profile of dissolved oxygen concentration along the course of a

stream resulting from deoxygenation associated with biochemical oxidation of

organic matter and reoxygenation through the absorption of atmospheric oxygen

and biological photosynthesis. Also called oxygen sag curve.

Dissolved oxygen saturation concentration (Cs) The maximum concentration

(mg/L) of dissolved oxygen in water under specific water temperature, pressure

and salinity.

Dissolved solids The constituents in water that can pass through a 0.45-μm pore-

diameter filter.

Initial dissolved oxygen deficit (D0) The difference between the dissolved oxygen

saturation concentration (Cs) and actual dissolved oxygen concentration (C) in a

receiving water (river or lake) at the point of waste discharge (D0¼Cs� C). See

dissolved oxygen deficit.

NCKU (National Cheng Kung University) equations They are reaeration coef-

ficient equations developed by National Cheng Kung University, Taiwan, show-

ing the effect of salinity on receiving water’s reaeration coefficient. The NCKU

equations are modeled by K2s¼K2f exp (0.0127 Chlorinity); K2s¼K2f exp

(0.0000127 Chloride); and K2s¼K2f exp (0.007 Salinity); in which

K2s¼ reaeration coefficient of saline water, day�1; K2f¼ reaeration coefficient

of fresh water, day�1; Chlorinity¼ chlorinity of receiving water, g/L;

Chloride¼ chloride concentration of receiving water, mg/L; and

Salinity¼ salinity of receiving water, ‰, or ppt, or parts per thousand.

Nitrate nitrogen A common way to report nitrate concentration (expressed as

nitrogen).
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Nitrification A process of formation of nitrate nitrogen from reduced inorganic

nitrogen compounds, such as ammonia nitrogen. Nitrification in the natural

environment is carried out primarily by autotrophic bacteria.

Nitrite nitrogen A common way to report nitrite concentration (expressed as

nitrogen).

Non-tidal stream/river A stream/river which water level and flow direction will

not fluctuate and will not be affected by the action of lunar and solar forces upon

the rotating earth.

Oxygen-sag curve See dissolved oxygen sag curve.

Photosynthesis The conversion of light energy to chemical energy. At night, this

process reverses: plants and algae suck oxygen out of the water.

Reaeration (a) The physical chemical reaction by which oxygen is absorbed back

into water, (b) An aeration process by which oxygen in air is absorbed back into

natural water, such as stream water and lake water, (c) A natural process of

oxygen exchange between the atmosphere and a natural water body in contact

with the atmosphere. Typically, the net transfer of oxygen is from the atmo-

sphere and into the water, since dissolved oxygen levels in most natural waters

are below saturation. When photosynthesis produces supersaturated dissolved

oxygen levels, however, the net transfer is back into the atmosphere,

(d) Reaeration process is modeled as the product of reaeration coefficient

multiplied by the difference between dissolved oxygen saturation and the actual

dissolved oxygen concentration, that is: Fc¼K2 (Cs�C)¼ (KL/H) (Cs�C).

Here Fc¼ rate or flux of dissolved oxygen across the water body. M/L3/T;

C¼ dissolved oxygen concentration, M/L3, Cs¼ saturation dissolved oxygen

concentration, M/L3, K2¼ reaeration coefficient, 1/T, H¼water depth, L,

KL¼ surface transfer coefficient, L/T.

Reaeration coefficient A mass transfer coefficient (K2) in reaeration process. See

reaeration and mass transfer coefficient.

Reaeration rate (a) The rate at which oxygen is absorbed back into water. This is

dependent, among other things, upon turbulence intensity, temperature, and the

water depth, (b) The reaeration rate is defined as the rate of dissolved oxygen

across the water body Fc¼K2 (Cs� C). Here Fc¼ rate or flux of dissolved

oxygen across the water body, M/L3/T; C¼ dissolved oxygen concentration,

M/L3; Cs¼ saturation dissolved oxygen concentration, M/L3; K2¼ reaeration

coefficient, 1/T.

Reaeration rate coefficient See reaeration coefficient.

Receiving waters (a) A river, lake, ocean, stream, or other bodies of water into

which wastewater or treated effluent is discharged; (b) A distinct water body that

receives run off, or wastewater discharges, such as streams, rivers, lakes, estu-

aries and oceans.
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Saline water intrusion The movement of saline groundwater into a formerly

freshwater aquifer as a result of pumping in that aquifer usually near coastal

areas where the source of saline water is the nearby ocean.

Sensitivity (a) In analytical testing, the lowest practical detection level; (b) In

microbiological testing, the likelihood that the test result will be positive when

the target organism is present, (c) In water resources engineering, the smallest

changes of certain physical parameters that will affect hydraulic or hydrological

model’s solutions.

Sensitivity analysis (a) A mathematical analysis of the sensitivity of the depen-

dent variable in a mathematical expression as a function of variations in the

value of any independent variables or coefficients associated with the indepen-

dent variables, (b) A mathematical analysis which determines how much the

value of Y is affected by changes in the values of a and b.

Tidal Pertaining to periodic water level fluctuations due to the action of lunar

(moon) and solar (sun) forces upon the rotating Earth.

Tidal current A water current brought about or caused by tidal forces.

Tidal stream/river A stream/river which is affected by tidal current and its water

level and flow direction fluctuate due to the action of lunar and solar forces upon

the rotating Earth.

Appendix 1: Water Quality Models

For Non-tidal Streams

1. Biochemical Oxygen Demand (L) Model

L ¼ LO½expð�K1tÞ� ð8:14Þ

2. Dissolved Oxygen Deficit (D) Model

D ¼ K1LOðK2 � K1Þ�1½expð�K1tÞ � expð�K2tÞ�
þKnNOðK2 � KnÞ�1½expð�KntÞ � expð�K2tÞ�
þðB� αÞðK2Þ�1½1 � expð�K2tÞ� þ DOexpð�K2tÞ

ð8:15Þ

For Tidal Streams

1. Biochemical Oxygen Demand (L) Model

L ¼ LO exp J1Xð Þ½ � ð8:16Þ

2. Dissolved Oxygen Deficit (D) Model
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D ¼ K1LOðK2 � K1Þ�1½exp ðJ1XÞ � exp ðJ2XÞ�
þKnNOðK2 � KnÞ�1½exp ðJnXÞ � exp ðJ2XÞ�
þðB� αÞ K2

�1½1� exp ðJ2XÞ � þ Doexp ðJ2XÞ
ð8:17Þ

Appendix 2: Sensitivity Formulas for Non-tidal Streams

1. The sensitivity of L to K1:

SL, K1 ¼ �LOt½expð�K1tÞ� ð8:18Þ

2. The sensitivity of D to K1:

SD, K1 ¼ K2LoðK2 � K1Þ�2½expð�K1tÞ � expð�K2tÞ �
� K1LOtðK2 � K1Þ�1

expð�K1tÞ ð8:19Þ

3. The sensitivity of D to Kn:

SD, Kn ¼ K2NOðK2 � KnÞ�2½expð�KntÞ � expð�K2tÞ�
� KnNOtðK2 � KnÞ�1

expð�KntÞ ð8:20Þ

4. The sensitivities of D to α and B:

SD, B ¼ �SD,α ¼ ðK2Þ�l½1 � expð�K2tÞ� ð8:21Þ

5. The sensitivity of D to K2:

SD, K2 ¼ � K1LO K2 � K1ð Þ�2
exp
�� K1t


 � � exp �K2tð Þ�
þ K1LOt K2 � K1ð Þ�1

exp �K2tð Þ
� KnNO K2 � Knð Þ�2

exp
�� Knt


 � � exp �K2tð Þ�
þ KnNOt K2 � Knð Þ�1

exp �K2tð Þ
þ α� Bð Þ K2ð Þ�2

1 � eX p
�� K2t


 ��
� α=K2 � B=K2 þ DOð Þ t exp

�� K2t

 ��

ð8:22Þ

6. The sensitivity of DO to K:

SC, K ¼ �SD, K ð8:23Þ
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Appendix 3: Sensitivity Formulas for Tidal Streams

1. The sensitivity of L to K1:

SL, Kl, t ¼ � LOm1X exp J1Xð Þ½ � ð8:24Þ

2. The sensitivity of D to K1:

SD, Kl, t ¼ K2LoðK2 � K1Þ�2½exp ðJ1XÞ � exp ðJ2XÞ�
� K1m1XLOðK2 � K1Þ�1

exp ðJ1XÞ ð8:25Þ

3. The sensitivity of D to Kn:

SD, Kn, t ¼ K2NOðK2 � K1Þ�2½exp ðJnXÞ � exp ðJ2XÞ�
� KnNOtðK2 � KnÞ�1

expð�KntÞ ð8:26Þ

4. The sensitivities of D to α and B:

SD, B, t ¼ �SD,α, t ¼ ðK2Þ�1½l � exp ðJ2XÞ� ð8:27Þ

5. The sensitivity of D to E:

SD, E, t ¼ K1LOX K2 � K1ð Þ�1
n1exp J1Xð Þ � n2exp J2Xð Þ½ �

þ KnNOX K2 � Knð Þ�1
nnexp JnXð Þ � n2exp J2Xð Þ½ �

þ α=K2 � B=K2 þ DOð Þn2X exp J2Xð Þ½ �
ð8:28Þ

6. The sensitivity of D to K2:

SD, K2, t ¼ �K1LO K2 � K1ð Þ�2
exp J1Xð Þ � exp J2Xð Þ½ �

� K1LOXm2 K2 � K1ð Þ�1
exp J2Xð Þ

� KnNO K2 � K1ð Þ�2
exp JnXð Þ � exp J2Xð Þ½ �

� KnNOXm2 K2 � Knð Þ�1
exp J2Xð Þ

þ α� Bð Þ K2ð Þ�2
1� exp J2Xð Þ½ �

� α� Bð Þ K2ð Þ�1 þ DOm2X exp J2Xð Þ
h i

ð8:29Þ
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7. The sensitivity of DO to K:

SC, K, t ¼ SD, K, t ð8:30Þ
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Abstract The presence of ice in rivers is an important aspect to be considered in

the development of water resources in cold regions. River ice research has largely

been driven by engineering and environmental problems that concern society. Ice

formation can affect the design, operation, and maintenance of hydraulic engineer-

ing facilities, in addition to issues related to ecological, environmental, and mor-

phological aspects of the river. River ice processes involve complex interactions

between hydrodynamic, mechanical, and thermal processes. They are also

influenced by weather and hydrologic conditions. This chapter gives a brief over-

view of river ice processes, followed by discussions on the state of knowledge of

these processes from freeze-up to breakup, and sediment transport in rivers under

ice conditions.

Keywords Anchor ice • Border ice • Breakup • Frazil ice • Freeze up • Ice

dynamics • Ice jams • Ice runs • River ice • Sediment transport

Nomenclature

A Flow cross sectional area under the cover, m2

As Mass rate of snowfall over a unit area of water

surface, kgm�2 s�1

a0 Mean area of frazil crystal discs, mm

B Top width of channel, m

Ba River surface width in the wind direction, m

Bo Open water width, m

C Cloud cover in tenths

Ca Area concentration of surface ice

Cb Fraction of bed width covered by anchor ice

Ci Specific heat of ice, 4:1855� 103 Jkg�1 
C
Cp Specific heat of water, 4:215� 103 Jkg�1 
C

check p. 25?

Cv Suspended ice concentration

Cg
v Suspended ice concentration due to thermal

growth

Co A reference sediment concentration at a near bed

reference level zo, cm
Cw Wind drag coefficient on water surface

Cz Chezy’s coefficient, m0:5 s�1

Ca,max Maximum allowable surface ice concentration

Cs Suspended sediment concentration, mg/L

c f ¼ n2bg

αbH0ð Þ
1=3

Bed friction coefficient

ciw ¼ n2i g

αiH0ð Þ
1=3

Coefficient of water drag on ice
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D Sediment particle diameter, cm

DH Hydraulic diameter, m

D* ¼ D50 s� 1ð Þg=ν2½ �1=3 A dimensionless sediment particle parameter

D50 Median diameter of sediment, cm

de Frazil crystal thickness, mm

dn Nominal diameter of under-cover

granular ice, cm

da Day number of the year counting from January 1

E Net volumetric rate of loss of frazil due to

exchange with the surface layer and the anchor

ice, m3/s

Ea Rate of change of surface ice concentration due

to sources and sinks, s�1

Em Rate of change of surface ice mass per unit area

of water surface due to sources and sinks, kg/m

Eo Eccentricity correction factor of the earth’s orbit

ea Vapor pressure, mb

ean Porosity of anchor ice

ec Porosity in the accumulation between ice floes

ef Porosity of the frazil ice portion of surface ice

floes

e j ¼ ec þ 1� ecð Þe p Overall porosity of the surface ice accumulation

ep Porosity of ice floes

es Saturated vapor pressure above the river

surface, mb

eso Saturated vapor pressure corresponding to the

river surface temperature, mb

eT ¼ C pρ 1� Cvð ÞTw � ρiCvLi Thermal energy of the ice–water mixture per unit

volume, J/m3

eu Porosity of the frazil jam

F Shape factor of under-cover granular ice

F
!
a

Wind drag on ice, N/m2

Fb Inter-bed particle resistance per unit area, N/m2

Frc A critical Froude number beyond which

juxtaposition of ice floes cannot occur

Frp A limiting Froude number for cover progression

F
!
w

Water drag on ice, N/m2

f Fraction of the width covered by border ice cover

G
! Gravitational force along the water surface slope,

N/m2

g Gravity, m/s2

H Water level, m
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HT¼HR + η Total water depth from channel bottom to the

water surface, m

H0 ¼HR+ η0 Water depth beneath the ice layer, m

HR Water depth below the reference level, m

Ht Water depth underneath an equivalent ice–water

interface, m

he ¼ hi þ h f 1� e f

� �
Equivalent thickness of surface ice floes, m

hf Thickness of the frazil accumulation on the

underside of surface ice floes, m

hi Thickness of the solid portion of surface ice

floes, m

hi,p Thickness of the porous portion of the ice

cover, m

hiws Heat exchange coefficient between anchor ice

and the substrate flow, W/m2 
C
hs Snow cover thickness on top of the ice cover, m

hsa Heat transfer coefficient at the snow–air

interface, W/m2 
C
hsb Substrate flow depth at the bottom of the anchor

ice, m

hwi Heat transfer coefficient between water and ice

cover, W/m2 
C
Iso Solar constant, 1367 W/m2

Kw Thermal conductivity of water, W m�1 
C�1

ki Thermal conductivity of ice cover, W m�1 
C�1

kic Ice cover roughness height, m

kn Decay constant of the ice cover roughness

coefficient, day�1

ks Thermal conductivity of snow cover,

W m�1 
C�1

Li Latent heat of fusion of ice, 3:3484� 105 Jkg�1

Mi ¼ ρiCati Surface ice mass per unit area, kg/m2

m Optical air mass

mo Optical air mass at sea level

Nf Number of frazil particles per unit volume, 1/m3

Nu ¼ hwiDH=Kw Nusselt number

nb, ni, and nc Bed, ice cover, and composite Manning’s

coefficients, respectively, s ft�1/3

nio Single layer surface ice roughness, s ft�1/3

no, ne Initial and end values of the ice cover roughness

coefficient, s ft�1/3

P Internal pressure of pack ice, Pa

Pr ¼ CpμKw Prandtl number

pa Atmospheric pressure, mb
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pb and pi Wetted perimeters formed by the channel bed

and the ice cover, respectively, m

po Atmospheric pressure at sea level, mb

Q Water discharge, m3/s

Qi
d, Qi

s
Volumetric rates of suspended and surface ice

discharge, respectively, m3/s

Qu Volumetric rate of ice entertainment under the

cover at the leading edge, m3/s

qf Heat transfer between water and a frazil particle

per unit frazil surface area, J/cm2 s

qb Volumetric rate of bed sediment transport per

unit width, m3/s

qc Volumetric rate of undercover ice transport per

unit width, m3/s

q
*

l, and q
*

u
Unit-width water discharge beneath the ice layer,

and in the ice layer, respectively, m2/s

qs Seepage flow in the surface ice layer, m3/s

q
*

ice
Unit-width surface ice discharge, m3/s

R Hydraulic radius, m

Ra Rate of change of surface ice concentration due

to mechanical redistribution of the ice mass, 1/s

Ran Contribution to the surface ice run from anchor

ice release, m3/s

Rb Rate of lateral growth of border ice, m/h

Rc Radius of curvature of the centreline of the ice

sheet, m

Ri Hydraulic radius associated with the ice cover, m

ReH ¼ ρUDH=μ Reynolds number

Rt Albedo of river surface

R
! Internal ice resistance due to floe-to-floe

interactions, N/m2

RH Relative humidity in percentage, %

rs Reflectivity of long wave radiation from the river

surface

Sf Friction slope of the channel

Sw Water surface slope

S5 Cumulative degree-days above �5 
C, 
C day

s ¼ ρs=ρ The ratio of sediment density and water density

T Temperature in the cover, 
C
Ta Air temperature, 
C
Tcr Supercooled water surface temperature below

which static skim ice will form, 
C
Tak Air temperature at 2 m above the surface, in the

absolute scale, K
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Tm Freezing point of water, 0 
C
Ts River surface temperature, 
C
Tt A sediment transport stage parameter

Tsk River surface temperature in the absolute

scale, K

Tsn Snow surface temperature, 
C
Tw Cross section-averaged water temperature, 
C
Tw,s Water surface temperature, 
C
teq Equilibrium ice jam thickness, defined as the jam

thickness in the uniform reach, m

tf Thickness of frazil jam, m

ti Surface ice layer or ice cover thickness, m

t0i Submerged surface ice layer thickness, m

u* i Shear velocity on the undersurface of the frazil

jam, m/s

va2 Wind velocity at 2 m above the surface, m/s

vb Buoyancy velocity of frazil ice, m/s

v0 Mean volume of frazil crystals, cm3

v
0
z

Vertical component of turbulent fluctuation

velocity, m/s

U Cross-section-averaged flow velocity, m/s

Us Width-averaged surface ice velocity, m/s

Va Wind velocity, m/s

Vcb Maximum velocity at which a surface ice floe can

adhere to the border ice edge, m/s

Vcp Rate of progression of leading edge, m/s

V̂ Visibility, km

8 Volume of anchor ice per unit bed area, m

V
*

i
Surface ice velocity, m/s

V
*

w
Water current velocity underneath the ice

cover, m/s

Wb Submerged weight of bed materials per unit area,

N/m2

Wi Width of ice sheet detached from banks, i.e. the

distance between hinge cracks, m

x, y, and t Space and time variables, m and s

α Probability of deposition of frazil particles

reaching the surface layer

αb Fraction of the water depth affected by the bed

friction

αi Fraction of the water depth affected by the ice

friction

αz Solar latitude, angular elevation of the sun above

the true horizon, degrees
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β Coefficient quantifying the rate of re-entrainment

of surface ice per unit area, 1/s

γ Coefficient quantifying the rate of accretion to

the bed per unit area, m/s

γe ¼ 0:5ρig 1� ρi
ρ

� �
1� e j

� � N/m3

ΔB Growth of border ice width for a given time

step, m

Δd Dune height, m

Δi The ratio ρ� ρið Þ=ρ
Δϕ* Surface heat exchange during a time step, Jm�2

δ Solar declination, in radians

εa Emissivity of atmosphere

εs Emissivity of river surface

ξi Bulk extinction coefficient, 1/cm

η Water surface elevation, m

η0 Elevation of the bottom of surface ice, meη ¼ Θ
Θc

Ratio of θ to the critical value of θ for incipient

motion

Θ ¼ τb
ΔρgD Dimensionless flow strength for sediment

transport

Θc Critical value of Θ for incipient motion

Θi Dimensionless flow strength for cover load

transport

Θci Critical flow strength for undercover ice transport

θa Angle between the wind direction and the x-axis,

degree

λs Seepage coefficient in the pack ice, m/s

μ Dynamic viscosity of water, N s/m2

μi Ice-over-ice friction coefficient

ν̂ Nonlinear shear viscosity of the surface ice run

п A stress parameter for ice cover during breakup

period, kPa

ρ, ρa, ρi, and ρs Density of water, air, ice, and sediment,

respectively, kg/m3

σ Stefan–Boltzmann constant,

5.67� 10�8 W m�2 K�4

σf Flexural strength of the ice cover, kPa

σij Internal ice stress in the surface ice layer, N/m2

τa Wind drag on the water or ice surface along the

channel, N/m2

τai Wind drag on ice, N/m2

τaw Wind drag on water, N/m2

τb, τi Shear stresses at the channel bottom and the ice–

water interface, respectively, N/m2
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τs Shear stresses at the ice–water interface, N/m2

τ a�wð Þ Wind shear stress on water surface, N/m2

τ i�wð Þ Shear stress at the ice–water interface, N/m2

τc Cohesion in the shear stress of floating surface

ice accumulation, N/m2

τg Weight component of the ice cover along the

surface slope, N/m

τw Water drag, N/m2eτ i Driving stress on the ice cover during breakup

period, N/m2

Φi Dimensionless under-cover ice transport capacity

Φb ¼ qbffiffiffiffiffiffiffiffi
ΔgD3

p Dimensionless bed load intensity

φ Internal friction angle of surface ice, degree

ϕb Bed heat flux per unit area, W/m2

ϕba Atmospheric long-wave radiation reaching the

river surface, kJ/m2 h

ϕbr Reflected long wave radiation from the river

surface, kJ/m2 h

ϕbs Long wave radiation emitted by the water

surface, kJ/m2 h

ϕB Effective back radiation or terrestrial radiation,

kJ/m2 h

ϕcl Incoming short wave radiation under clear skies,

kJ/m2 h

ϕE Evaporation heat transfer, kJ/m2 h

ϕH Sensible heat transfer, kJ/m2 h

ϕia Heat loss at the air-ice interface, kJ/m2 h

ϕP Heat transfer due to precipitation on the water

surface, kJ/m2 h

ϕps,ϕpz Solar radiation on the ice cover surface, and at a

depth below the ice surface, kJ/m2 h

ϕri Incoming solar radiation, kJ/m2 h

ϕrr Solar radiation reflected back to the atmosphere,

kJ/m2 h

ϕR Net solar radiation, kJ/m2 h

ϕsi Net rate of heat loss from top and bottom of

surface ice floes, kJ/m2 h

ϕsk Rate of heat loss through top and bottom of the

suspended ice layer, kJ/m2 h

ϕso Total extraterrestrial solar radiation incident on a

horizontal surface, kJ/m2 h

ϕss Rate of heat gain through top and bottom of the

suspended layer, kJ/m2 h
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ϕv Rate of internal heating of the cover due to

absorption of penetrated short wave radiation,

kJ/m2 h

ϕwi Heat flux between river water and ice cover,

kJ/m2 h

ϕ* Total surface heat flux between air and water,

ϕwa, or between ice and air, ϕia, kJ/m
2 h

ϕ�
s Rate of heat loss at the snow surface, kJ/m2 h

ψ Latitude in degrees, north positive, south

negative

ω Hour angle, degrees

1 Introduction

Ice formation can affect the design, operation, and maintenance of hydraulic

engineering facilities in cold regions. Major engineering concerns related to river

ice are ice jam flooding, hydropower operation, inland navigation, water transfer,

and ice effects on environmental, ecological, and morphological conditions. In

regions with severe winter conditions, the river regime experiences dramatic

changes compared to open water conditions. This section gives an overview of

river processes.

River ice phenomena include formation, evolution, transport, accumulation,

dissipation, and deterioration of various forms of ice. These phenomena involve

complex interactions between hydrodynamic, mechanical, and thermal processes,

as well as the ambient hydro-meteorological conditions and channel morphology.

Figure 9.1 illustrates various river ice processes that can occur during a winter.

In the beginning of winter, when the water temperature drops to the freezing

point, further heat loss will lead to supercooling and frazil ice formation [2, 3]. Sub-

sequently, various types of ice formation can develop in the river. In slow flowing

areas, where the turbulence intensity is not strong enough to mix the water or frazil

ice crystals formed on the water surface over the depth, skim ice can form in the

river even before the cross-section-averaged water temperature drops to the freez-

ing point. Stationary skim ice attached to the river bank is the first appearance of

surface ice in the form of static border ice formed on the supercooled water surface.

In areas with higher turbulence intensity, the supercooling condition and frazil ice

extend over the depth of the flow. Frazil particles grow in size and quantity and

develop into flocs. The increase in buoyancy of the frazil flocs may overcome the

vertical mixing to form the surface ice run. Matousek [4] provided a useful

empirical method for determining the occurrence of various types of ice formation.

Frazil ice is the origin of almost all other forms of river ice during the freeze up

period. In supercooled water, frazil is active and can attach to any object. The

initiation of frazil in a river is mainly due to the mass exchange of cold seed crystals

across the free surface [5]. When mixed in the supercooled turbulent water, frazil
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crystals can grow in size, multiply in number, and agglomerate into flocs [3, 6, 7].

Frazil crystals entrained to the channel bottom under supercooled conditions can

attach to the bed and underwater objects to form anchor ice. The presence of anchor

ice can cause changes in flow resistance, water level, and discharge [8]. The

formation of anchor ice also has important biological implications for biota sensi-

tive to freezing or the oxygen supply in the inter-gravel flow [9]. The knowledge on

the development of anchor ice in river channels is limited. A few analytical and

experimental investigations on this subject have been made [8, 10–12].

Ice flocs that rise to the water surface can form ice pans, which will grow in size

and strength due to freezing of interstitial water, thermal thickening, and further

accumulation of frazil ice from the suspension. Ice pans may sinter into large floes

while travelling along the river. Partial coverage of the water surface by ice pans

and floes will result in a reduction of the ice production rate due to the insulating

effect of the surface ice [13, 14].

Fig. 9.1 River ice processes [1]
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In addition to the border ice formed from skim ice, border ice can form due to the

accumulation of surface ice along river banks or the edges of existing border ice.

This type of lateral accumulation is limited by the stability of surface ice floes in

contact with the existing edge of the border ice. An empirical relationship devel-

oped by Michel et al. [15] describes this border ice growth phenomenon. Limited

field observations indicated this mode of border ice growth might cease when the

local depth-averaged velocity exceeds a critical value of about 0.4 m/s [16, 17].

Jamming or bridging of the surface ice run by congestion initiates the accumu-

lation of incoming surface ice into an ice cover or ice jam. The ice cover or ice jam

thickness profile can be approximated by the static balance between the external

and internal forces of the floating ice pack [18–24]. Since this type of static ice jam

theory ignores the dynamics of ice motion, they cannot determine when and where

an ice jam initiates. Numerical models for the dynamic transport of surface ice and

ice jam evolution have been developed [25, 26]. Ice jams initiate at locations where

ice concentration is high and convergence of ice mass occurs [27, 28].

The rate of progression of the leading edge of the cover depends on the rate of

surface ice supply and the thickness of the cover. The flow condition at the leading

edge of the ice cover governs the stability of the ice floes arriving from upstream

and the limiting condition for cover progression [18]. When the flow velocity is

relatively low, incoming ice floes will form a relatively smooth cover of one floe

thickness through juxtaposition. When the surface ice consists mainly of frazil slush

and loose frazil pans, the juxtaposition mode of cover formation may not be

identifiable due to the compression of surface ice elements. At higher velocities,

surface ice elements can underturn or submerge at the leading edge to form a

thicker ice cover [18, 29]. This mode of ice cover progression is often termed

hydraulic thickening or narrow river jam. The progression of the cover will cease

when the velocity at the leading edge exceeds a critical condition. At this velocity

the incoming surface ice that is swept under at the leading edge, and will be carried

downstream contribute to undercover accumulation. This critical condition for the

entrainment of surface ice can be represented by a critical Froude number for cover

progression, Frp, at the leading edge. In natural rivers the maximum value of the

Froude number at the cross section controls the progression limit rather than the

cross-section-averaged value. Field observations indicated that this value is about

0.09 [30, 31].

The cover formed by surface accumulation under any hydraulic condition has to

be thick enough so that it is capable of withstanding the forces acting on it. These

forces include current drag, wind drag, and the weight component of the cover

along the water surface. The cover will collapse when the applied forces exceed the

resistance provided by the cover strength and the bank shear. Mechanical thicken-

ing will occur until the cover reaches a thickness that is capable of withstanding the

external forces. This process is often called secondary consolidation or shoving.

Thick accumulations or jams formed after shoving are often called wide river jams.

The formation of a thin crust near the top of the newly formed cover due to freezing

can significantly increase the strength of the cover [32].
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When the upstream progression of an ice cover stops at a cross section with high

flow velocity, the rapid reach upstream of the cover will remain open during the

winter. This open water reach will continue to produce frazil ice to be transported

into the ice-covered reach. Since the open water reach has relatively high velocity,

the ice entering the covered reach will be in the form of frazil granules. These frazil

granules can transport and deposit on the underside of the cover. A localized

undercover accumulation is often called a hanging dam or frazil jam. Frazil jams

will lead to a rise in both the water level and the ice cover. It can also increase the

potential of a breakup jam due to the excessive volume of ice in the channel. The

location and thickness of a frazil jam were commonly determined by a critical

velocity criterion or its equivalent in the past [33–35]. Shen and Wang [36]

developed the theory of ice transport capacity. According to this theory, the ice

discharge in the river adjusts itself towards the ice transport capacity through

erosion and deposition, similar to the process of bed sediment transport. White

and Acone [37] and Mao et al. [38] further confirmed this concept with field studies.

As heat exchange continues over a consolidated ice cover, water-filled voids in

the cover will freeze from the free surface downward. This thermal growth will

continue beyond the initial cover into the underlying river water. At the beginning

of spring, or during a warm spell in the winter, melting of the ice cover will occur

with the rise in air temperature. The slight increase in water temperature due to the

warm spring runoff can significantly accelerate the thermal erosion of the underside

of the cover through the turbulent heat transfer between the river water and the ice

cover [39]. The thermal growth and decay of ice covers are relatively well under-

stood and can be analyzed by heat conduction and heat transfer formulations

[40, 41]. The existence of snow cover and frazil accumulation on the underside of

the cover can affect the growth and decay of the cover [42]. Ice covers with layers

of snow ice, snow slush, and black ice may form when repeated heavy snowfalls

occur between cold weather spells [43]. During the melting stage the turbulent heat

transfer between the river water and the cover can increase due to the formation of

ripples on the underside of the cover [44]. Incoming solar radiation starts the decay

and melting of the ice cover even before the air temperature rises above freezing.

The solar radiation can cause internal melting and the loss of structural integrity of

the cover [45, 46].

If the river discharge remains relatively steady, the ice cover will remain stable

until the eventual melt out. This type of ice clearance in channels is often called

thermal breakup or matured breakup. A more common type of breakup is the

pre-matured breakup or mechanical breakup [47, 48]. This type of breakup is the

breakup of the cover by hydraulic and mechanical forces associated with rapid

changes in river discharge and water level. A mechanical breakup often leads to

severe ice runs and ice jams. The pertinent parameters governing mechanical

breakup are the increase in stage above the stable ice cover formed during the

winter, ice thickness, and degree-days of thaw which provides a measure of ice

cover strength [40]. Rainfall is an important factor that causes discharge to increase

[27, 49].
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2 River Hydraulics

River ice processes are closely related to flow conditions. Formulations for the

hydraulics of flow in rivers with ice have been developed.

2.1 Flow with a Floating Ice Cover

Except for very small streams, river ice covers are floating on the water surface. For

a river with floating solid ice covers, the Saint-Venant equations can be modified for

the ice cover effects [50]:

∂Q
∂x

þ ∂A
∂t

¼ 0 ð9:1Þ

and,

ρ
∂Q
∂t

þ ρ
2Q

A

∂Q
∂x

� Q2

A2

∂A
∂x

� �
þ ρgA

∂H
∂x

þ pbτb þ piτi þ Boτa ¼ 0 ð9:2Þ

in which, Q¼water discharge; A¼ flow cross sectional area under the cover; x and
t are distance and time, respectively; ρ¼ density of water; H¼water surface

elevation; Bo¼ top width; g¼ gravity; pb and pi¼wetted perimeters formed by

the channel bed and the ice cover, respectively; τb and τi¼ shear stresses at the

channel bottom and the ice–water interface, respectively; and τa¼wind drag on the

water surface along the channel.

The wind drag can be calculated by

τa ¼ τaiCa þ τaw 1� Cað Þ ð9:3Þ

in which, Ca¼ surface ice concentration; τai¼wind drag on ice; τaw¼wind drag on

water. Equation (9.3) assumes the shear stress between the moving ice and water is

the same as the wind drag on the top surface of the ice floe. The wind drag on water

can be calculated by

τ
!
aw ¼ Cwρa U

*

s � V
*

a

��� ��� U
*

s � V
*

a

� �
ð9:4Þ

in which, Cw¼wind drag coefficient; Us¼ river surface velocity; m/s, approxi-

mated by the mean velocity considering the effect of inter-particle resistance of

surface ice; Va¼wind velocity at 10 m above the water surface; m/s; ρa¼ density

of air. Hicks [51] found that Cw¼ 1.0� 10�3 for wind speed up to 5.0 m/s and

increases linearly to a value of 1.5� 10�3 for wind speed of 15 m/s. The wind drag
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on the ice surface can be calculated by the same formula except that the value of the

drag coefficient is approximately 1.55� 10�3 [52].

The resistance terms in the momentum equation are generally expressed in terms

of the friction slope. The friction slope due to the bed and ice cover can be obtained

as

S f ¼ pbτb þ piτi
ρgA

ð9:5Þ

The friction slope can be expressed in terms of Manning’s coefficients of bed, nb,
and cover, ni [53]. For fully covered reaches, the composite Manning’s coefficient,

nc, can be calculated with the Belokon–Sabaneev formula:

nc ¼
n3=2

b
þ n3=2

i

2

 !2=3

ð9:6Þ

It is important to note that the cover roughness varies with time over the winter. The

time-dependent variations of the cover roughness can be expressed as [54]:

ni ¼ ne þ no � neð Þ � e�knt ð9:7Þ

in which, no, ne, kn¼ initial and end values of the cover roughness, and a decay

constant, respectively. Either the roughness height of the ice cover, or Chezy’s C,

may be used instead of the Manning’s coefficient to represent the flow resistance.

2.2 Flow with Surface Ice Run and Ice Jam

The modified Saint-Venant equations have been further improved for surface ice

runs or ice jams when the ice velocity is different from the current velocity

[25, 26]. By considering the flow in a river with an upper surface ice layer and a

lower water layer, the two-dimensional depth-averaged total water and ice mass

conservation equation for the case with a moving surface ice layer can be written

as:

∂ ρH
0 þ ρt

0
i 1� Cað Þ þ ρitiCa


 �
∂t

þ∇ � ρq
!
l þ ρq

!
u þ ρi q

!
ice

� �
¼ 0 ð9:8Þ

in which, H0 ¼HR+ η0 ¼water depth beneath the ice layer; HR¼water depth

below the reference level; η0 ¼ elevation of the bottom of ice; ti¼ ice layer

thickness; t0i¼ submerged ice layer thickness; ρ, ρi¼water and ice density;

Ca¼ surface ice concentration; q
*

l ¼ unit-width water discharge beneath the ice
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layer; q
*

u ¼ unit-width water discharge in the ice layer; and q
*

ice ¼ V
*

iCati ¼ unit-

width ice discharge. Since the ice mass conservation gives
∂ ρi tiCa½ �

∂t 	 �∇ � ρi q
!

ice

� �
,

the above equation reduces to:

∂HT

∂t
þ∇ � q

!
l þ q

!
u

� �
¼ ∂

∂t
Cat

0
i

� �
ð9:9Þ

Therefore, the continuity equation for the total water discharge can be written as:

∂η
∂t

þ ∂ qtxð Þ
∂x

þ ∂ qty
� �
∂y

¼ ∂
∂t

Cat
0
i

� �
ð9:10Þ

in which, HT¼HR+ η¼ total water depth from channel bottom to the water surface;

η¼water surface elevation; qtx ¼ qlx þ qux and qty ¼ qly þ quy are components of

total unit width water discharge; qlx, qly¼ components of the unit width water

discharge beneath the ice layer; qux ¼ qix þ qsx, quy ¼ qiy þ qsy are the water

discharge in the upper layer; qix ¼ ui η� η
0� �

1� Cað Þ and qiy ¼ vi η� η
0� �

1� Cað Þ are components of water discharge carried by ice; ui, vi¼ ice velocity

components; and qsx, qsy¼ components of unit width water discharge in the ice

layer relative to the moving ice, or the seepage discharge in stationary ice

accumulations.

The momentum equation for hydrodynamics is

∂qtx
∂t

þ ∂
∂x

q2tx
Ht

� �
þ ∂
∂y

qtxqty
Ht

� �
¼ 1

ρ
τsx � τbxð Þ þ 1

ρ

∂Txx

∂x
þ ∂Tyx

∂y

� �
� gHt

∂η
∂x

ð9:11Þ

∂qty
∂t

þ ∂
∂x

qtxqty
Ht

� �
þ ∂
∂y

q2ty
Ht

 !
¼ 1

ρ
τsy � τby
� �þ 1

ρ

∂Txy

∂x
þ ∂Tyy

∂y

� �

� gHt
∂η
∂y

ð9:12Þ

in which, Txy ¼ εxy
∂qtx
∂y þ ∂qty

∂x

� �
; εxy are generalized eddy viscosity coefficients; τs

and τb are shear stresses at the ice–water interface and the river bed; and Ht is the

water depth underneath an equivalent ice–water interface calculated from:

Ht

H
0 ¼ qt

ql

� �3
5

ð9:13Þ
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The seepage flow is estimated byqs ¼ λs
Hs

1�Ca
S

1
2;Hs ¼ η� η0ð Þ 1� Cað Þ¼ net water

depth in the ice layer; λs is a seepage coefficient. Based on field calibrations,

Beltaos [55, 56] suggested that λs ranges between 1.0 and 2.5 m/s, with an average

value of 1.6 m/s. The seepage coefficient increases with the ice particle and void

size in the jam. Hence, breakup jams will have a higher seepage coefficient than

freeze up jams.

The bed shear stresses can be expressed as:

τbx ¼ c f ρ
qx q2x þ q2y

� �1=2

H02 ð9:14Þ

τby ¼ c f ρ
qy q2x þ q2y

� �1=2

H02 ð9:15Þ

in which, the friction coefficient, cf, can be expressed in terms of the Manning’s

coefficients of the bed, nb, as:

c f ¼ n2b

αbH
0ð Þ1=3

g ð9:16Þ

in which, αb is the fraction of the water depth affected by the bed friction. The shear
stress components at the ice–water interface due to the ice and water velocity

difference can be written as:

τ i�wð Þ
x ¼ ρciw V

*

i � V
*

w

��� ui � Vwxð Þ
��� ð9:17Þ

τ i�wð Þ
y ¼ ρciw V

*

i � V
*

w

��� vi � Vwy

� ���� ð9:18Þ

in which, V
*

w ¼water current velocity underneath the ice cover; V
*

i ¼ ui i
* þ vi j

*

¼ ice velocity; and ciw¼ coefficient of water drag on ice, which varies with ice

concentration and ice floe geometry. It can be related to Manning’s coefficient of

ice layer, ni, as:

ciw ¼ n2i g

αiH
0ð Þ1=3

ð9:19Þ

where, αi is the fraction of the water depth affected by the ice friction. For a surface
ice layer or ice jam of multiple floe thicknesses, the Manning’s coefficient ni

appears to vary linearly with the thickness, i.e. ni ¼ nio
ti
he

� �
, where nio is the single

layer ice roughness [26, 57, 58]. The coefficient αi can be obtained by dividing the

flow depth H0 into a portion affected by the ice cover resistance, Yi, and a portion
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affected by the bed shear stress, Yb, separated by the zero shear stress plane. For a

steady uniform flow

τb ¼ ρgYbS ð9:20Þ

and

Caτ
i�wð Þ ¼ ρgYiS ð9:21Þ

in which, S is the water surface slope. For a uni-directional flow, the ratio between

Yi and Yb can be expressed as:

Yi

Yb
¼ n2i

n2b

Ca Vw � Vij j Vw � Við Þ
Vwj jVw

� 
3=4

ð9:22Þ

Hence, the fraction of water depth governed by the bed resistance αb is

αb ¼ Yb

Yi þ Yb
¼ 1

1þ n2
i

n2
b

��Vw�Vi

�� Vw�Við Þ��Vw

��Vw

� 
3=4 ð9:23Þ

andαi ¼ 1� αb. For two-dimensional flows the ice velocity and water velocity may

not be in the same direction. The above equations can be extended to:

Yi

Yb
¼ n2i

n2b

Ca V
!
w � V

!
i

��� ��� Vwx � uið Þ

V
!

w

��� ���Vwx

264
375

3=4

ð9:24Þ

in the x-direction, and

Yi

Yb
¼ n2i

n2b

Ca V
!
w � V

!
i

��� ��� Vwy � vi
� �

V
!
w

��� ���Vwy

264
375

3=4

ð9:25Þ

in the y-direction.

On the open water surface, the surface shear stress due to the wind effect can be

expressed as:

τ a�wð Þ
x ¼ ρaCwV

2
a cos θa ð9:26Þ

τ a�wð Þ
y ¼ ρaCwV

2
a sin θa ð9:27Þ
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in which, Cw¼wind drag coefficient [59]; Va¼wind velocity at 10 m above the

water surface; ρa¼ density of air; θa¼ angle between the wind direction and the

x-axis.

For a partially ice-covered water surface, the surface shear stress is assumed to

be a linear combination of τ a�wð Þ and τ i�wð Þ:

τ
*

s ¼ 1� Cað Þτ* a�wð Þ þ Ca τ
* i�wð Þ ð9:28Þ

When the surface ice is grounded, whether it is moving or stationary, the condition

η� η
0 ¼ ρi

ρti is no longer valid, and the water discharge in the lower layer is zero.

The water mass conservation equation reduces to:

∂
∂t

1� Cað ÞΔη½ � ¼ �∇ � q!u ð9:29Þ

in which, Δη ¼ ηþ HR ¼ H. Hence

∂H 1� Cað Þ
∂t

þ ∂qtx
∂x

þ ∂qty
∂y

¼ 0 ð9:30Þ

and qlx, qly ¼ 0.

Similarly, the momentum equations become:

∂qtx
∂t

þ ∂
∂x

q2tx
Hs

� �
þ ∂
∂y

qtxqty
Hs

� �
¼ 1

ρ
τixð Þ þ 1

ρ

∂Txx

∂x
þ ∂Tyx

∂y

� �
� gHs

∂η
∂x

ð9:31Þ

∂qty
∂t

þ ∂
∂x

qtxqty
Hs

� �
þ ∂
∂y

q2ty
Hs

 !
¼ 1

ρ
τiy
� �þ 1

ρ

∂Txy

∂x
þ ∂Tyy

∂y

� �
� gHs

∂η
∂y

ð9:32Þ

The drag of the seepage flow on ice can be expressed as:

τix ¼ �ρgHs
qsqsx
K2

s

ð9:33Þ

τiy ¼ �ρgHs

qsqsy

K2
s

ð9:34Þ

in which, Ks ¼ λsHs= 1� Nð Þ.
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3 Energy Budget

The thermal regime of a river affects the river ice evolution from freeze-up to

breakup. It is necessary to understand the energy fluxes across interfaces between

the atmosphere, ice cover, and water.

3.1 Surface Heat Exchange

A dominating part of the heat exchange occurs at the top surface of the river. The

surface heat exchange at the air–water or air–ice interface includes short and long

wave radiation, evapo-condensation; sensible heat exchange, and precipitation

[40, 60]. The total surface heat loss rate, ϕ*, may be written as

ϕ* ¼ �ϕR þ ϕB þ ϕE þ ϕH þ ϕP ð9:35Þ

in which, ϕ*¼ total surface heat flux between air and water, ϕwa, or between ice

and air, ϕia; ϕR¼ net short wave radiation, which is the difference between the

incoming solar radiation, ϕri, and the solar radiation reflected back to the atmo-

sphere, ϕrr; ϕB¼ effective back radiation or terrestrial radiation, which is the net

balance of the atmospheric long-wave radiation reaching the river surface, ϕba, the

fraction of the atmospheric radiation reflected back by the river surface, ϕbr, and the

long wave radiation emitted by the water surface, ϕbs; ϕE¼ evaporation heat

transfer; ϕH¼ conductive or sensible, heat transfer; and ϕP¼ heat transfer due to

precipitation. Determination of the surface heat exchange components requires

meteorological data that may not be readily available. Some of these components,

especially the long wave radiation, ϕB, are nonlinear functions of air and water

temperatures. The absence of complete meteorological data would necessitate the

use of simplified formulation. Linearized surface heat exchange formulas have been

commonly used in river ice modeling, especially when applied to long-term

simulations.

3.1.1 Solar Radiation

The incoming short wave radiation under clear skies, ϕcl, can be calculated as the

following [61]:

ϕcl ¼ 0:99� 0:17mð Þϕso ð9:36Þ

ϕso ¼
12

π
IsoE0 ω1 � ω2ð Þ sin δ cosψ þ sinω1 � sinω2ð Þ cos δ cosψ½ � ð9:37Þ

9 River Ice 501



m ¼ m0

pa
p0
, m0 ¼ sin αz þ 0:15 αz þ 3:885ð Þ�1:253

h i�1

ð9:38Þ
pa
po

¼ exp �0:0001184zð Þ ð9:39Þ

δ ¼ 23:45π

180
sin

360

365
da þ 284ð Þ

� 

ð9:40Þ

Eo ¼ 1þ 0:033 cos
2πda
365

� �
ð9:41Þ

where, ϕso¼ total extraterrestrial solar radiation per unit area incident on a hori-

zontal surface, J/m2; Iso¼ solar constant, 1380 W/m2 for the winter season;

ω¼ hour angle, which is zero at noon and changes 15
 per hour, morning positive

and afternoon negative; δ¼ solar declination, in radians; ψ ¼ latitude in degrees,

north positive, south negative; da¼ day number of the year counting from 1 on

January 1, February is always assumed to have 28 days; m¼ optical air mass;

po¼ pressure at sea level; mo¼ optical air mass at sea level; solar latitude αz ¼ 90

�θz ; cos θz ¼ sin δ sinψ þ cos δ cosψ cosω ; and Eo¼ eccentricity correction

factor of the earth’s orbit.

Under cloudy skies, the solar radiation reaching the earth surface will be

reduced. This effect can be estimated by

ϕri ¼ ϕcl 1� 0:0065C2
� � ð9:42Þ

in which, C¼ cloud cover in tenths, with C¼ 0 for clear skies and C¼ 10 for

overcast skies. If the cloud cover data is not available, an estimated value might be

used. Letting ϕrr ¼ Rtϕri, the net solar radiation ϕR is

ϕR ¼ 1� Rtð Þϕri ð9:43Þ

in which, Rt¼ the albedo or reflectivity. For ice surfaces, the albedo depends on the

ice type. Bolsenga [62] reported values for various ice conditions on the Great

Lakes.

Besides the surface reflection, the solar radiation is absorbed along the depth of

ice cover. For ice and snow, the Lambert–Bouguer law gives

ϕ pz ¼ ϕpse
�ξiz ð9:44Þ

in which, ϕpz,ϕps¼ solar radiation at depth z and solar radiation at the surface; and

ξi¼ bulk extinction coefficient. The value of ξi varies considerably depending on

the snow or ice property [63].
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3.1.2 Effective Back Radiation

The effective back radiation can be expressed as

ϕB ¼ ϕbs � ϕba þ ϕbr ð9:45Þ

Among all the heat exchange components, the long wave radiation from the river

surface has the largest magnitude. The Stefan–Boltzmann law gives

ϕbs ¼ εsσT
4
sk ð9:46Þ

in which, εs¼ emissivity of river surface, usually taken as 0.97; σ¼ Stefan–

Boltzmann constant, 5.67� 10�8 W m�2 K�4; and Tsk¼ surface temperature in

the absolute scale, K.

The magnitude of the atmospheric radiation is generally larger than the net solar

radiation reaching the ground, and is usually the second largest component among

the various heat exchange processes. Under cloudy skies, the atmospheric radiation

can be calculated by

ϕba ¼ εaσ 1þ kC2
� �

T4
ak ð9:47Þ

and the reflected long wave radiation is

ϕbr ¼ rsϕba ð9:48Þ

in which, εa¼ emissivity of atmosphere; k¼ an empirical constant which depends

on the cloud condition, typically about 0.0017; Tak¼ air temperature at 2 m above

the surface, in the absolute scale, K; and rs ¼ 1� εsð Þ, reflectivity of the river

surface. The emissivity of atmosphere can be estimated by [64]:

εa ¼ 1:08 1� exp �e
Tak=

106

a

� �h i
ð9:49Þ

where the vapor pressure, in mb, ea ¼ RH
100

es, RH¼ relative humidity in percentage,

and es¼ saturated vapor pressure.

In summary, the effective back radiation is

ϕB ¼ 0:97σ T4
sk � εa 1þ kC2

� �
T4
ak


 � ð9:50Þ

3.1.3 Turbulent Heat and Mass Transfer

Both the latent heat transfer and the sensible heat transfer are driven by the

turbulent mixing over the river surface. The heat transfer associated with evapora-

tion or condensation when the vapor pressure in the air is greater than that at the

surface is given by the Rimsha–Donchenko [65] formula as
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ϕE ¼ 4:1855

8:64
1:56Kn þ 6:08va2ð Þ eso � eað Þ ð9:51Þ

in which, Kn ¼ 8:0þ 0:35 Ts � Tað Þ; Ta, Ts ¼ air and river (water or ice) surface

temperature in 
C; eso¼ saturated vapor pressure corresponding to the surface

temperature, mb; ea¼ vapor pressure corresponding to air temperature at z¼ 2 m

above the surface, mb; and va2¼wind velocity at 2 m above the surface.

The sensible heat transfer ϕH is proportional to the difference between the

surface temperature and the air temperature, and is related to ϕE by the Bowen

ratio. Based on the Rimsha–Donchenko formula above, ϕH is

ϕH ¼ 4:1855

8:64
kn þ 3:9va2ð Þ Tsk � Takð Þ ð9:52Þ

3.1.4 Heat Exchanges Due to Precipitation

The heat loss due to snow falling on the water surface can be estimated by

ϕP ¼ As Li þ Ci Tw � Tað Þ½ � ð9:53Þ

The rate of snowfall may be estimated by visibility as

As ¼ 78:5

86400
V̂

�2:375 ð9:54Þ

in which, As¼mass rate of snowfall over a unit area of water surface, kg m�2 s�1;

Li¼ latent heat of fusion of ice, 3:3484� 105 J kg�1; Ci¼ 4:1855� 103 Jkg�1 
C,
specific heat of ice; V̂ ¼ visibility in km. When the precipitation is in the form of

rainfall, the rate of heat loss, i.e. negative heat gain, can be calculated as

ϕP ¼ A pC p Tw � Tað Þ, with Ap¼ rainfall rate, and Cp¼4:215� 103 Jkg�1 
C, spe-
cific heat of water. The rainfall effect is generally small because the only contri-

bution is the due to the specific heat effect associated with the difference in

temperature between the water and the rain.

3.1.5 Linear Approximations

The required meteorological data for calculating surface heat exchange components

may not be readily available at a project site. Therefore the use of simplified

linearized formulas has been popular in river ice engineering. However, the heat

exchange coefficients in linear models need to be calibrated. Since the diurnal

variation of solar radiation and air temperature could be important to some of the

ice processes such as frazil and anchor ice evolution, the linearized expression may

include a component proportional to the difference between the river surface
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temperature Ts and the air temperature Ta, and a temperature independent short

wave radiation component [66]:

ϕ* ¼ ϕR þ α
0 þ β

0
Ts � Tað Þ ð9:55Þ

in which, α0, β0 are empirical constants; ϕR¼ net short wave radiation. If the diurnal

variations are not of significant interest, the linear equation can be further simplified

to ϕ* ¼ α* Ts � Tað Þ.

3.2 Heat Transfer at Ice–Water Interface

The heat transfer from river water to ice at the ice–water interface depends on the

water temperature and flow condition, which may be expressed as

ϕwi ¼ hwi Tw � Tmð Þ ð9:56Þ

where, ϕwi¼ heat flux between river water and ice; hwi¼ a heat transfer coefficient;

Tm¼ freezing point of water, 0 
C. The heat transfer coefficient can be determined

by formulas for turbulent heat transfer in channels. For fully developed turbulent

flow, the Dittus–Boelter formula [67] gives

Nu ¼ 0:023ReH
0:8Prnh ð9:57Þ

where, Nu ¼ hwiDH=Kw ¼Nusselt number; Kw¼ thermal conductivity of water,

0.566 W m�1 
C�1; DH¼ hydraulic diameter; ReH ¼ ρUDH=μ¼Reynolds number;

Pr ¼ CpμKw ¼ Prandtl number, 13.25; μ¼ dynamic viscosity of water;

Cp¼ specific heat of water, 4215 J
C�1 kg�1; and nh¼ 0.3 or 0.4 depending on

whether water temperature is below or above 0 
C.

4 Water Temperature and Ice Concentration

Variations of water temperature, frazil and surface ice discharges, and anchor ice

evolution are closely related phenomena. They play important roles in the evolution

of river ice. Frazil ice production over the depth of the flow occurs when the water

temperature is supercooled. In open water reaches, frazil ice particles in suspension

will grow both in size and number due to continuous surface heat loss. Under the

influence of the buoyant velocity, some of the frazil particles may rise against

turbulent mixing to the water surface to form the surface ice run. Turbulent mixing

can also carry frazil particles to the channel bottom contributing to anchor ice

growth. In the meantime, the latent heat released due to frazil production tends to

raise the water temperature to 0 
C. This recovery of water temperature is enhanced
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by the insulation effect of the surface ice pieces and the latent heat released due to

the thermal growth of anchor ice. After entering an ice covered reach, the ice

discharge will travel along the underside of the cover as a cover load [36]. The

amount of ice in the cover load also changes with the deposition or erosion of the

frazil accumulation, i.e. frazil jams or ‘hanging dam’, on the underside of the cover.

4.1 Ice Transport

The above discussion showed that river ice process is essentially a thermal-ice

transport process. It is important to have a unified analytical framework that

includes all components of the thermal and ice processes. Lal and Shen [13]

introduced a two-layer formulation for modeling river ice processes. This

one-dimensional formulation, which includes all major thermal and ice transport

processes and can easily be extended into two-dimensional forms, is used here for

the convenience of presentation.

In the two-layer formulation, the ice discharge in the river is considered to

consist of surface ice and suspended ice discharges:

Qi
d ¼ AUCv ð9:58Þ

Qi
s ¼ BoUsCahe ð9:59Þ

in which, Qi
d,Q

i
s ¼ volumetric rates of suspended and surface ice discharge, respec-

tively; A¼ flow cross sectional area; Bo ¼ 1� fð ÞB ¼ open water width;

f¼ fraction of the width covered by border ice cover; Cv¼ ice concentration in

the suspended layer; Ca¼ area concentration of the surface ice;

he ¼ hi þ h f 1� e f

� �¼ equivalent thickness of surface ice floes; hi¼ thickness of

the solid portion of surface ice floes; hf¼ thickness of the frazil accumulation on the

underside of surface ice floes; ef¼ porosity of the frazil ice portion of surface ice

floes; U¼ cross-section-averaged flow velocity; and Us¼ surface ice velocity. The

surface ice transport is affected by ice dynamics, which will affect the ice velocity

and concentration. The concentration Ca is limited by a maximum allowable

surface ice concentration, Ca,max, beyond which the surface ice layer will change

from a single layer of ice floes to multilayer ice floes. This condition develops when

the surface ice run is approaching the jamming condition. The formulation of the

surface ice dynamics will be discussed in Sect. 4.4.

4.2 Water Temperature and Suspended Ice Concentration

Besides the production, melting, and mass exchanges between the two layers, the

rate of change of the suspended ice concentration, Cv, is also affected by the rate of
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frazil accretion on anchor ice. The conservation of thermal energy of the ice–water

mixture in the suspended layer can be expressed in a Lagrangian form as [68]

DeT
Dt

¼ 1

A
ϕss � ϕskð Þ þ ρiLiE ð9:60Þ

in which, the material derivative D
Dt 
 ∂

∂t þ U
! �∇; eT ¼ C pρ 1� Cvð ÞTw � ρiCvLi,

thermal energy of the ice–water mixture per unit volume; Tw¼ cross section-

averaged water temperature; ρ and ρi¼mass density of water and ice, respectively;

Cp and Li¼ specific heat of water and latent heat of fusion, respectively; ϕss¼ rate

of heat gain through top and bottom boundaries; ϕsk¼ rate of heat loss through top

and bottom boundaries; and E¼ net volumetric rate of loss of frazil due to exchange

with the surface layer and the anchor ice layer.

The change in suspended ice concentration can be caused by both thermal

growth and mass exchanges with surface ice and anchor ice, i.e.

DCv

Dt
¼ DCg

v

Dt
� E ð9:61Þ

in which, DCg
v

Dt ¼ rate of increase of suspended ice concentration due to thermal

growth. The formation and evolution of frazil have been studied extensively

[6]. Hammar and Shen [7] formulated a numerical model for the formation and

evolution of frazil ice and the corresponding water temperature change in turbulent

channel flows, and validated with observed water temperature during frazil forma-

tion in a laboratory flume [2]. The frazil formation is initiated by the mass exchange

of seeding crystals at the water surface. Assuming a well-mixed frazil suspension of

uniform disc-shaped particles, the rate of change of frazil concentration in a

one-dimensional formulation reduces to:

DCg
v

Dt
¼ 1

ρiLi
qf a0Nf ¼ � 1

ρiLi

N f
u Kw

de
a0TwNf ð9:62Þ

in which, qf¼ heat transfer between water and a frazil particle per unit frazil surface

area; and Nf¼ number of frazil particles per unit volume, Cv/v0; v0¼mean volume

of a frazil crystal; Nf
u ¼Nusselt number; a0¼mean area of frazil crystal discs;

Kw¼ thermal conductivity of water, W m�1 
C�1; and de¼ frazil crystal thickness.

The net volumetric rate of loss of frazil ice to the surface layer and anchor ice

can be formulated as

E ¼ 1

dw
αVbCv � βheCa þ γCvð Þ ð9:63Þ

in which, dw¼ flow depth; Vb¼ average rising velocity of suspended ice; and α, β,
and γ¼mass exchange coefficients at interfaces between the suspended layer, the
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surface ice layer, and anchor ice. Physically, α¼ probability of deposition of frazil

particles reaching the surface layer; β¼ coefficient quantifying the rate of

re-entrainment of surface ice per unit area, 1/s; and γ¼ coefficient quantifying the

rate of accretion to the bed per unit area, m/s. The exchange coefficients α, β, and γ,
are governed by the turbulent intensity and the characteristics of ice particles. Since

complete theories on the exchanges at interfaces are not yet available, these

coefficients need to be determined empirically.

Frazil and anchor ice growths occur under the supercooling condition. The

supercooling condition can be simulated by including the heat exchange between

water and ice in the conservation of thermal energy in water. Using Eqs. (9.60) and

(9.61) the following water temperature equation can be obtained:

D Cpρ 1� Cvð ÞTw

� �
Dt

¼ 1

A
ϕss � ϕskð Þ þ ρiLi

DCv
g

Dt
ð9:64Þ

in which,

ϕss � ϕsk ¼ Pbϕb � B 1� fð Þ 1� Cað Þϕwa

� 1� fð ÞBCa þ CbPb þ f B½ � � hwi Tw � Tmð Þ ð9:65Þ

where, Pb¼wetted perimeter of the river bed 	B; ϕb¼ bed heat flux per unit area;

f¼ fraction of the width covered by border ice cover; Cb¼ fraction of bed width

covered by anchor ice; and Tm ¼ 0 
C.

4.3 Surface Ice Concentration

The one-dimensional formulation for surface ice transport in this section assumes

the surface ice layer has a single floe thickness, neglecting ice dynamics. Such an

assumption may be acceptable when the ice concentration is low with negligible

ice-to-ice interaction stress, before approaching the jamming condition. The

dynamics of surface ice layer thickening and ice jam development will be discussed

in Sect. 4.4. If the dynamics is neglected, the thickness of stationary surface ice

accumulations, i.e. ice cover or ice jam, can be approximated by the static ice jam

theory presented in Sect. 5.4.

The mass conservation equation for surface ice is:

∂
∂t

heCaB0½ � þ ∂
∂x

heCaB0U½ � ¼ Sa �Ma ð9:66Þ
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in which,

Sa �Ma ¼ B0Caϕsi

ρiLi
þ αVbB0Cv � βheB0Ca þ Ran ð9:67Þ

where, B0 ¼ 1� fð ÞB;ϕsi ¼ ϕia � hwi Tw � Tmð Þ, net rate of heat loss from top and

bottom of surface ice elements; ϕia¼ heat loss at the air–ice interface, and

Ran¼ contribution from anchor ice release. When anchor ice detaches from the

bed, it will rise to the surface unless in rapids, where the buoyancy cannot overcome

the turbulent mixing.

Combining Eqs. (9.64) and (9.66):

DCa

Dt
þ Ca

h

Dhe
Dt

þ Ca

B0

DB0

Dt
þ Ca

∂U
∂x

¼ 1

h

Caϕsi

ρiLi
þ αVbCv � βheCa þ Ran

B0

� 

ð9:68Þ

The heat transfer between surface ice floes and the river water can have an

important effect on the thickness of the surface ice, he, when the water temperature

is significantly different from 0 
C. The rates of change in the solid and frazil ice

thickness portions of surface ice floes are:

Dhi
Dt

¼ ϕia

ef ρiLi
ð9:69Þ

and

Dhf
Dt

¼ αVbCv � βheCað Þ
1� e f

� � � Dhi
Dt

� hwi Tw � Tmð Þ
1� e f

� �
ρiLi

ð9:70Þ

Equations (9.69) and (9.70) are valid only for the case when the ice floes have a

frazil layer on its underside, a condition that usually exists during freeze up ice runs.

Other conditions can be formulated in a similar manner. Using Eqs. (9.69) and

(9.70), or their equivalent, Eq. (9.68) can be written as:

DCa

Dt
¼ 1� Cað Þ

he
αVbCv � βheCa þ Ran

Bo

� 

� Ca

Bo

DBo

Dt
� Ca

∂Us

∂x
ð9:71Þ

4.4 Surface Ice Dynamics

The transport of surface ice is a dynamic process and involves external forces such

as gravity, wind and water drags, as well as internal ice resistance due to interac-

tions between ice floes. If ice dynamics is neglected, ice jamming conditions cannot

be determined analytically from the surface ice transport formulation discussed in

Sect. 4.3. Since bank resistance leads to a velocity gradient for ice movement across
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the channel, the surface ice transport is essentially a two-dimensional phenomenon

even in a straight uniform channel. One-dimensional ice dynamic models have

limited applicability [25]. Shen et al. [26] developed a two-dimensional model

DynaRICE for river ice dynamics and applied it to field conditions for ice jam

development and other engineering applications [58]. The basic formulation of

river ice dynamics is similar to that of sea ice [69] and lake ice [70]. Considering the

surface ice as a continuum, the governing equations for surface ice transport in a

Lagrangian form are:

Mi
DV

*

i

Dt
¼ R

! þ F
*

a þ F
*

w þ G
* þ V

!
iEm ð9:72Þ

DMi

Dt
þMi∇ � V* i ¼ Em ð9:73Þ

DCa

Dt
þ Ca∇ � V* i ¼ Ea � Ra ð9:74Þ

in which, x, y and t¼ space and time variables;Mi ¼ ρiCati¼ ice mass per unit area;

ρi,Ca, ti¼ density, area concentration, and thickness of the surface ice layer,

respectively; V
*

i ¼ ui i
* þ vi j

*
, surface ice velocity; D/Dt¼material derivative;

F
!
a ¼wind drag on ice; F

!
w ¼water drag on ice; G

!
¼ gravitational force due to the

water surface slope; R
! ¼ i

!
∂
∂x σxxCatið Þ þ ∂

∂y σxyCati
� �h i

þ j
!

∂
∂x σyxCati
� �þ ∂

∂y σyyCati
� �h i

¼ internal ice resistance due to floe-to-floe inter-

actions; Em¼ rate of change of surface ice mass per unit area of water surface due to

sources and sinks, including changes in thermodynamic processes and the exchange

with frazil suspended over the depth of the flow; Ea¼ time rate of change of ice

concentration due to thermodynamic processes and the exchange with frazil

suspended in the flow; and Ra¼ time rate of change of ice concentration due to

mechanical redistribution of the ice mass. A constitutive law is required to describe

the ice internal stress. Following Hibler [69] the internal stress was described by a

viscous-plastic constitutive law, σi j ¼ 2ν̂ _εi j þ ς̂ � ν̂ð Þ _εkδi j � Pδi j=2, in which, ς̂
and ν̂ ¼ nonlinear bulk and shear viscosity defined as ς̂ ¼ P=2Δ and ν̂ ¼ ς=e2, with

Δ2 ¼ D2
I þ DII=eð Þ2;DI,DII are first and second invariant strain rates, respectively;

DI ¼ _εxx þ _ε yy, DII ¼ _εxx � _ε yy
� �2 þ 4 _ε2xy

h i1=2
; _εxx ¼ ∂ui=∂x, _ε yy ¼ ∂vi=∂y; and

_εxy ¼ ∂vi=∂xþ ∂ui=∂yð Þ=2. The principal axes ratio of the elliptical yield curve,

e¼ 2. Hibler [69] formulated the pressure term as P ¼ p* ti
to

� �
exp �C 1� Cað Þ½ �,

where to is a reference ice thickness. Wake and Rumer [70] replaced the exponential

term by a power law as P ¼ p* ti
to

� �
Ca

k. In both cases, the parameters p *,C, and

k are empirical constants to be calibrated. Based on the formulation of static ice jam

theories, Shen et al. [25] formulated the pressure term as:
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P ¼ tan 2 π

4
� φ

2

� �
1� ρi

ρ

� �
ρigti
2

Ca

Ca,max

� � j

ð9:75Þ

in which, φ¼ internal friction angle of ice, 	46
; ρ¼water density;

Ca,max¼maximum allowable surface ice concentration, 0.6 is used based on the

consideration that the typical porosity of an ice jam is 0.4; and j¼ an empirical

constant, a value of 15 has been used in field applications [26]. The + and � signs

are for convergent and divergent states of ice flow, respectively. Since the viscous-

plastic law allows the jammed ice accumulation to creep downstream, the consti-

tutive law has been modified to a viscoelastic-plastic model [71]. Bank resistance is

a key factor in the jamming of ice runs. Similarly, bed-to-ice friction affects the ice

motion when ice is in contact with the bed. Shen et al. [26] used a dynamic

Coulomb yield criterion to model the bank and bed frictions for moving ice.

Equations (9.72), (9.73), and (9.74) can be used to solve for ice velocity, thickness,

and concentration, as well as ice cover and ice jam dynamics.

5 Freeze Up

When the water surface cools to 0 
C, and the heat loss from the river continues,

various types of ice appear during the freeze up period. Matousek [4] developed an

empirical formulation for determining the conditions for the occurrence of different

types of freeze up ice runs.

5.1 Skim Ice

According to Matousek [4], the following criteria for skim ice formation may be

used:

When Tw> 0 
C, skim ice run will occur if Tcr< Tw,s< 0 
C and vb> v
0
z;

When Tw> 0 
C, a static skim ice cover will form if Tw, s � Tcr.

in which, Tw¼ depth-averaged water temperature; Tw,s¼water surface temper-

ature; vb¼ buoyancy velocity of frazil ice, m/s; v
0
z ¼ vertical component of turbu-

lent fluctuation velocity; Tcr¼ a supercooled surface temperature below which

static skim ice will form. The value of Tcr used by Matousek for River Ohre is

�1.1 
C.

Tw, s ¼ Tw � ϕwa

1130U þ bVa
ð9:76Þ

vb ¼ �0:025Tw, s þ 0:005 ð9:77Þ
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v
0
z ¼

ffiffiffi
g

p

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:7Cz þ 6ð ÞCz

p U ð9:78Þ

with,

b ¼ 15:0, when Ba � 15:0m
b ¼ �0:9þ 5:87lnBa when Ba> 15.0 m

in which, Cz¼Chezy’s coefficient, m0:5 s�1; g¼ gravity, m/s2; U¼ flow veloc-

ity, m/s; Va¼wind velocity at an elevation of 2.0 m above water surface; Ba¼ river

surface width in the wind direction, m.
When the wind effect is strong, the following equation by Hicks [51] may be

used instead of Eq. (9.78):

v
0
z ¼ C

1
2

*g
1
2
Unb

R
1=6

� �3

þ Cw* CN
ρa
ρ

� �3
2

V3
a

" #1=3

ð9:79Þ

in which, C*¼ coefficient which relates bed shear stress to turbulent fluctuation

velocity, between 0.2 and 0.3; nb¼ river bed Manning’s coefficient; R¼ hydraulic

radius; Cw*¼ constant explaining the efficiency of wind energy utilization [51];

CN¼wind drag coefficient, 1:3� 10�3 ; ρa¼ density of air, and ρ¼ density of

water.

5.2 Dynamic Border Ice

Border ice is an important ice process due to its effect on the flow condition, frazil

production, ice transport, and ice cover progression. Michel et al. [15] developed

the following method based on field observations. The dimensionless relationship

for the rate of lateral growth of border ice can be expressed as

Rb ¼ 14:1V�0:93
* C1:08

a ð9:80Þ

in which,Rb ¼ ρLiΔBhe
Δϕ* ;V* ¼ u

Vcb
; u¼ depth-averaged flow velocity in the open water

adjacent to the edge of the existing border ice, m/s; Vcb¼maximum velocity at

which a surface ice floe can adhere to the border ice edge; ΔB¼ growth of border

ice width for a given time step,m; he¼ floe thickness;Δϕ*¼ surface heat exchange

during a time step, Jm�2; and Ca¼ area concentration of the surface ice.

Michel et al. [15] gave the physical limits of this equation as:

V* < 0:167, static ice growth occurs,

V* > 1:0, border ice growth is negligible,

Ca < 0:1, border ice grows only in thermal mode, set Ca ¼ 0:1.
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The last condition can be replaced by Matousek’s formulation for static thermal

border ice growth [4].

The limiting velocity for border ice growth, Vcb, is governed by the gravity, and

drag and friction forces acting on the surface ice floes, and will vary accordingly.

The Vcb value is about 0.4 m/s [4, 16, 30].

5.3 Anchor Ice

Frazil crystals entrained to the bottom of the channel in supercooled water can

attach to the bed to form anchor ice. Anchor ice may cause significant changes in

flow resistance, water level, and discharge [8]. In the upper Niagara River, it was

reported that anchor ice could grow from 0.3 to 0.5 m thick in a flow depth of 6 m

[72]. Sudden flow reductions of 20–30 % have been observed. In the St. Lawrence

River near Montreal, the existence of anchor ice was considered to be the major

cause of power production losses at a nearby power station [73]. Anchor ice

formation in the tailrace causes significant losses of power production at Manitoba

Hydro’s Limestone Generating Station on the Nelson River. Anchor ice formation

on a granite rock shelf four kilometers downstream from the generation station

initiates an ice dam that covers up to 90 % of the channel width, which could cause

up to 1.5 m of staging in the tailrace [74].

A flume study on anchor ice evolution and its hydraulic effects in channels with

a gravel bed showed that anchor ice formed from the bed attachment of frazil ice

[8]. The initial accumulation on a gravel bed roughly starts from half a gravel

diameter below the crown level of the gravel. The growth of anchor ice consists of

an initial growth stage, followed by a transition stage, then the final stage of

continued growth. During the initial stage anchor ice grew in the forms of tails,

scales, or balls, depending on the flow velocity and Froude number. During the

transition stage, the anchor ice forms were either flattened or released. The release

of anchor ice appeared to be dependent on the Reynolds number of the flow. During

the final stage of continued growth, the anchor ice grew at a steady rate with respect

to the surface heat loss. When the air temperature was constant, this growth rate was

nearly constant for a given flow condition. It increased with Froude number and is

inversely proportional to the flow depth.

Due to the complexity of anchor ice evolution, more study is needed in order to

develop an analytical formulation for anchor ice evolution. A semi-empirical

formulation was proposed by Shen et al. [68]. In this formulation, the anchor

formation starts from the theoretical bed surface below the crown of bed particles

when the river water is supercooled. The rate of growth and decay of anchor ice

thickness at the top surface of the anchor ice is:
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dhan
dt

¼ 1

1� ean
γbCv þ ϕwi

ρiLi

� 

ð9:81Þ

in which, dhan/dt¼ growth rate of anchor ice thickness; ean¼ porosity of anchor

ice; and ϕwi¼ heat flux from ice to channel flow. The frazil ice accretion rate is set

to zero, i.e. γb ¼ 0, when (a) water is no longer supercooled, i.e. Tw � 0 
C; or

(b) bed shear velocity is either below a critical value u�cr1 or above a critical value
u�cr2.

The rate of melting or growth at the bottom of the anchor ice can be calculated

by:

dhsb
dt

¼ 1

1� eanð ÞρiLi
hiws Tw � Tmð Þ þ ϕ pz


 � ð9:82Þ

in which, hsb¼ substrate flow depth at the bottom of the anchor ice; ϕpz¼ short

wave radiation absorbed by the anchor ice; hiws¼ heat exchange coefficient

between anchor ice and the substrate flow.

Anchor ice release could occur during the daytime, when water is warmed up,

due to the melting of the bond between the anchor ice and the bed material. This

melting of the bond is a complicated process. When the water temperature is

supercooled, any such melting will be prevented. The melting will only occur

when the water temperature rises above 0 
C. Anchor ice release is assumed to

occur when the thermal erosion from its bottom is significant, i.e. when the

undersurface of the anchor ice raises to a level of 0.1 bed gravel diameter below

the crown. Anchor ice can also be detached from the bed when the buoyant force of

anchor ice overcomes the resistance due to the submerged weight of the bed particle

and the inter-particle resistance, Wb þ Fb < 1� eanð Þ8 ρ� ρið Þ, with

Wb¼ submerged weight of bed materials per unit area; Fb¼ inter-particle resis-

tance per unit area; 8 ¼ volume of anchor ice per unit area. When anchor ice is

released, it will rise to the water surface, and contribute to the surface ice run.

5.4 Ice Cover Formation

The formation of the main ice cover is initiated either by bridging or jamming of the

surface ice run or by artificial obstructions, such as a dam, or an ice boom. The

jamming of surface ice occurs when the surface ice discharge exceeds the surface

ice transport capacity at a cross section. The ice transport capacity at a river cross

section depends on factors such as flow velocity, channel top width between

riverbanks or border ice boundaries, floe size, and surface slope [25]. The jamming

condition is governed by the dynamics of ice motion as discussed in Sect. 4.4.

The progression of an ice cover or ice jam due to the accumulation of surface ice

is an important freeze up process. This process also occurs during the breakup when
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an ice run is produced by mechanical breakup. If ice dynamics is ignored, the

thickness profile of the initial ice cover or jam can be approximated by the theory of

static equilibrium of floating ice accumulation [18–22].

Pariset and Hausser [18] showed that the cover thickness formed from the

accumulation of surface ice floes depends on the flow and ice conditions. The

modes of accumulation include particle juxtaposition, hydraulic thickening (com-

monly known as narrow river jam), and mechanical thickening (commonly known

as wide river jam).

5.4.1 Floe Juxtaposition

The limiting condition for the particle juxtaposition mode is the entrainment of the

incoming ice floe at the leading edge of the cover, which may be expressed in terms

of the Froude number of the flow as

Frc ¼ Uffiffiffiffiffiffi
gH

p
� 


c

� Fl
H � he

H

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1� ρi

ρ

� �
1� e p

� �he
H

s
ð9:83Þ

in which, Frc¼ a critical Froude number beyond which juxtaposition cannot occur;

U and H¼ velocity and flow depth immediately upstream of the leading edge of the

cover; g¼ gravity;Fl¼ a form factor, which is a function of the floe dimensions he/li;
li¼ length of ice floe; ep¼ porosity of ice floe. This equation implies that incoming

ice floeswill accumulate into a single layer ice cover if the Froude number is less than

Frc. This equation serves as a guideline for estimating the critical Froude number.

Ashton [29] showed that the critical condition for entrainment is better described by a

Froude number based on the floe thickness.

5.4.2 Hydraulic Thickening: Narrow River Jam

When the Froude number at the leading edge exceeds Frc, incoming ice floes will

submerge at the leading edge and accumulate into a cover of multi-layer thickness.

This mode of cover formation is commonly known as a narrow river jam. The

thickness ti can be estimated by [18]:

Uffiffiffiffiffiffi
gH

p ¼ 2
ti
H

1� ej
� �

1� ρi
ρ

� �� 
1
2

1� ti
H

� �
ð9:84Þ

in which, ej ¼ ec þ 1� ecð Þep, overall porosity of the accumulation; ec¼ porosity

in the accumulation between ice floes, about 0.4; and ti¼ cover thickness.

Equation (9.84) gives a limiting Froude number for cover progression, which

occurs when ti=H ¼ 1
3
, as
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Frp ¼ Ucffiffiffiffiffiffi
gH

p ¼ 0:158
ffiffiffiffiffiffiffiffiffiffiffiffi
1� ej

p ð9:85Þ

Field observations [33] indicated that Frp varies between 0.05 and 0.1. Data from

the Yellow River and the upper St. Lawrence showed the value is about 0.09

[30, 31].

5.4.3 Mechanical Thickening: Wide River Jam

In a wide river, the increase in streamwise thrust acting on the floating ice

accumulation may exceed the bank resistance. In this case, the ice accumulation

will not be able to resist the increasing stress as it extends to the upstream. The

cover will collapse and consolidate until an equilibrium thickness profile is reached

[18, 19]. This process of mechanical thickening results in a wide river jam. It is of

interest to point out that most surface ice jams are wide river jams resulting from

collapse and shoving of narrow river jams [22, 75].

The thickness profile of a wide jam can be obtained as [20, 25]:

ti
dti
dx

¼ 1

tan 2 π
4
þ φ

2

� �
1� ρi

ρ

� �
ρig

�2

B
τcti � 1

B
μi 1� ρi

ρ

� �
ρigt

2
i þ τa þ τw þ τg

� 

ð9:86Þ

in which, φ¼ internal friction angle of surface ice particles; τc¼ cohesion; μi¼ an

ice-over-ice friction coefficient; τa¼wind drag; τw¼water drag; and τg¼weight

component of the ice cover along the surface slope. Michel [32] suggested the

cohesion term τc does not exist and it should be replaced by the additional strength

gained by the solid ice layer in the accumulation during the freeze-up. The jam

thickness equation can be written as

dti
dx

¼ a
0
ti þ b

0

ti
þ c

0 ð9:87Þ

where, a
0 ¼ k0k1

B ; b
0 ¼ ρRigS f

2kxγe
; c

0 ¼ ρigSw
2kxγe

; ko ¼ tanϕ; kx ¼ tan 2 45
 þ φ
2

ð Þ2 ; k1¼
1� sin 2φ
1þ sin 2φ, coefficient of lateral thrust; Ri¼ hydraulic radius associated with the ice

cover, which can be expressed as Ri ¼ ni
nc

� �1:5

R ; Sf¼ friction slope; Sw¼water

surface slope; γe ¼ 0:5ρig 1� ρi
ρ

� �
1� e j

� �
. Flato and Gerard [23] and Beltaos [56]

developed methods for solving the ice jam thickness profile based on Eq. (9.87).

The equilibrium ice jam thickness, teq, defined as the jam thickness in the uniform

reach, can be obtained by setting dti
dx ¼ 0. Beltaos [75, 76] showed that the underside
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roughness of a jam increases linearly with the jam thickness and developed an

equation for calculating the composite flow resistance coefficient for breakup ice

jams.

5.4.4 Cover Progression

The rate of progression of the ice cover depends on the ice supply and the cover

thickness. Based on the mass conservation of surface ice at the leading edge [20]:

Qi
s � Qu

� � Us þ Vcp

� �
Us

¼ B0ti 1� ej
� �

Vcp ð9:88Þ

in which, Vcp¼ rate of progression of leading edge; Qi
s ¼ incoming surface ice

discharge; Qu¼ volumetric rate of ice entertainment under the cover at the leading

edge; and Us¼ average velocity of the incoming surface ice particles. The ice cover

cannot progress beyond a cross-section where the maximum local Froude number

of the cross section exceeds the critical Froude number Frp.

5.4.5 Cover Stability

Michel [32] noted that it takes a little freezing to form a solid crust in the newly

formed ice cover from ice floe accumulation to prevent the occurrence of shoving or

consolidation of the cover. The failure of an ice cover can take place at any time

during the winter when the internal strength of the cover is not capable of with-

standing the external forces. The failure of ice cover due to the external forces and

the streamwise component of the cover weight can be numerically integrated to

determine the internal stress and compare with the compressive strength of the

cover to determine the stability of the cover [13].

6 Undercover Transport and Frazil Jams

Frazil jams often form under an ice cover, downstream of a rapid reach where ice

cover cannot form, in the form of thick undercover accumulation. Critical velocity

or critical Froude number criterion have been used in the past to determine the

thickness of the undercover accumulation [33–35]. These theories were found to be

inadequate, and were improved by the transport capacity concept [33]. According

to the ice transport capacity theory, for a given flow condition there is a

corresponding ice transport capacity. Deposition or erosion of the undercover ice

will occur depending on whether the ice supply is larger or smaller than the ice

transport capacity of the flow. When the incoming ice discharge equals the ice
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transport capacity, the ice transport is at a dynamic equilibrium condition such that

erosion balances with deposition. When the flow strength is below a threshold

value, the transport capacity will be zero, and all the incoming ice will be deposited.

The ice transport capacity can be estimated by [33]:

Φi ¼ 5:487 Θi � Θcið Þ1:5 ð9:89Þ

in which, Φi¼ the dimensionless ice transport capacity; Θi¼ dimensionless flow

strength; and Θci¼ 0.041, the critical flow strength, below which there is no ice

transport. The dimensionless transport capacity and flow strength are defined as:

Φi ¼ qc
dnωB

¼ qc
dnF

ffiffiffiffiffiffiffiffiffiffiffiffi
gdnΔi

p ð9:90Þ

Θi ¼ τi
F2ρgdnΔi

¼ u2*i
F2gdnΔi

ð9:91Þ

where, ωB ¼ F
ffiffiffiffiffiffiffiffiffiffiffiffi
Δigdn

p
, buoyant velocity of ice particles, m/s; qc¼ volumetric rate

of undercover ice transport per unit width; dn¼ nominal diameter of ice particles;

τi, u* i¼ shear stress and shear velocity on the undersurface of the frazil jam,

respectively; Δi ¼ ρ� ρið Þ=ρ; and F is a shape factor. For spherical particles, the

value of F is approximately 1.0. The ice cover shear velocity could be estimated by

u*, i ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ρgRiS

p
; with S ¼ U2n2c

H0=2ð Þ4=3 ; Ri ¼ H0

1þ nb
ni

� �3=2 ; U¼ flow velocity; and

H 0 ¼ under ice water depth.

The thickness of the frazil jam can be calculated from the continuity equation for

the frazil granules:

1� euð Þ∂t f
∂t

þ ∂qc
∂x

� qi
f ¼ 0 ð9:92Þ

in which, eu¼ porosity of the frazil jam, approximately equals 0.4; tf¼ thickness of

frazil jam; qc¼ unit width ice discharge of the cover load; and qif ¼ net contribution

to the cover load from the suspended ice, which is negligible in ice covered reaches.

7 Thermal Growth and Decay of Ice Cover

The rate of ice thickness growth or decay is governed by heat exchanges at the top

and bottom surfaces, and heat conduction in the ice cover [41]. The effect of water

accumulation over melting ice on the dissipation rate is insignificant [77]. The

equation governing the temperature distribution over the thickness of an ice cover is
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ρiCi
∂T
∂t

¼ � ∂
∂z

ki
∂T
∂z

� �
þ ϕv z; tð Þ ð9:93Þ

in which, t¼ time; z¼ vertical distance measured downward from the top surface;

T¼ temperature in the cover; ki¼ thermal conductivity of ice; and ϕv¼ rate of

internal heating of the cover due to absorption of penetrated short wave radiation.

For a solid cover of thickness h, boundary conditions at the top and bottom surfaces

of the cover are:

ρiLi
dh

dt
¼ ϕ* � ki

∂T
∂z

at z ¼ 0 ð9:94Þ

ρiLi
dh

dt
¼ �ϕwi þ ki

∂T
∂z

at z ¼ h ð9:95Þ

Time dependent ice thickness growth and decay can be determined by assuming

one-dimensional quasi-steady state calculations at each time step.

At steady state, Eq. (9.93) gives a linear temperature distribution if the internal

heating ϕv(z, t) is neglected. This quasi-steady state assumption has been shown to

be acceptable for river ice covers because of the relatively small thickness [78]. For

an ice cover with a snow cover above, the rate of change of ice cover thickness can

be calculated by [40]:

ρiLi
dh

dt
¼ Tm � Tað Þ= h

ki
þ hs

ks
þ 1

hsa

� �� 

� hwi Tw � Tmð Þ ð9:96Þ

in which, hs¼ snow cover thickness; ks¼ thermal conductivity of snow; hsa¼ heat

transfer coefficient at the snow–air interface defined by ϕ*
s ¼ hia Tsn � Tað Þ ;

ϕ�
s ¼ rate of heat loss at the snow surface, and Tsn¼ snow surface temperature.

Equation (9.96) provides a theoretical basis for degree-day methods [39].

As spring approaches, the ice cover may deteriorate due to the absorption of

short wave radiation after the snow cover has been melted. The cover will lose its

structural integrity due to the melting of the grain boundary of columnar ice

crystals. A detailed analysis of the deterioration process has been made by Ashton

[45] based on [79]. The deterioration process occurs at the time when ice is melting

rapidly.

8 Breakup

River ice breakup can generally be classified as a thermal breakup or a mechanical

breakup. In a thermal breakup, the ice cover melts in place with no significant

movement. The physics of thermal breakup is relatively well understood. Due to the

varying turbulent heat transfer at the ice–water interface across the river associated
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with the transverse velocity distribution, partial opening of the ice cover often starts

from melting along the thalweg. Mechanical breakup is due to the fragmentation of

a floating cover by hydraulic and mechanical forces associated with changes in river

discharge and water level, and is affected by the boundary constraints of the river

plane geometry in allowing the movement of the large ice plates. The increase in

river discharge could occur as the result of a runoff increase, the release of channel

storage from an ice cover or jam failure, or the operation of a reservoir upstream.

The driving forces that contribute to the mechanical breakup of an ice cover include

friction forces due to water current and wind; streamwise component of the weight

of the cover; longitudinal and vertical forces acting on the cover by the brash ice

accumulation at the leading edge; and pressure variation on the underside of the

cover produced by the river wave. Beltaos [48] developed an empirical criterion for

the threshold between mechanical and thermal breakup.

The mechanical breakup begins with a detachment of the cover from the banks

with an increase in river discharge which leads to the formation of hinge cracks

along the banks. This is followed by the formation of far-spaced and close-spaced

transverse cracks [47, 80–82]. An ice run will occur after the fragmentation of the

cover if the water level raises enough to allow the movement of the ice plates.

8.1 Initiation of Breakup

Beltaos [47, 82, 83] defined the initiation of breakup as the time when sustained ice

movement occurs at a particular site and formulated an empirical method for

predicting its occurrence:

Π
 8 B�Wið Þeτ im2
c

mc � 0:5ð Þhi,o ¼ Cbkσoð Þ σ f hi
σ f ohio

¼ Πo f S5ð Þ ð9:97Þ

in which, the composite quantity п has dimensions of stress, and the subscript

o denotes values prior to the start of melt; B¼water surface width; Wi¼width of

ice sheet, i.e. the distance between hinge cracks; mc¼Rc/Wi with Rc¼ radius of

curvature of the centreline of the ice sheet; Cbk¼ a dimensionless coefficient;

hi¼ solid portion of the ice cover thickness; eτ i ¼ driving stress on the cover;

σf¼ flexural strength of the ice cover; and f is a function of the thermal index

S5¼ cumulative degree-days above�5 
C, such that f(0)¼ 1. The driving stress,eτ i,
includes the flow shear stress applied on the ice cover plus the downslope compo-

nent of the weight of the cover per unit surface area:

eτ i 	 ρgRiS f þ ρg
ρi
ρ
hi þ 0:96hi, p

� �
SW ð9:98Þ

in which, Ri¼ hydraulic radius associated with the ice cover; SW¼water surface

slope; and Sf¼ friction slope; hi,p¼ thickness of the porous portion of the ice cover.
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Empirically, the function f(S5) can be approximated by f S5ð Þ ¼ exp �αsS5ð Þ, and
the ranges of пo and αs are 70�110 kPa and 0.005�0.009, respectively.

8.2 Breakup Ice Run and Jam

Intermittent stoppage and movement of the ice rubble, accompanied by ice jam

formation and release, can occur during the downstream progression of the ice run.

The primary unknowns in this process are the mechanisms which cause the ice jam

release and the rubble front advancement in the ice sheet. Both of these are related

to the mechanical and hydrodynamic forces acting on the ice rubble and the ice

sheet. The ice rubble moving along the river can incorporate additional ice frag-

ments by plowing through the stationary ice cover [84]. Thermal erosion of the ice

jam [85, 86] and decay of the ice sheet are important factors which can significantly

reduce the strength and mass of the ice cover and jam in the river. Sudden release or

failure of ice jams accompanied by the release of channel storage often generates

surges of water with high water velocity and a rapid increase in stage [87]. Shen

et al. [28] showed that the ice resistance has significant effects on both stage and

discharge hydrographs during an ice jam release. A flood wave produced by jam

release propagates slower than a flood wave without ice. The ice resistance also

lowers the peak discharge significantly.

9 Sediment Transport

The presence of river ice causes major changes in the hydraulics of the flow, which

will affect the sediment transport in the channel. This change in sediment transport

properties can have important effects on channel morphology, aquatic ecology, and

water quality. Field examples of ice effects on sediment transport have been

reported [88–90]. Despite its importance, studies on sediment transport under the

influence of ice have been very limited, with the exception of several flume studies

with floating covers, each with a limited range of flow and sediment transport

conditions. Knack and Shen [91] developed methods for estimating sediment

transport capacity and bed resistance in fluvial channels based on available flume

studies [79, 92–95] by considering the changes in flow condition due to the

existence of an ice cover and the change in bed shear stress.

9.1 Bed Load

Extensive literature exists on bed load transport formulas for open water conditions.

All of these formulas can be transformed into relationships between the
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dimensionless bed load intensity Φb ¼ qbffiffiffiffiffiffiffiffi
ΔgD3

p and the dimensionless flow strength

Θ ¼ τb
ΔρgD; where qb¼ volumetric rate of sediment transport per unit width; Δ ¼

ρs � ρð Þ=ρ ¼ s� 1; and D¼ particle diameter. Figure 9.2 shows the comparison of

the ice-covered flume data with the formulations of Einstein and Brown [96],

Meyer-Peter and Muller [97], and van Rijn [98]. This comparison shows that bed

load transport in ice-covered channels can be described by conventional relation-

ships for the equivalent free-surface flow if the flow strength is expressed in terms

of the bed shear stress. An empirical equation fit to the data gives:

Φb ¼ 20 Θ� Θcð Þ2:1 ð9:99Þ

where, Θc is the critical value of Θ for incipient motion. Figure 9.2 showed the van

Rijn formulation compares well with the data through the entire range of flow

strength. It is also preferred since it considers the effect of water temperature, which

is important to sediment transport in winter when the water temperature is near the

freezing point [99]. The Einstein–Brown formula fits well with the exception of the

high flow strength region where the dimensionless bed load is over predicted. The

Meyer-Peter and Muller formula does not match the data as well as the others. This

is likely due to the equation being more applicable for coarse sediments with sizes

larger than those used in the available flume experiments.

Fig. 9.2 Comparison of bed load data for ice-covered conditions
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9.2 Suspended Load

The formation of surface ice changes the vertical distribution of the velocity

[100]. The radical changes in the shear stress and diffusivity distributions over

the depth have a significant effect on the suspended load. The method of Sayre and

Song [101], which is an extension of the Rouse equation considering the ice cover

effect, can be used to determine the suspended sediment discharge for ice covered

conditions with some minor modifications. The sediment concentration can be

calculated from:

Cs zð Þ ¼

Co
zo Yb�zð Þ
z Yb�að Þ
� �zb

f or zo � z � Yb

2

C0,2
εsiþ 2

H0 εsi�εsbð Þ z� YbþYi
2ð Þð Þ

εsb

� �� ωsH
0

2 εsi�εsbð Þ
f or

Yb

2
< z � Yb þ Yi

2

C0,3
H0�z
z�Yb

� �zi ffiffiffi
db
di

q
f or Yb þ Yi

2
< z � H0

8>>>>>>><>>>>>>>:
ð9:100Þ

where, Zb ¼ ω=βbκbu*b and Zi ¼ ω=βiκiu*i ; βb ¼ 1þ 2 ω=u*b½ �2 for 0:1 < ω=u*b

< 1 and βi ¼ 1þ 2 ω=u*i½ �2 for 0:1 < ω=u*i < 1; C0,2 ¼ C 0:5Ybð Þ ¼ Co
zo

Yb�zo

� �
b

;

C0,3 ¼ C Yb þ 0:5Yið Þ ¼ C0,2
εsi
εsb

� �� ωH0
2 εsi�εsbð Þ; and Co¼ a reference concentration at a

near bed reference level zo, which separates bed load and suspended load transport.

Based on Van Rijn [102], Co and zo are calculated from Co ¼ 0:015 D50

zo

T1:5
t

D0:3
*

, and

zo¼ 0.5Δd where Δd is the dune height if the bed form dimensions are known,

otherwise zo ¼ ks, and zo must be at least 0.01H0. The parameters Tt and D* are

defined as D* ¼ D50 s� 1ð Þg=ν2½ �1=3, a dimensionless particle parameter;

Tt ¼ u
0
*

� �2 � u*,crð Þ2
h i

= u*,crð Þ2, a transport stage parameter; ν¼ kinematic viscos-

ity of water; u
0
* ¼ τ

0
b=ρ

� �1=2
, shear velocity related to grains;

τ
0
b ¼ γ n

0
b

� �2
u2= κbH

0� �1=3
, bed shear stress related to grains; n

0
b ¼ D

1=6
50 =20, bed

Manning’s grain roughness; u*,cr, critical bed shear velocity [98].

A comparison of the measured and calculated suspended sediment discharges

are presented in Fig. 9.3. The calculated suspended discharge compares well with

the measured values for both open water and ice covered flows.
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9.3 Bed Resistance

It is necessary to determine the bed resistance of an ice-covered alluvial channel for

sediment transport analysis. Smith and Ettema [103] developed a regression rela-

tionship for the ratio between the bed shear stress and cover shear stress:

τi
τb

¼ 0:84 eη D50

kic

� ��0:2

ð9:101Þ

where, eη ¼ Θ
Θc
; and kic¼ ice cover roughness height. Figure 9.4 shows the ratio of

the Manning coefficients of the ice cover and the bed [91], which is an extension of

Eq. (9.101).

10 Summary

River ice is an important aspect of wintertime water resources engineering in cold

regions. The existence of river ice can have major impacts on hydropower opera-

tions, inland navigation, water transfer, and various other hydraulic engineering

Fig. 9.3 Comparison of measured and calculated suspended sediment discharge rates
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projects, in addition to the concern on severe floods caused by ice jams. River ice

also affects environmental and ecological conditions of rivers, as well as the

channel morphology. Significant progress on river ice research has been made in

the last few decades. This chapter discussed the current state of knowledge on river

ice processes from freeze up to breakup. An overview of river ice processes,

including the formation, evolution, transport, accumulation, growth, deterioration,

and dissipation of various forms of ice, is presented first. It is followed by detailed

discussions on the theory and formulation of various river ice and related hydraulic

and sediment transport phenomena. These discussions include the river hydraulics

with floating ice covers and ice jams, the energy budget related to river ice

evolution, variations of water temperature and surface and suspended frazil ice

concentrations along the river, the development of various types of ice cover during

freeze up, the formation of anchor ice and undercover frazil jams, thermal growth

and decay of ice cover, and ice cover breakup. Ice jams can develop during both

freeze up and breakup. Static and dynamics ice jam theories are discussed. In

alluvial channels, the presence of river ice can cause major changes on sediment

transport in the channel. Recent development on sediment transport with ice

conditions is presented.

Fig. 9.4 Ratio of Manning’s coefficients for ice-covered alluvial channels
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Abstract Mathematical models describing physical water property data are

presented. These models define each of the following water properties as a function

of the water temperature. The water property models developed include the specific

weight, density, modulus of elasticity, dynamic viscosity, kinematic viscosity,

surface tension and vapor pressure. Along with each model, the actual data and

calculated values are presented for comparison. The method of least squares fit,

which was used to model each set of data, is reviewed. The source of FORTRAN

computer program used to generate the equations can be obtained from the Lenox

Institute of Water Technology.

Keywords Environmental engineering • Water quality control • Mathematical

models • Water property • Specific weight • Density • Modulus of elasticity •

Dynamic viscosity • Kinematic viscosity • Surface tension • Vapor pressure •

Computer analysis

Nomenclature

A A coefficient

B A coefficient

C A coefficient

D Density, slug/ft3 or kg/m3

D.V. Dynamic viscosity, lb-s/ft2 or N-s/m2

dP Differential change in pressure, lb/in2, or kN/m2

dv Velocity change, ft/s, or m/s

dV Differential change in volume, ft3, or m3

dy Length change, ft, or m

E A constant¼ 2.718

Fs Shearing force, lb/ft, or N/m

Fsf Stretching force, lb, or N

g Acceleration of gravity¼ 32.174 ft/s2¼ 9.81 m/s2

K.V. Kinematic viscosity, ft2/sec or m2/sec

L Unit length, ft, or m

M.E. Modulus of elasticity, lb/in2 or kN/m2

S.T. Surface tension, N/m or lb/ft

S.W. Specific weight, lb/ft3 or kN/m3

T Temperature, 
F or 
C or K

V Volume, ft3, or m3

Vg Specific volume, ft3/slug, or m3/kg

V.P. Vapor pressure, lb/in2 or kN/m2
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1 Introduction

This chapter introduces the mathematical models for calculating the following

physical properties of water:

Metric units British unit

Specific weight Y kN/m3 lb/ft3

Density ρ kg/m3 slug/ft3

Modulus of elasticity E kN/m2 lb/in2

Dynamic viscosity μ N-sec/m2 lb-sec/ft2

Kinematic viscosity ν m2/sec ft2/sec

Surface tension σ N/m lbf/ft

Vapor pressure PV kN/m2 lb/in2

Each developed model is illustrated by means of practical examples.

The experimental data found in Section 7 Appendices were adapted from the

literature [1–3] and used as the actual values from which the authors’ models were

generated. The water property equations were generated with the specific water

property as a function of the water temperature.

Water Property ¼ ϕ Temperature in C
 and F
ð Þ

In all but one instance, only one equation was needed to describe the water

property data. The water quality that could not be defined by one equation was

Surface Tension¼ϕ (Temperature in 
F), which was broken down into three

individual curves and studied. It was determined that three equations, each have

upper and lower boundary conditions, could define the true experimental data. The

technique of mathematical modeling is presented in Section 2 of this chapter. All

derived mathematical equations are presented in Section 3, and summarized in

Section 4. A FORTRAN computer program used for mathematical modeling can be

obtained from the Lenox Institute of Water Technology.

2 Mathematical Modeling

A FORTRAN computer program written by the authors was used to fit the data with

the method of least squares. A polynomial function in Eq. (10.1) was selected to

represent the data.

C ¼ a0 þ a1T þ a2T
2 þ a3T

3 þ . . .þ auT
u ð10:1Þ

The shape of the resulting mathematical curve depends both upon the value of

the coefficients a; and the degree of the polynomial u. Equations (10.2) and (10.3)

are for the calculations of two coefficients in the linear fit equation, u¼ l.
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Linear fit : C ¼ a0 þ a1T

a0N þ a1ΣT ¼ ΣC ð10:2Þ

a0ΣT þ a1ΣT2 ¼ ΣCT ð10:3Þ

Equations (10.4)–(10.6) and (10.7)–(10.10) can be used for the quadratic fit

(u¼ 2) and the cubic fit (u¼ 3), respectively.

Quadratic fit : C ¼ a0 þ a1T þ a2T
2

a0N þ a1ΣTþ a2ΣT
2 ¼ ΣC ð10:4Þ

a0ΣT þ a1ΣT
2 þ a2ΣT

3 ¼ ΣCT ð10:5Þ

a0ΣT
2 þ a1ΣT

3 þ a2ΣT
4 ¼ ΣCT2 ð10:6Þ

Cubic fit : C ¼ a0 þ a1T þ a2T
2 þ a3T

3

a0N þ a1ΣT þ a2ΣT
2 þ a3ΣT

3 ¼ ΣC ð10:7Þ

a0ΣT þ a1ΣT
2 þ a2ΣT

3 þ a3ΣT
4 ¼ ΣCT ð10:8Þ

a0ΣT
2 þ a1ΣT

3 þ a2ΣT
4 þ a3ΣT

5 ¼ ΣCT2 ð10:9Þ

a0ΣT
3 þ a1ΣT

4 þ a2ΣT
5 þ a3ΣT

6 ¼ ΣCT3 ð10:10Þ

For the data presented in Tables 10.1 and 10.2, T¼water temperature and

C¼water property of interest. The values of ΣT, ΣT2, ΣT3, ΣT4, ΣT5, ΣT6, ΣC,
ΣCT, ΣCT2 and ΣCT3 can be calculated mathematically. The coefficients of linear

fit (a0 and a1) can be calculated by solving simultaneous Eqs. (10.2) and (10.3); the

coefficients of quadratic fit (a0, a1 and a2) can be calculated by solving simultaneous

Eqs. (10.4)–(10.6); and finally the coefficients of cubic fit (a0, a1, a2 and a3) can be

determined by solving simultaneous Eqs. (10.7)–(10.10).

Using and expanding further the above equations, an nth degree equation can be

computed.

All simultaneous linear equations were solved by the Gaussian elimination

method with a computer.

To determine, to which power the best curve fit would be, two other numerical

techniques were derived and used. They are the standard error, and the coefficient

of correlation. A brief derivation of these two general equations are as follows:

C ¼ a0 þ a1T þ a2T
2 þ . . . . . .þ auT

u
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By defining:

ΣC2 ¼ C2 � CmeanΣC ð10:11Þ

Cmean ¼ ΣC=N ð10:12Þ

then,

ΣC�c
2 ¼� CmeanΣC þ a0ΣC þ a1ΣTC þ a2ΣT

2C þ . . . . . .

þ auΣT
uC

ð10:13Þ

ΣCsc
2 ¼ ΣC2 � ΣC�c

2 ð10:14Þ

Table 10.1 Temperature T

(
F) versus specific weight
S.W. (lb/ft3)

The degree of fit for this run is 3

Coefficients

x (0)¼ 0.62294E + 02

x (1)¼ 0.82009E� 02

x (2)¼ �0.12783E� 03

x (3)¼ 0.16262E� 06

Variable Actual value Calculated value Difference

32.000 62.420 62.431 �0.011

40.000 62.430 62.428 0.002

50.000 62.410 62.405 0.005

60.000 62.370 62.361 0.009

70.000 62.300 62.297 0.003

80.000 62.220 62.215 0.005

90.000 62.110 62.115 �0.005

100.000 62.000 61.998 0.002

110.000 61.860 61.866 �0.006

120.000 61.710 61.718 �0.008

130.000 61.550 61.557 �0.007

140.000 61.380 61.383 �0.003

150.000 61.200 61.197 0.003

160.000 61.000 61.000 0.000

170.000 60.800 60.793 0.007

180.000 60.580 60.577 0.003

190.000 60.360 60.353 0.007

200.000 60.120 60.122 �0.002

212.000 59.830 59.837 �0.007

Standard error is

61.50789400

Correlation coefficient is

.99996
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The standard error is derived as

Sc ¼ ΣCsc
2

� �
= N


 �0:5 ð10:15Þ

and the coefficient of correlation is derived as:

Rc ¼ ΣC�c
2

� �
= ΣC2
� �
 �0:5 ð10:16Þ

A FORTRAN listing of the program used to generate the mathematical

equations presented, can be obtained from the Lenox Institute of Water Technol-

ogy. This program was run on a DEC-SYSTEM 10 at Stevens Institute of

Technology. An in-house plotting routine, RSPLOT (HOUSTON INSTRU-

MENTS DP7) was used to plot the data generated by the program, along with

the actual input data. This allowed the authors to visually inspect each set of data

for accuracy.

Table 10.2 Temperature T

(
C) versus specific weight
S.W. (kN/m3)

The degree of fit for this run is 3

Coefficients

x (0)¼ 0.98068E + 01

x (1)¼ 0.18341E� 03

x (2)¼ �0.58132E� 04

x (3)¼ 0.15575E� 06

Variable Actual value Calculated value Difference

0.000 9.805000 9.806765 �0.001765

5.000 9.807000 9.806243 0.000752

10.000 9.804000 9.802941 0.001059

15.000 9.798000 9.796962 0.001038

20.000 9.789000 9.788426 0.000574

25.000 9.777000 9.777451 �0.000451

30.000 9.764000 9.764153 �0.00153

40.000 9.730000 9.731057 �0.001057

50.000 9.689000 9.690073 �0.001073

60.000 9.642000 9.642135 �0.000135

70.000 9.589000 9.588178 0.000822

80.000 9.530000 9.529135 0.000865

90.000 9.466000 9.465943 0.000057

100.000 9.399000 9.399534 �0.000534

Standard error is

9.68492870

Correlation coefficient is

1.00000
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3 Derivation of Water Property Models

For each set of data, two equations were generated; one in 
C the other 
F. The rest
of this section presents these equations, computer output of the modeling data,

including the actual and calculated data.

Tables 10.1, 10.2, 10.3, 10.4, 10.5, 10.6, 10.7, 10.8, 10.9, 10.10, 10.11, 10.12,

10.13, 10.14, 10.15, 10.16, and 10.17 document the tabulated computer output data

and the graphically illustrated computer output data.

4 Summary of Water Property Models

Unless otherwise noted the following derived equations are good in the following

temperature ranges:

degrees F¼ 32 to 212 
F
degrees C¼ 0 to 100 
C

4.1 Specific Weight

S:W: 1b=ft3
� � ¼ 0:62294 � 102 þ 0:82009 � 10�2T

� 0:12783 � 10�3T2 þ 0:16262 � 10�6T3
ð10:17Þ

where T¼ temperature (
F)

S:W: kN=m3
� � ¼ 0:98068 � 10þ 0:18341 � 10�3T � 0:58132 � 10�4T2

þ 0:15575 � 10�6T3

ð10:18Þ
where T¼ temperature (
C)

4.2 Density

D slug= ft3
� � ¼ 0:19354 � 10 þ 0:27304 � l0�3T � 0:40986 � l0�5T2

þ 0:53217 � 10�8T3

ð10:19Þ
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where T¼ temperature (
F)

D kg=m3
� � ¼ 0:99997 � 103þ 0:21908 � 10�1T�0:59813 � l0�2T2

þ 0:16133 � 10�4T3
ð10:20Þ

where T¼ temperature (
C)

4.3 Modulus of Elasticity

M:E: 10�31b=in2
� � ¼ 0:24333 � 103 þ 0:16532 � 10 T � 0:8989 � 10�2T2

þ 0:11640 � 10�4T3

ð10:21Þ

Table 10.3 Temperature T

(
F) versus density D

(slug/ft3)

The degree of fit for this run is 3

Coefficients

x (0)¼ 0.19354E + 01

x (1)¼ 0.27304E� 03

x (2)¼ �0.40986E� 05

x (3)¼ 0.53217E� 08

Variable Actual value Calculated value Difference

32.000 1.940 1.940 �0.000

40.000 1.940 1.940 �0.000

50.000 1.940 1.939 0.001

60.000 1.938 1.938 �0.000

70.000 1.936 1.936 �0.000

80.000 1.934 1.934 0.000

90.000 1.931 1.931 0.000

100.000 1.927 1.927 �0.000

110.000 1.923 1.923 0.000

120.000 1.918 1.918 �0.000

130.000 1.913 1.913 �0.000

140.000 1.908 1.908 0.000

150.000 1.902 1.902 �0.000

160.000 1.896 1.896 0.000

170.000 1.890 1.890 0.000

180.000 1.883 1.883 0.000

190.000 1.876 1.876 0.000

200.000 1.868 1.869 �0.001

212.000 1.860 1.860 0.000

Standard error is 1.91173690 Correlation coefficient is 0.999
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where T¼ temperature (
F)

M:E: 10�6kN=m2
� � ¼ 0:19825 � 10 þ 0:13210 � 10�1T � 0:1594 � 10�3T2

þ 0:35871� 10�6T3

ð10:22Þ

where T¼ temperature (
C)

4.4 Dynamic Viscosity

D:V: 105lb�sec = ft2
� � ¼ 0:72021 �10� 0:15908 � T þ 0:20304 � 10�2T2

� 0:15985 � 10�4T3 þ 0:75655 � 10�7T4

� 0:19625 � 10�9T5 þ 0:21364 � 10�12T6

ð10:23Þ

Table 10.4 Temperature T

(
C) versus density D (kg/m3)
The degree of fit for this run is 3

Coefficients

x (0)¼ 0.9999 + 03

x (1)¼ 0.21908E� 01

x (2)¼ �0.59813E� 02

x (3)¼ 0.16133E� 04

Variable Actual value Calculated value Difference

0.000 999.800000 999.969220 �0.169212

5.000 1000.000000 999.931230 0.068771

10.000 999.700000 999.606290 0.093704

15.000 999.100000 999.006480 0.093521

20.000 998.200000 998.143900 0.056099

25.000 997.000000 997.030650 �0.030655

30.000 995.700000 995.678830 0.021164

40.000 992.200000 992.307910 �0.107910

50.000 988.000000 988.127910 �0.127907

60.000 983.200000 983.235620 �0.035622

70.000 977.800000 977.727870 0.072136

80.000 971.800000 971.701450 0.098557

90.000 965.300000 965.253140 0.046860

100.000 958.400000 958.479760 �0.079758
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where T¼ temperature (
F)

D:V: 103N�sec =m2
� � ¼ 0:17798 �10� 0:57931 � 10�1T þ 0:12343 � 10�2T2

� 0:16454 � 10�4T3 þ 0:11946 � 10�6T4 � 0:35408 � 10�9T5

ð10:24Þ

where T¼ temperature (
C)

4.5 Kinematic Viscosity

K:V: 105 ft2=sec
� � ¼ 0:37214 �10� 0:82655 � 10�1T þ 0:10631 � 10�2T2

� 0:84268 � 10�5T3 þ 0:40144 � 10�7T4

� 0:10478 � 10�9T5 þ 0:11471 � 10�12T6

ð10:25Þ

Table 10.5 Temperature T

(
F) versus modulus of

elasticity M.E. (10�3 lb/in2)

The degree of fit for this run is 3

Coefficients

x (0)¼ 0.24333E + 03

x (1)¼ 0.16532E + 01

x (2)¼ �0.89890E� 02

x (3)¼ 0.11640E� 04

Variable Actual value Calculated value Difference

32.000 287.000 287.412 �0.412

40.000 296.000 295.823 0.177

50.000 305.000 304.975 0.025

60.000 313.000 312.679 0.321

70.000 319.000 319.004 �0.004

80.000 324.000 324.020 �0.020

90.000 328.000 327.796 0.204

100.000 331.000 330.404 0.596

110.000 332.000 331.912 0.088

120.000 332.000 332.391 �0.391

130.000 331.000 331.910 �0.910

140.000 330.000 330.539 �0.539

150.000 328.000 328.348 �0.348

160.000 326.000 325.407 0.593

170.000 322.000 321.785 0.215

180.000 318.000 317.554 0.446

190.000 313.000 312.781 0.219

200.000 308.000 307.538 0.462

212.000 300.000 300.722 �0.722
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where T¼ temperature (
F)

K:V: 106m2=sec
� � ¼ 0:17835 �10� 0:58676 � 10�1T þ 0:12796 � 10�2T2

� 0:17407 � 10�4T3 þ 0:12836 � 10�6T4 � 0:38482 � 10�9T5

ð10:26Þ

where T¼ temperature (
C)

4.6 Vapor Pressure

V:P: lb=in2
� � ¼ 0:26344 � 0:13404 � 10�1T þ 0:32548 � 10�3T2

� 0:25608 � 10�5T3 þ 0:13386 � 10�7T4
ð10:27Þ

where T¼ temperature (
F)

Table 10.6 Temperature T

(
C) versus modulus of

elasticity M.E. (10�6 kN/m2)

The degree of fit for this run is 3

Coefficients

x (0)¼ 0.19825E + 01

x (1)¼ 0.13210E� 01

x (2)¼ �0.15940E� 03

x (3)¼ 0.35871E� 06

Variable Actual value Calculated value Difference

0.000 1.980000 1.982473 �0.002473

5.000 2.050000 2.044583 0.005417

10.000 2.100000 2.098992 0.001008

15.000 2.150000 2.145968 0.004032

20.000 2.170000 2.185781 �0.015781

25.000 2.220000 2.218701 0.001299

30.000 2.250000 2.244995 0.005005

40.000 2.280000 2.278784 0.001216

50.000 2.290000 2.289302 0.000698

60.000 2.280000 2.278700 0.001300

70.000 2.250000 2.249131 0.000869

80.000 2.200000 2.202747 �0.002747

90.000 2.140000 2.141700 �0.001700

100.000 2.070000 2.068143 0.001857

Standard error is

2.17357710

Correlation coefficient is .99857
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V:P: kN=m2
� � ¼ 0:60991 þ 0:44337 � 10�1T þ 0:14364 � 10�2T2

þ 0:2680 � 10�4T3 þ 0:27022 � 10�6T4 þ 0:28101 � 10�8T5

ð10:28Þ

where T¼ temperature (
C)

Table 10.7 Temperature T

(
F) versus dynamic viscosity

D.V. (105 lb-sec/ft2)

The degree of fit for this run is 6

Coefficients

x (0)¼ 0.72021E + 01

x (1)¼ �0.15908E + 00

x (2)¼ 0.20304E� 02

x (3)¼ �0.15985E� 04

x (4)¼ 0.75655E� 07

x (5)¼ �0.19625E� 09

x (6)¼ 0.21364E� 12

Variable Actual value Calculated value Difference

32.000 3.746 3.740 0.006

40.000 3.229 3.239 �0.010

50.000 2.735 2.741 �0.006

60.000 2.359 2.351 0.008

70.000 2.050 2.044 0.006

80.000 1.799 1.797 0.002

90.000 1.595 1.596 �0.001

100.000 1.424 1.429 �0.005

110.000 1.284 1.288 �0.004

120.000 1.168 1.169 �0.001

130.000 1.069 1.067 0.002

140.000 0.981 0.979 0.002

150.000 0.905 0.903 0.002

160.000 0.838 0.837 0.001

170.000 0.780 0.779 0.001

180.000 0.726 0.727 �0.001

190.000 0.678 0.680 �0.002

200.000 0.637 0.637 �0.000

212.000 0.593 0.592 0.001

Standard error is

1.50505530

Correlation coefficient is

1.00000
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4.7 Surface Tension

S:T: N=mð Þ ¼ 0:76353 � 10�1 � 0:26673 � 10�3T þ 0:68479 � 10�5T2

� 0:16667 � 10�6T3 þ 0:1697 � 10�8T4 � 0:62319 � 10�11T5

ð10:29Þ

where T¼ temperature (
C)

S:T: 1b=ftð Þ ¼ 0:134 � 10�2 þ 0:12 � 10�3T ð10:30Þ

where T¼water temperature (
F) at the range of 32 
F<T< 40 
F

S:T: 1b=ftð Þ ¼ 0:1034 � 10�1 � 0:105 � 10�3T ð10:31Þ

Table 10.8 Temperature T

(
C) versus dynamic viscosity

D.V. (103 N-sec/m2)

The degree of fit for this run is 5

Coefficients

x (0)¼ 0.17798E + 01

x (1)¼ �0.57931E� 01

x (2)¼ 0.12343E� 02

x (3)¼ �0.16454E� 04

x (4)¼ 0.11946E� 06

x (5)¼ �0.35408E� 09

Variable Actual value Calculated value Difference

0.000 1.781000 1.779821 0.001179

5.000 1.518000 1.519043 �0.001043

10.000 1.307000 1.308652 �0.001652

15.000 1.139000 1.138831 0.000169

20.000 1.002000 1.001286 0.000714

25.000 0.890000 0.889121 0.000879

30.000 0.798000 0.796695 0.001305

40.000 0.653000 0.654024 �0.001024

50.000 0.547000 0.548341 �0.001341

60.000 0.466000 0.466393 �0.000393

70.000 0.404000 0.402352 0.001648

80.000 0.354000 0.353568 0.000432

90.000 0.315000 0.316319 �0.001319

100.000 0.282000 0.281564 0.000436

Standard error is

0.81828707

Correlation coefficient is .99999
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where T¼water temperature (
F) at the range of 40 
F<T< 50 
F

S:T: 1b=ftð Þ ¼ 0:53708 � 10�2 � 0:52817 � 10�5T

� 0:46523 � 10�8T2 ð10:32Þ

where T¼water temperature (
F) at the range of 50 
F<T< 212 
F

Table 10.9 Temperature T

(
F) versus kinematic

viscosity K.V. (105 ft2/sec)

The degree of fit for this run is 6

Coefficients

x (0)¼ 0.37214E + 01

x (1)¼ �0.82655E� 01

x (2)¼ 0.10631E� 02

x (3)¼ �0.84268E� 05

x (4)¼ 0.40144E� 07

x (5)¼ �0.10478E� 09

x (6)¼ 0.11471E� 12

Variable Actual value Calculated value Difference

32.000 1.931 1.928 0.003

40.000 1.664 1.669 �0.005

50.000 1.410 1.413 �0.003

60.000 1.217 1.213 0.004

70.000 1.059 1.056 0.003

80.000 0.930 0.929 0.001

90.000 0.826 0.826 �0.000

100.000 0.739 0.741 �0.002

110.000 0.667 0.670 �0.003

120.000 0.609 0.609 �0.000

130.000 0.558 0.557 0.001

140.000 0.514 0.513 0.001

150.000 0.476 0.475 0.001

160.000 0.442 0.442 0.000

170.000 0.413 0.412 0.001

180.000 0.385 0.386 �0.001

190.000 0.362 0.363 �0.001

200.000 0.341 0.341 �0.000

212.000 0.319 0.319 0.000

Standard error is

0.78221232

Correlation coefficient is .99999
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5 Discussion and Examples

Fluid mechanics is a study of fluids including liquids and gases. It involves various

properties of the fluid, such as density, specific weight, modulus of elasticity,

dynamic viscosity, kinematic viscosity, surface tension, vapor pressure, velocity,

pressure, volume, temperature, etc. as functions of space and time. To environmen-

tal water resources engineers, the most important liquid and gas are water and air,

respectively.

Density is defined as the mass of a substance, such as water, per unit volume.

Specific weight is defined as weight per unit volume. Weight is a force (N/m3 or

lb/ft3).

Modulus of elasticity is a material property characterizing the compressibility of

a fluid, such as water. The modulus of elasticity can be mathematically modeled as

M.E.¼�dP/(dV/V)¼ dD/(dD/D) where M.E.¼modulus of elasticity (psi, lb/in2,

Pa, kPa, or N/m2); dP¼ differential change in pressure on the object (lb/in2, or

N/m2); dV¼ differential change in volume of the object (ft3, or m3); V¼ initial

Table 10.10 Temperature

T (
C) versus kinematic

viscosity K.V. (106 m2/sec)

The degree of fit for this run is 5

Coefficients

x (0)¼ 0.17835E + 01

x (1)¼ �0.58676E� 01

x (2)¼ 0.12796E� 02

x (3)¼ �0.17407E� 04

x (4)¼ 0.12836E� 06

x (5)¼ �0.38482E� 09

Variable Actual value Calculated value Difference

0.000 1.785000 1.783548 0.001452

5.000 1.519000 1.520060 �0.001060

10.000 1.306000 1.308585 �0.002585

15.000 1.139000 1.138776 0.000224

20.000 1.003000 1.001922 0.001078

25.000 0.893000 0.890806 0.002194

30.000 0.800000 0.799557 0.000443

40.000 0.658000 0.659059 �0.001059

50.000 0.553000 0.554950 �0.001950

60.000 0.474000 0.474090 �0.000090

70.000 0.413000 0.411054 0.001946

80.000 0.364000 0.363518 0.000482

90.000 0.326000 0.327641 �0.001641

100.000 0.294000 0.293444 0.000556

Standard error is

0.82335910

Correlation coefficient is .99999
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volume of the object (ft3, or m3); dD¼ differential change in density of the object

(slug/ft3, or kg/m3); and D¼ initial density of the object (slug/ft3, or kg/m3).

Dynamic viscosity is the property of a fluid whereby it tends to resist relative

motion within itself. It is the shear stress, i.e., the tangential force on unit area,

between two infinite horizontal planes at unit distance apart, one of which is fixed

while the other moves with unit velocity. In other words, it is the shear stress

divided by the velocity gradient, i.e., (N/m2)/(m/sec/m)¼N-sec/m2.

Kinematic viscosity is the dynamic viscosity of a fluid divided by its density, i.e.,

(N-sec/m2)/(kg/m3)¼m2/sec.

Surface tension is a tensile force that attracts molecules to each other on a

liquid’s surface. Thus, a barrier is created between the air and the liquid.

Water vapor pressure is the pressure at which water vapor is in thermodynamic

equilibrium with its condensed state. At higher vapor pressures water would

condense. The water vapor pressure the partial pressure of water vapor in any gas

Table 10.11 Temperature

T (
F) versus vapor
pressure V.P. (lb/in2)

The degree of fit for this run is 4

Coefficients

x(0) = 0.26349E+00

x(1) = �0.13404E–01

x(2) = 0.32548E–03

x(3) = �0.25608E–05

x(4) = 0.13386E–07

Variable Actual value Calculated value Difference

32.000 0.09000 0.09793 �0.00793

40.000 0.12000 0.11842 0.20158

50.000 0.18000 0.17053 0.00950

60.000 0.26000 0.25127 0.00873

70.000 0.36003 0.36305 �0.00305

80.000 0.51000 0.51134 �0.00134

90.000 0.70000 0.70488 �0.00488

100.000 0.95000 0.95561 �0.40561

110.000 1.27000 1.27868 �0.00868

120.000 1.69000 1.69247 �0.00247

130.000 2.22000 2.21854 0.00146

140.000 2.89000 2.88170 0.00830

150.000 3.72000 3.70995 0.01005

160.000 4.74000 4.73450 0.00550

170.000 5.99000 5.98978 0.00022

180.000 7.51000 7.51344 �0.00344

190.000 9.34000 9.34633 �0.00633

200.000 11.52000 11.53252 �0.01252

212.000 14.70000 14.68909 0.01091

Standard error is

3.61895380

Correlation coefficient is

1.00000
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mixture in equilibrium with solid or liquid water. As for other substances, water

vapor pressure is a function of temperature.

The readers are referred to the following literature sources for more technical

information [1–17]. The examples in this section show how the basic water

properties (density, specific weight, modulus of elasticity, dynamic viscosity,

kinematic viscosity, surface tension and vapor pressure) can be calculated using

various water property models. The examples for determination of dissolved

oxygen concentration in water [10, 11], the reaeration coefficient of water [17]

and others [16] can be found from the literature.

The following conversion factors are useful for water resources engineers.

1 g/cm3¼ 1 g/mL¼ 1000 kg/m3¼ 1 kg/L¼ 1 kg/dm3¼ 1 tonne/m3¼ 8.34

lb/gallon¼ 62.4 lb/ft3

Table 10.12 Temperature T

(
C) versus vapor pressure
V.P. (kN/m2)

The degree of fit for this run is 5

Coefficients

x (0)¼ 0.60991E+ 00

x (1)¼ 0.44337E� 01

x (2)¼ 0.14364E� 02

x (3)¼ 0.26800E� 04

x (4)¼ 0.27022E� 06

x (5)¼ 0.28101E� 08

Variable Actual value Calculated value Difference

0.000 0.610000 0.609909 0.000091

5.000 0.870000 0.871036 �0.001036

10.000 1.230000 1.226712 0.003288

15.000 1.700000 1.704436 �0.004436

20.000 2.340000 2.337867 0.002133

25.000 3.170000 3.167875 0.002125

30.000 4.240000 4.243604 �0.003604

40.000 7.380000 7.376451 0.003549

50.000 12.330000 12.334949 �0.004949

60.000 19.920000 19.917375 0.002625

70.000 31.160000 31.155464 0.004536

80.000 47.340000 47.348126 �0.008126

90.000 70.100000 70.095174 0.004827

100.000 101.330000 101.331040 �0.001036

Standard error is

21.69428600

Correlation coefficient is

1.00000
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5.1 Calculation of Density

Density is defined as an object’s mass per unit volume. The density can be

determined using Eq. (10.33):

D ¼ M=V¼1=Vg ð10:33Þ

where

D¼ density (kg/m3, slugs/ft3)

M¼mass (kg, slugs)

V¼ volume (m3, ft3)

Vg¼ specific volume (m3/kg, ft3/slug)

The SI unit for density is kg/m3. The US customary unit is slug/ft3, in which slug

is the correct measure of mass. One can multiply slugs by 32.2 for a rough value in

pounds. Density is a physical property constant at a given temperature and density.

Table 10.13 Temperature T

(
C) versus surface tension
S.T. (N/m)

The degree of fit for this run is 5

Coefficients

x (0)¼ 0.76353E� 01

x (1)¼ �0.26673E� 03

x (2)¼ 0.68479E� 05

x (3)¼ �0.16667E� 06

x (4)¼ 0.16970E� 08

x (5)¼ �0.62319E� 11

Variable Actual value Calculated value Difference

0.000 0.076500 0.076353 0.000147

5.000 0.074900 0.075171 �0.000271

10.000 0.074200 0.074220 �0.000020

15.000 0.073500 0.073412 0.000088

20.000 0.072800 0.072676 0.000124

25.000 0.072000 0.071963 0.000037

30.000 0.071200 0.071238 �0.000038

40.000 0.069600 0.069680 �0.000080

50.000 0.067900 0.067962 �0.000062

60.000 0.066200 0.066150 0.000050

70.000 0.064400 0.064342 0.000058

80.000 0.062600 0.062598 0.000002

90.000 0.060800 0.060859 �0.000059

100.000 0.058900 0.058877 0.000023

Standard error is

0.06896435

Correlation coefficient is .99984
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5.1.1 Example 1. Determination of the Density of an Unknown Liquid

An unknown liquid substance at a unknown temperature has a mass of 999.7 kg

(2203.94 lb) and occupies a volume of 1000 L (35.316 ft3). What is the density of

this unknown liquid?

Solution 1 (SI System):

M¼ 999.7 kg

V¼ 1000 L¼ 1 m3

D¼M/V¼ 999.7 kg/m3

Table 10.14 Temperature T

(
F) versus surface tension
S.T. (lb/ft)

The degree of fit for this run is 5

Coefficients

x (0)¼ 0.47401E� 02

x (1)¼ 0.64525E� 04

x (2)¼ �0.17569E� 05

x (3)¼ 0.17739E� 07

x (4)¼ �0.79242E� 10

x (5)¼ 0.12998E� 12

Variable Actual value Calculated value Difference

32.000 0.005180 0.005508 �0.000328

40.000 0.006140 0.005456 0.000664

50.000 0.005090 0.005337 �0.000247

60.000 0.005040 0.005192 �0.000152

70.000 0.004980 0.005048 �0.000068

80.000 0.004920 0.004920 �0.000000

90.000 0.004860 0.004817 0.000043

100.000 0.004600 0.004738 0.000062

110.000 0.004730 0.004682 0.000048

120.000 0.004670 0.004640 0.000030

130.000 0.004600 0.004603 �0.000003

140.000 0.004540 0.004564 �0.000024

150.000 0.004470 0.004512 �0.000042

160.000 0.004410 0.004444 �0.000034

170.000 0.004340 0.004359 �0.000019

180.000 0.004270 0.004261 0.000009

190.000 0.004200 0.004164 0.000056

200.000 0.004130 0.004089 0.000041

212.000 0.004040 0.004075 �0.000035

Standard error is

0.00470960

Correlation coefficient is .91584
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Solution 2 (US Customary System):

M¼ 2203.94 lb¼ 68.4985 slug

V¼ 35.316 ft3

D¼M/V¼ 68.4985 slug/35.316 ft3¼ 1.94 slug/ft3

(Note: 1 lb force¼ 0.03108 slug mass; 1 slug mass¼ 32.174 lb force)

5.1.2 Example 2. Calculation of the Density of Water at 50 
F

Solution

Using Eq. (10.19), the density of water at 50 
F can be determined.

D slug=ft3
� �

¼ 0:19354 � 10 þ 0:27304 � 10�3T � 0:40986 � 10�5T2 þ 0:53217 � 10�8T3

¼ 0:19354 � 10 þ 0:27304 � 10�3 50ð Þ � 0:40986 � 10�5 50ð Þ2 þ 0:53217 � 10�8 50ð Þ3
¼ 1:939 slug=ft3

See Tables 10.3 and 10.19 for verification of the results. The advantage of using

an equation (such as Eq. 10.19) is that the density of water at any temperature (such

as 52.68 
F, etc.) can be quickly determined.

5.1.3 Example 3. Calculation of the Density of Water at 10 
C

Solution

Using Eq. (10.20), the density of water at 10 
C can be determined.

Table 10.15 Temperature T

(
F) versus surface tension
S.T. (lb/ft) when

32 
F<T< 40 
F

The degree of fit for this run is 1

Coefficients

x (0)¼ 0.13400E� 02

x (1)¼ 0.12000E� 03

Variable Actual value Calculated value Difference

32.00 0.00518 0.00518 �0.00000

40.00 0.00614 0.00614 0.00000
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D kg=m3ð Þ
¼ 0:99997 � 103 þ 0:21908 � 10�1T � 0:59813 � 10�2T2 þ 0:16133 � 10�4T3

¼ 0:99997 � 103 þ 0:21908 � 10�1 10ð Þ � 0:59813 � 10�2 10ð Þ2 þ 0:16133 � 10�4 10ð Þ3
¼ 999:6 kg=m3

See Tables 10.4 and 10.18 for verification of the calculated results using an

equation.

Table 10.16 Temperature T

(
F) versus surface tension
S.T. (lb/ft) when

40 
F<T< 50 
F

The degree of fit for this run is 1

Coefficients

x (0)¼ 0.10340E� 01

x (1)¼ �0.10500E� 03

Variable Actual value Calculated value Difference

40.00 0.00614 0.00614 0.00000

50.00 0.00509 0.00509 �0.00000

Table 10.17 Temperature T

(
F) versus surface tension
S.T. (lb/ft) when

50 
F<T< 212
F

The degree of fit for this run is 2

Coefficients

x (0)¼ 0.53708E� 02

x (1)¼ �0.52817E� 05

x (2)¼ �0.46523E� 08

Variable Actual value Calculated value Difference

50.00 0.00509 0.00510 �0.00001

60.00 0.00504 0.00504 0.00000

70.00 0.00498 0.00498 0.00000

80.00 0.00492 0.00492 0.00000

90.00 0.00486 0.00486 0.00000

100.00 0.00480 0.00480 0.00000

110.00 0.00473 0.00473 �0.00000

120.00 0.00467 0.00467 0.00000

130.00 0.00460 0.00461 �0.00001

140.00 0.00454 0.00454 �0.00000

150.00 0.00447 0.00447 �0.00000

160.00 0.00441 0.00441 0.00000

170.00 0.00434 0.00434 0.00000

180.00 0.00427 0.00427 0.00000

190.00 0.00420 0.00420 0.00000

200.00 0.00413 0.00413 0.00000

212.00 0.00404 0.00404 �0.00000

Standard error is

0.00459353

Correlation coefficient is .99997
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5.2 Calculation of Specific Weight

Specific weight is defined as weight per unit volume, in which weight is a force.

Specific weight can be calculated using Eq. (10.34).

S:W: ¼ D g ð10:34Þ

where

S.W.¼ specific weight (N/m3, lb/ft3)

D¼ density (kg/m3, slugs/ft3)

g¼ acceleration of gravity (9.81 m/s2, 32.174 ft/s2)

The SI-unit of specific weight is N/m3. The US customary unit is lb/ft3. The local

acceleration g is under normal conditions 9.807 m/s2 in SI-units and 32.174 ft/s2 in

US customary units. 1 N¼ 1 Newton¼ the force that, when applied to a body of

1 kg mass, gives it an acceleration of 1 m/s2. 1 N¼ 1 kg-m/s2. 1 kN¼ 1000 N.

5.2.1 Example 4. Determination of the Pure Water’s Specific Weight

at 4 
C (39.2 
F)

At 4 
C (39.2 
F), pure water has its highest density 1000 kg/m3 (1.940 slug/ft3).

What is this pure water’s specific weight at this temperature?

Solution 1 (SI System)

Using Eq. (10.34), the specific weight of pure water at 4 
C can be determined

S:W: ¼ D g

¼ 1000 kg=m3ð Þ 9:81 m=s2ð Þ
¼ 9810 kg-m=s2ð Þ=m3

¼ 9810 N=m3

¼ 9:81 kN=m3

Solution 2 (US Customary System)

Using Eq. (10.34), the specific weight of pure water at 39.2 
F can be determined
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S:W: ¼ D g

¼ 1:940 slug=ft3
� �

32:174 ft=s2ð Þ
¼ 62:4 slug-ft=s2ð Þ=ft3
¼ 62:4 1b=ft3

where

1 lb force¼ the force that, when applied to a body of 1 slug mass, gives it an

acceleration of 1 ft/s2.

5.2.2 Example 5. Calculation of the Specific Weight of Water at 50 
F

Solution

Using Eq. (10.17), the specific weight of water at 50 
F can be determined.

S:W: 1b=ft3
� �

¼ 0:62294 � 102 þ 0:82009 � 10�2T � 0:12783 � 10�3T2 þ 0:16262 � 10�6T3

¼ 0:62294 � 102 þ 0:82009 � 10�2 50ð Þ � 0:12783 � 10�3 50ð Þ2 þ 0:16262 � 10�6 50ð Þ3
¼ 62:405 1b=ft3

See Tables 10.1 and 10.19 for verification of the calculated results.

5.2.3 Example 6. Calculation of the Specific Weight of Water at 10 
C

Solution

Using Eq. (10.18), the specific weight of water at 10 
C can be determined.

S:W: kN=m3ð Þ
¼ 0:98068 � 10 þ 0:18341 � 10�3T � 0:58132 � 10�4T2 þ 0:15575 � 10�6T3

¼ 0:98068 � 10 þ 0:18341 � 10�3 10ð Þ � 0:58132 � 10�4 10ð Þ2 þ 0:15575 � 10�6 10ð Þ3
¼ 9:802941 kN=m3

See Tables 10.2 and 10.18 for verification of the calculated results.

5.3 Calculation of Modulus of Elasticity

Themodulus of elasticity is a material property characterizing the compressibility of

a fluid, such as water. The modulus of elasticity can be mathematically modeled as
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M:E: ¼ �dP= dV=Vð Þ ¼ dP= dD=Dð Þ ð10:35Þ

where M.E.¼modulus of elasticity (psi, lb/in2, Pa, kPa, or N/m2); dP¼ differential

change in pressure on the object (psi, lb/in2, Pa, kPa, or N/m2); dV¼ differential

change in volume of the object (ft3 or m3); V¼ initial volume of the object (ft3 or

m3); dD¼ differential change in density of the object (slug/ft3, or kg/m3); and

D¼ initial density of the object (slug/ft3, or kg/m3).

An increase in the pressure will decrease the volume. A decrease in the volume

will increase the density. The SI unit of the modulus of elasticity is N/m2 (Pa), while

the US customary unit is lb/in2 (psi). Here 1 lb/in2 (psi)¼ 6.894� 103 N/m2 (Pa)

5.3.1 Example 7. Calculation of the Modulus of Elasticity of Water

at 50 
F

Solution

Using Eq. (10.21), the modulus of elasticity of water at 50 
F can be determined

ME: 10�31b=in2
� �

¼ 0:24333 � 103 þ 0:16532 � 10T � 0:8989 � 10�2T2 þ 0:11640 � 10�4T3

¼ 0:24333 � 103 þ 0:16532 � 10 50ð Þ � 0:8989 � 10�2 50ð Þ2 þ 0:11640 � 10�4 50ð Þ3
¼ 304:975

M:E: ¼ 304975 1b=in2

See Tables 10.5 and 10.19 for verification of the calculated result.

5.3.2 Example 8. Calculation of the Modulus of Elasticity of Water at
10 
C

Solution

Using Eq. (10.22), the modulus of elasticity of water at 10 
C can be determined

M:E: 10�6kN=m2
� �

¼ 0:19825 � 10 þ 0:13210 � 10�1T � 0:1594 � 10�3T2 þ 0:35871 � 10�6T3

¼ 0:19825 � 10 þ 0:13210 � 10�1 10ð Þ � 0:1594 � 10�3 10ð Þ2 þ 0:35871 � 10�6 10ð Þ3
¼ 2:098992

M:E: ¼2098992 kN=m2 ¼ 2098992 kPa

See Tables 10.6 and 10.18 for verification of the calculated result.
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5.4 Calculation of Dynamic Viscosity

Viscosity of a fluid is that property of a fluid which determines the amount of its

resistance to a shearing force. Both the dynamic viscosity (absolute viscosity) and

the kinematic viscosity are used to measure this resistance to flow. Equation

(10.36), known as the Newtons Law of Friction, defines the dynamic (absolute)

viscosity:

D:V: ¼ Fs dy=dvð Þ ð10:36Þ

where

D.V.¼ dynamic viscosity (lb-s/ft2; N-s/m2)

Fs¼ shearing force (lb/ft2; N/m2)

dy¼ length change (ft; m)

dv¼ velocity change (ft/s; m/s)

In the SI system, the dynamic viscosity units are N-s/m2, Pa-s or kg/m-s where

1 N-s/m2¼ 1 Pa-s (Pascal-second)¼ 1 kg/m-s¼ 10 g/cm-s¼ 10 dyne-s/cm2¼ 10 P

(poise)¼ 10� (100 cP)¼ 1000 cP (centipoises)

5.4.1 Example 9. Calculation of the Dynamic Viscosity of Water
at 50 
F

Solution

Using Eq. (10.23), the dynamic viscosity of water at 50 
F can be determined D.V.

D:V: 1051b-s=ft2
� �

¼ 0:72021 �10� 0:15908 � Tþ 0:20304 � 10�2T2 � 0:15985 � I0�4T3

þ 0:75655 � 10�7T4 � 0:19625 � 10�9T5 þ 0:21364 � 10�12T6

¼ 0:72021 �10� 0:15908 � 50ð Þ þ 0:20304 � 10�2 50ð Þ2 � 0:15985 � 10�4 50ð Þ3

þ 0:75655 � 10�7 50ð Þ4 � 0:19625 � 10�9 50ð Þ5 þ 0:21364 � 10�12 50ð Þ6
¼ 2:741

D:V: ¼ 2:741 � 10�51b-s=ft2

See Tables 10.7 and 10.19 for verification of the calculated result.
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5.4.2 Example 10. Calculation of the Dynamic Viscosity of Water

at 10 
C

Solution

Using Eq. (10.24), the dynamic viscosity of water at 10 
C can be determined

D:V: 103N-s=m2
� �

¼ 0:17798 �10� 0:57931 � 10�1T þ 0:12343 � 10�2T2 � 0:16454 � 10�4T3

þ 0:11946 � 10�6T4 � 0:35408 � 10�9T5

¼ 0:17798 � 101 � 0:57931 � 10�1 10ð Þ þ 0:12343 � 10�2 10ð Þ2

� 0:16454 � 10�4 10ð Þ3 þ 0:11946 � 10�6 10ð Þ4 � 0:35408 � 10�9 10ð Þ5
¼ 1:308652

D:V: ¼ 1:308652 � 10�3N-s=m2

See Tables 10.8 and 10.18 for verification of the calculated result.

5.5 Calculation of Kinematic Viscosity

Equation (10.37) defines the kinematic viscosity:

K:V: ¼ D:V:=D ¼ D:V:= S:W:=gð Þ ð10:37Þ

where

K.V.¼ kinematic viscosity (ft2/s; m2/s)

D.V.¼ dynamic viscosity (lb-s/ft2; N-s/m2)

D¼ density (slug/ft3; kg/m3)

S.W.¼ specific weight (lb/ft3; kN/m3)

g¼ 32.2 ft/s2¼ 9.806 m/s2.

In the SI system the unit of theoretical kinematic viscosity is m2/s, or commonly

used Stoke (St) where 1 St (Stokes)¼ 10�4 m2/s¼ 1 cm2/s¼ 100 cSt (centiStokes).

1 cSt (centistokes)¼ 10�6 m2/s¼ 1 mm2/s.
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5.5.1 Example 11. Calculation of the Kinematic Viscosity of Water

at 50 
F

Solution

Using Eq. (10.25), the kinematic viscosity of water at 50 
F can be determined

K:V: 105ft2=s
� �

¼ 0:37214 �10� 0:82655 � 10�1T þ 0:10631 � 10�2T2 � 0:84268 � 10�5T3

þ 0:40144 � 10�7T4 � 0:10478 � 10�9T5 þ 0:11471 � 10�12T6

¼ 0:37214 �10� 0:82655 � 10�1 50ð Þ þ 0:10631 � 10�2 50ð Þ2 � 0:84268 � 10�5 50ð Þ3

þ 0:40144 � 10�7 50ð Þ4 � 0:10478 � 10�9 50ð Þ5 þ 0:11471 � 10�12 50ð Þ6
¼ 1:413

K:V: ¼ 1:413 � 10�5ft2=s

See Tables 10.9 and 10.19 for verification of the calculated result.

5.5.2 Example 12. Calculation of the Kinematic Viscosity of Water
at 10 
C

Solution

Using Eq. (10.26), the kinematic viscosity of water at 10 
C can be determined.

K:V: 106m2=s
� �

¼ 0:17835 �10� 0:58676 � 10�1T þ 0:12797 � 10�2T2 � 0:17407 � 10�4T3

þ 0:12836 � 10�6T4 � 0:38482� 10�9T5

¼ 0:17835 �10� 0:58676 � 10�1 10ð Þ þ 0:12797 �10�2 10ð Þ2

� 0:17407 �10�4 10ð Þ3 þ 0:12836 � 10�6 10ð Þ4 � 0:38482 � 10�9 10ð Þ5
¼ 1:308585

K:V: ¼ 1:308585 � 10�6m2=s

See Tables 10.10 and 10.18 for verification of the calculated result.
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5.6 Calculation of Vapor Pressure

The water vapor pressure is the pressure at which gaseous water vapor is in

thermodynamic equilibrium with its condensed state. Gaseous water vapor would

condense becoming liquid at higher pressures. The water vapor pressure is the

partial pressure of water vapor in any gas mixture in equilibrium with solid or liquid

water. The water vapor pressure is a function of temperature, and may be approx-

imated by the following Eqs. (10.38)–(10.40) as well as Eqs. (10.27)–(10.28).

V:P: mm Hgð Þ ¼ exp 20:386 � 5132 � T�1
� � ð10:38Þ

where

V.P.¼water vapor pressure, mm Hg

T¼ temperature, Kelvin.

Log10 V:P:ð Þ ¼ A � B= C þ Tð Þ ð10:39Þ

where

V.P.¼water vapor pressure, mm Hg

T¼ temperature, 
C
A¼ 8.07131; if T is in the range of 1–100 
C
B¼ 1730.63; if T is in the range of 1–100 
C
C¼ 233.426; if T is in the range of 1–100 
C
A¼ 8.14019; if T is in the range of 100–374 
C.
B¼ 1810.94; if T is in the range of 100–374 
C.
C¼ 244.485; if T is in the range of 100–374 
C.

Equation (10.39) is also knows as Antoine equation.

V:P: maxð Þ ¼ exp 77:3450 þ 0:0057T � 7235T�1
� �

=T8:2 ð10:40Þ

where

V.P.(max)¼maximum saturation pressure of water vapor in moist air, Pa

T¼ temperature, K

e¼ constant 2.718
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5.6.1 Example 13. Calculation of Maximum Water Vapor Pressure

in Moist Air at Dry Bulb Temperature 25 
C

Solution

V:P: maxð Þ
¼ exp 77:3450 þ 0:0057T � 7235 T�1

� �
=T8:2

¼ exp 77:3450 þ 0:0057 273 þ 25ð Þ � 7235= 273 þ 25ð Þ½ �=�273 þ 25
�
8:2

¼ e 77:3450 þ 0:0057 298ð Þ � 7235 = 298ð Þ½ �= 298ð Þ8:2
¼ 3130 Pa

5.6.2 Example 14. Calculation of the Vapor Pressure of Water at 50 
C

Solution

Using Eq. (10.27), the water vapor pressure at 50 
F can be determined.

V:P: 1b=in2
� �

¼ 0:26344 � 0:13404 � 10�1T þ 0:32548 � 10�3T2

� 0:25608 � 10�5T3 þ 0:13386 � 10�7T4

¼ 0:26344 � 0:13404 � 10�1 50ð Þ þ 0:32548 � 10�3 50ð Þ2
� 0:25608 � 10�5 50ð Þ3 þ 0:13386 � 10�7 50ð Þ4

¼ 0:17050

V:P: ¼ 0:1705 1b=in2

See Tables 10.11 and 10.19 for verification of the calculated result.

5.6.3 Example 15. Calculation of the Vapor Pressure of Water at 10 
C

Solution

Using Eq. (10.28), the vapor pressure of water at 10 
F can be determined.
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V:P: kN=m2ð Þ
¼ 0:60991 þ 0:44337 � 10�1T þ 0:14364 � 10�2T2 þ 0:2680 � 10�4T3

þ 0:27022 � 10�6T4 þ 0:28101 � 10�8T5

¼ 0:60991 þ 0:44337 � 10�1 10ð Þ þ 0:14364 � 10�2 10ð Þ2 þ 0:2680 � 10�4 10ð Þ3

þ 0:27022 � 10�6 10ð Þ4 þ 0:28101 � 10�8 10ð Þ5
¼ 1:226712

V:P: ¼ 1:226712 kN=m2

See Tables 10.12 and 10.18 for verification of the calculated result.

5.7 Calculation of Surface Tension

Surface tension of a liquid is caused by the inward attraction of molecules at a

boundary, such as liquid–solid. It is the energy required to stretch a unit change of a

surface area. Since the sphere offers the smallest area for a definite volume, the

surface tension will form a drop of liquid to a sphere. Mathematically surface

tension is defined by Eq. (10.41).

S:T: ¼ Fsf=L ð10:41Þ

where

S.T.¼ surface tension, N/m or lb/ft

Fsf¼ stretching force, N or lb;

L¼ unit length, m or ft

Commonly surface tension is reported in dyne/cm, which is the force in dynes

required to break a film of length 1 cm. The other common surface tension units are:

1 dyne/cm¼ 0.001 N/m¼ 0.0000685 lb/ft¼ 0.571� 10�5 lb/in¼ 1 mN/m¼ 0.001

J/m2¼ 1 erg/cm2¼ 0.00010197 kg/m

5.7.1 Example 16. Calculation of the Surface Tension of Water at 10 
C

Solution

Using Eq. (10.29), the surface tension of water at 10 
C can be determined.
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S:T: N=mð Þ
¼ 0:76353 � 10�1 � 0:26673 � 10�3T þ 0:68479 � 10�5T2 � 0:16667 � 10�6T3

þ 0:1697 � 10�8T4 � 0:62319 � 10�11T5

¼ 0:76353 � 10�1 � 0:26673 � 10�3 10ð Þ þ 0:68479 � 10�5 10ð Þ2 � 0:16667 � 10�6 10ð Þ3

þ 0:1697 � 10�8 10ð Þ4 � 0:62319 � 10�11 10ð Þ5
¼ 0:074220

V:P: ¼ 0:074220 N=m

See Tables 10.13 and 10.18 for verification of the calculated result.

5.7.2 Example 17. Calculation of the Surface Tension of Water at 50 
F

Solution

Using Eq: ð10:31Þ, the vapor pressure of water at 50 
F can be determined:

S:T: 1b=ftð Þ
¼ 0:1034 � 10�1 � 0:105 � 10�3T

¼ 0:1034 � 10�1 � 0:105 � 10�3 50ð Þ
¼ 0:00509

S:T: ¼ 0:00509 1b=ft

See Tables 10.16 and 10.19 for verification of the calculated result. Additional

mathematical modeling data related to water temperature and surface tension can

be found from Tables 10.14, 10.15 and 10.17.

6 Glossary of Water Properties [5–9, 18]

Bulk modulus and fluid elasticity See modulus of elasticity.

Density The mass of a substance, such as water, per unit volume.

Dynamic viscosity It is the property of a fluid whereby it tends to resist relative

motion within itself. It is the shear stress, i.e., the tangential force on unit area,

between two infinite horizontal planes at unit distance apart, one of which is

fixed while the other moves with unit velocity. In other words, it is the shear

stress divided by the velocity gradient, i.e., (N/m2)/(m/sec/m)¼N-sec/m2.

Fluid mechanics A study of fluids including liquids and gases. It involves various

properties of the fluid, such as density, specific weight, modulus of elasticity,
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dynamic viscosity, kinematic viscosity, surface tension, vapor pressure, veloc-

ity, pressure, volume, temperature, etc. as functions of space and time.

Kinematic viscosity It is the dynamic viscosity of a fluid divided by its density,

i.e., (N-sec/m2)/(kg/m3)¼m2/sec.

Modulus of elasticity A material property characterizing the compressibility of a

fluid, such as water. The modulus of elasticity can be mathematically modeled

as M.E. ¼� dP/(dV/V)¼ dD/(dD/D) where M.E.¼modulus of elasticity (psi,

lb/in2, Pa, kPa, or N/m2); dP¼ differential change in pressure on the object (lb/in2,

or N/m2); dV¼ differential change in volume of the object (ft3, or m3); V¼ initial

volume of the object (ft3, or m3); dD¼ differential change in density of the object

(slug/ft3, or kg/m3); D¼ initial density of the object (slug/ft3, or kg/m3).

Newton (N) It is the force that, when applied to a body of mass of 1 kg, gives it an

acceleration of 1 m/s2.

Specific weight It is defined as weight per unit volume. Weight is a force (N/m3 or

lb/ft3.)

Surface tension The attraction of molecules to each other on a liquid’s surface.

Thus, a barrier is created between the air and the liquid.

Vapor pressure The water vapor pressure is the pressure at which water vapor is

in thermodynamic equilibrium with its condensed state. At higher vapor pres-

sures water would condense. The water vapor pressure the partial pressure of

water vapor in any gas mixture in equilibrium with solid or liquid water. As for

other substances, water vapor pressure is a function of temperature.

7 Appendices

Table 10.18 Physical properties of water (SI units)a

Temperature,

C

Specific
weight
γ,
kN/m3

Density,
ρ, kg/m3

Modulus
of
elasticityb,
E/106,
kN/m2

Dynamic
viscosity
μ� 103

N · s/m2

Kinematic
viscosity
υ� 106,
m2/s

Surface
tensionc,
σ, N/m

Vapor
pressure,
pv,
kN/m2

0 9.805 999.8 1.98 1.781 1.785 0.0765 0.61

5 9.807 1000.0 2.05 1.518 1.519 0.0749 0.87

10 9.804 999.7 2.10 1.307 1.306 0.0742 1.23

15 9.798 999.1 2.15 1.139 1.139 0.0735 1.70

20 9.789 998.2 2.17 1.002 1.003 0.0728 2.34

25 9.777 997.0 2.22 0.890 0.893 0.0720 3.17

30 9.764 995.7 2.25 0.798 0.800 0.0712 4.24

40 9.730 992.2 2.28 0.653 0.658 0.0696 7.38

50 9.689 988.0 2.29 0.547 0.553 0.0679 12.33

60 9.642 983.2 2.28 0.466 0.474 0.0662 19.92

(continued)
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Table 10.18 (continued)

Temperature,

C

Specific
weight
γ,
kN/m3

Density,
ρ, kg/m3

Modulus
of
elasticityb,
E/106,
kN/m2

Dynamic
viscosity
μ� 103

N · s/m2

Kinematic
viscosity
υ� 106,
m2/s

Surface
tensionc,
σ, N/m

Vapor
pressure,
pv,
kN/m2

70 9.589 977.8 2.25 0.404 0.413 0.0644 31.16

80 9.530 971.8 2.20 0.354 0.364 0.0626 47.34

90 9.466 965.3 2.14 0.315 0.326 0.0608 70.10

100 9.399 958.4 2.07 0.282 0.294 0.0589 101.33

aAdapted from [1, 2]
bAt atmospheric pressure
cIn contact with air

Table 10.19 Physical properties of water (U.S. customary units)a

Temperature,

F

Specific
weight,
γ, lb/ft3

Densityb,
ρ, slug/ft3

Modulus
of
elasticityb,
E/103, lbf/
in2

Dynamic
viscosity
μ� 105

lb · s/ft2

Kinematic
viscosity,
υ� 105,
ft2/s

Surface
tensionc,
σ, lb/ft

Vapor
pressure,
pv, lbf/in

2

32 62.42 1.940 287 3.746 1.931 0.00518 0.09

40 62.43 1.940 296 3.229 1.664 0.00614 0.12

50 62.41 1.940 305 2.735 1.410 0.00509 0.18

60 62.37 1.938 313 2.359 1.217 0.00504 0.26

70 62.30 1.936 319 2.050 1.059 0.00498 0.36

80 62.22 1.934 324 1.799 0.930 0.00492 0.51

90 62.11 1.931 328 1.595 0.826 0.00486 0.70

100 62.00 1.927 331 1.424 0.739 0.00480 0.95

110 61.86 1.923 332 1.284 0.667 0.00473 1.27

120 61.71 1.918 332 1.168 0.609 0.00467 1.69

130 61.55 1.913 331 1.069 0.558 0.00460 2.22

140 61.38 1.908 330 0.981 0.514 0.00454 2.89

150 61.20 1.902 328 0.905 0.476 0.00447 3.72

160 61.00 1.896 326 0.838 0.442 0.00441 4.74

170 60.80 1.890 322 0.780 0.413 0.00434 5.99

180 60.58 1.883 318 0.726 0.385 0.00427 7.51

190 60.36 1.876 313 0.678 0.362 0.00420 9.34

200 60.12 1.868 308 0.637 0.341 0.00413 11.52

212 59.83 1.860 300 0.593 0.319 0.00404 14.70

aAdapted from [1, 2]
bAt atmospheric pressure
cIn contact with air
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Index

A
Activated sludge (AS), 342, 347, 367, 376,

405, 408–411

Acute health, 331

Air emissions, 324–326, 330, 331

Ammonia (NH3), 261, 262, 275, 277, 279, 280,

286, 287, 376, 408, 459

Anchor ice, 492, 504, 505, 507–509,

513–514, 525

Animal health impacts, 334

Aquifer drawdown, 119, 123–129, 138,

167, 175

B
Bed load, 521–523

Bed resistance, 499, 521, 524

Bennett’s model, 428

Bi-level programming model, 50–52, 61

Bioaccumulation processes, 272–273

Biodegradation, 315, 342, 345, 350–351, 356,

361, 373

Biotransformation, 350–351

Blowout, 328, 329

Border ice, 491, 493, 508, 512–514

Bounded finite aquifer, 138–151

Breakup ice jams, 494, 498, 501, 514, 517,

519–521, 525

C
Cadwallader’s model, 428

Carcinogens, 305, 330–333

Case study, 24, 31, 50, 76, 89–90, 342, 346,

376–382, 387, 389

Catabolism, 350–351

Chemical(s) of concern, 304–305

Chemical requirements, 415, 416

China, 4, 8–9, 24, 31, 32, 42, 50, 58, 89

Chloride concentrations, 329

Chronic health effects, 331

Churchill’s model, 428

Clarification, 404, 405, 407–409

Clean or slightly polluted intermediate

non-tidal streams, 457

Clean or slightly polluted slow non-tidal

streams, 461

Clean or slightly polluted swift non-tidal

streams, 452

Cloud cover, 256, 502

Construction and management, 8–9

Contaminant(s), 253, 268–274, 304

Contaminant transport, 268

Controversial papers, 317–318

Cost, 6, 172, 303, 305, 310, 312, 320, 347, 349,

383–384, 410, 414, 416, 418

Coupling technology, 13, 21

Cover progression, 493, 512, 515, 517

Cover stability, 517

Cyclic operation of wells, 151–164, 181–183,

190, 191, 198

D
DAF. See Dissolved air flotation (DAF)

DAF pilot plant, 406, 407, 410, 411, 413
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Dan Jiangkou reservoir, 45–48
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Deadly chemicals, 332–334
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DO concentration, 260, 277

Dobbins model, 428
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152–157, 160, 162, 176

Dualistic hydrology simulation and regulation
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Dualistic water cycle theory, 9–13

Dual-reservoir system, 29–34

Dynamic border ice, 512–513
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E
Earthquakes, 326–328

Ecological model, 252, 286

Ecological risk assessment, 342, 388–390
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