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Preface

This volume presents the proceedings of the scientific satellite events that were held in
conjunction with the 2014 International Conference on Service-Oriented Computing,
which took place in Paris, France, November 3–6, 2014.

The satellite events provide venues for specialist groups to meet, to generate focused
discussions on specific sub-areas within service-oriented computing, and to engage in
community-building activities. These events helped significantly enrich the main
conference by both expanding the scope of research topics and attracting participants
from a wider community.

The selected scientific satellite events were organized around three main tracks,
including a workshop track, a PhD symposium track, and a demonstration track.

The ICSOC 2014 workshop track consisted of seven workshops on a wide range of
topics that fall into the general area of service computing:

– WESOA 2014: The 10th International Workshop on Engineering Service-Oriented
Applications

– RMSOC 2014: The First Workshop on Resource Management in Service-Oriented
Computing

– KASA 2014: The First International Workshop on Knowledge-Aware
Service-Oriented Applications Performance Assessment and Auditing in Service
Computing 2012

– ISC 2014: Workshop on Intelligent Service Clouds
– SeMaPS 2014: The Third International Workshop on Self-Managing Pervasive

Service Systems
– FOR-MOVES 2014: The First International Workshop on Formal Modeling and

Verification of Service-Based Systems
– CCSA 2014: The 4th International Workshop on Cloud Computing and Scientific

Applications

The workshops were held on November 3, 2014. Each workshop had its own chairs
and Program Committee who were responsible for the selection of papers. The overall
organization for the workshop program, including the selection of the workshop pro-
posals, was carried out by Farouk Toumani, Barbara Pernici, and Daniela Grigori.

The ICSOC PhD Symposium is an international forum for PhD students to present,
share, and discuss their research in a constructive and critical atmosphere. It also
provides students with fruitful feedback and advice on their research approach and
thesis. The PhD symposium Track was chaired by Djamal Benslimane, Jan Mendling,
and Nejib Ben Hadj-Alouane.

The ICSOC Demonstration Track offers an exciting and highly interactive way to
show research prototypes/work in service-oriented computing (SOC) and related areas.
The Demonstration Track was chaired by Brian Blake, Olivier Perrin, and Iman Saleh.



We would like to thank the workshop, PhD symposium, and demonstration authors,
as well as keynote speakers and workshop Organizing Committees, who together
contributed to this important aspect of the conference.

We hope that these proceedings will serve as a valuable reference for researchers
and practitioners working in the service-oriented computing domain and its emerging
applications.

February 2015 Farouk Toumani
Barbara Pernici
Daniela Grigori

Djamal Benslimane
Jan Mendling

Nejib Ben Hadj-Alouane
Brian Blake

Olivier Perrin
Iman Saleh
Sami Bhiri
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The Workshop on Engineering Service Oriented Applications (WESOA) focuses on
core service software engineering issues keeping pace with new developments such as
methods for engineering of cloud services. Our aim is to facilitate evolution of ideas in
service engineering research across multiple disciplines and to encourage participation
of researchers from academia and industry, providing a common platform for exchange
of ideas between these groups. Over the past ten years WESOA has been able to attract
high-quality contributions across a range of service engineering topics. The 10th
Workshop on Engineering Service Oriented Applications (WESOA 2014) was held in
Paris, France on 3 November 2014. The workshop included a keynote presentation by
Michal Kökörčený titled Building Enterprise Applications using Unicorn Universe
Services, followed by five research papers. Each paper submission was reviewed by at
least three reviewers with the following papers accepted for presentation at the
workshop and publication in the ICSOC 2014 Workshop Proceedings: Cloud Migra-
tion Patterns: A Multi-Cloud Service Architecture Perspective, by Pooyan Jamshidi,
Claus Pahl, Chinenyeze Samuel, and Xiaodong Liu, Service Interface Synthesis in
Business Networks, by Fuguo Wei, Alistair Barros and Chun Ouyang, Virtualizing
Communication for Hybrid and Diversity-Aware Collective Adaptive Systems, by
Philipp Zeppezauer, Ognjen Scekic, Hong-Linh Truong, and Schahram Dustdar,
GovOps: The Missing Link for Governance in Software-defined IoT Cloud Systems by
Stefan Nastic, Christian Inzinger, Hong-Linh Truong and Schahram Dustdar, and
MoDAS: Methodology and Tool for Model-Driven Adaptable Services by Guadalupe
Ortiz, Sonia Peinado, Alfonso Garcia de Prado and Juan Boubeta-Puig.
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1 Preface

The First Workshop on Resource Management in Service-Oriented Computing
(RMSOC)1 was held in conjunction with the ICSOC 2014 conference in Paris, France.
The workshop focused on exploring how human as well as non-human resources are
involved and can be managed in intra- and inter-organizational processes. In particular,
contributions related to resource management in the design, modeling and analysis of
processes that are executed within a single organization or distributed among several
organizations, were relevant for the workshop. Therefore, it covered topics such as
resource assignment, allocation, prioritization, planning, analysis, resource-aware
process discovery and matching, work-as-a-service, and social computing and
crowdsourcing for distributed work. The aforementioned research can be tackled from
different perspectives and is attractive to several research communities, such as the
agents, the service-oriented or the BPM communities. The idea of the workshop was
also to combine these different fields towards common goals.

The RMSOC 2014 had two keynote speakers. The keynote of Prof. Paul Grefen
from the Eindhoven University of Technology, The Netherlands, presented results in
the investigation of the role of resources in a contemporary framework for
service-dominant business design (BASE/X), which was developed in close coopera-
tion between research and industry. The keynote of Prof. Schahram Dustdar from the
Vienna University of Technology, Austria, presented ways to integrate the Internet of
Things with people and processes into one composite system that can be modeled,

1 https://ai.wu.ac.at/rmsoc2014/

https://ai.wu.ac.at/rmsoc2014/


programmed, and deployed on a large scale in an elastic way, considering modern
Cloud Computing and Elasticity principles.

The five RMSOC-workshop papers were selected after a thorough peer-review by
the Workshop Program Committee Members and fell into two categories of related
topics. Following is a brief overview of the contributions.

The first paper category focuses on discovering and modeling resources in pro-
cesses, and it comprises three full papers. The paper “Supporting Rule-based Process
Mining by User-Guided Discovery of Resource-Aware Frequent Patterns” by Stefan
Schoenig, Florian Gillitzer, Michael Zeising and Stefan Jablonski, proposes an
approach to automatically discover resource-aware rules for a given domain from an
event log by using frequent pattern mining techniques. The paper “BPM supported
Privacy by Design for cross-organization Business Processes” by Jovan Stevovic,
Paolo Sottovia, Maurizio Marchese and Giampaolo Armellin, introduces an approach
on privacy by design to show that it is possible to develop tools to support analysts,
designers, project managers and privacy experts to satisfy both privacy and technical
requirements, by modeling inter-organizational processes and by focusing on involved
actors and managed resources. The third paper in this category, titled “Resource-Aware
Process Model Similarity Matching” and authored by Michaela Baumann, Michael
Heinrich Baumann, Stefan Schoenig and Stefan Jablonski, also investigates
inter-organizational processes, specifically how to use human and non-human resource
information to match process models that may have different granularity levels.

The second paper category focuses on the optimization of the use of resources in
processes, and it comprises one full paper and one short paper. The former, titled
“Learning ‘Good Quality’ Resource Allocations from Historical Data” and authored by
Renuka Sindhgatta, Aditya Ghose and Gaargi Banerjee Dasgupta, uses data from event
logs to identify resource allocations that have resulted in an expected service quality to
improve service quality and utilization of service workers in subsequent executions, by
developing a learning model that predicts the quality of service for specific allocations
of tasks to workers. The latter, titled “Optimizing Resource Utilization by Combining
Running Business Process Instances” and authored by Christine Natschlaeger, Andreas
Boegl and Verena Geist, presents a novel approach for combining activity instances
and sharing resources across running process instances to optimize resource utilization.

We sincerely thank the Program Committee Members of the RMSOC 2014
workshop for their time and support throughout the reviewing process.

Cristina Cabanillas, Alex Norta, Nanjangud C. Narendra and Manuel Resinas
RMSOC 2014 Workshop Chairs
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on Knowledge Aware Service Oriented
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Sami Bhiri1, Walid Gaaloul1 and Nizar Messai2
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The workshop on Knowledge Aware Service Oriented Applications (KASA) focuses
on exploring advanced techniques for managing service oriented applications from a
business and semantic level. Indeed, in spite of the tremendous advances and adoption
of service oriented computing, a considerable manual work is still required to align the
implementation of service-based systems with business and end-users requirements.

This first edition was held in conjunction with the ICSOC 2014 conference in Paris,
France. It was an opportunity to discuss new approaches aiming at bridging the gap
between business and end-users level on one hand and the implementation and tech-
nical layer on the other hand. The workshop succeeded to bring together researchers
and practitioners working in semantically enabled and knowledge aware service ori-
ented systems in order to present, discuss and share original research works and
practical experience.

Each paper submission was reviewed by at least three reviewers. Six papers were
accepted after a thorough peer-review by the workshop program committee members.
The selected papers fell into two categories of related topics.

The first category focuses on knowledge-aware management of business processes
and includes two regular and one short papers: (1) Discovering and Categorizing Goal
Alignments from Mined Process Variants, by Karthikeyan Ponnalagu, Aditya Ghose,
Nanjangud C. Narendra, and Hoa Khanh Dam; (2) Supporting Enterprise Changes
Using Actor Performance Assessment, by Marwen Jabloun, Yemna Sayeb, Henda Ben
Ghezala, and Khaled Gaaloul; and (3) Reasoning on Incomplete Execution Traces
using Action Languages, by Chiara Di Francescomarino, Chiara Ghidini, Sergio
Tessaris, and Itzel Vázquez Sandoval.

The second category deals with knowledge-aware management of services. It also
includes two regular and one short papers: (1) Towards a Framework for
Semantically-enabled Compliance Management in Financial Services, by Amal
Elgammal, Elie Abi-Lahoud, and Tom Butler; (2) A Planning-Based Service Com-
position Approach for Data-Centric Workflows, by Carlos-Manuel López-Enríquez,
Víctor Cuevas-Vicenttín, Genoveva Vargas-Solar, Christine Collet, and José-Luis
Zechinelli-Martini; and (3) Semantic Web Services Approach For Collaboration In
E-Gov Context, by Amal Latrache, El habib Nfaoui, and Jaouad Boumhidi.



Finally we would like to thank ICSOC 2014 workshop chairs as well as all
members of our program committee.
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1 Introduction

The First Workshop on Intelligent Service Clouds (ISC) 2014 was held in conjunction
with the ICSOC 2014 conference in Paris, France. The workshop followed the
increasing interest in big data, cloud, analytics services and rich combinations with
human driven services. The goal of the workshop was to provide a platform for
exploring this exciting landscape and new challenges in the context of intelligent
service clouds. It aimed at bringing together researchers from various communities
interested in the challenges. We solicited contributions that study fundamental as well
as practical aspects. At the fundamental, solution side we sought approaches that study
adequate service models addressing above characteristics, mechanism for specification,
discovery, composition, delivery and scaling of intelligent cloud services, data, com-
putational, security and privacy aspects of analytics services, and cloud environments
for analytics services, and address specific technical intelligent service-oriented cloud
solutions, e.g., analytics; mining, visualization; self-management; security; trust
mechanisms; collaboration mechanisms. At the practical problem side, we were
interested in case studies in which intelligent service-oriented cloud computing tech-
nologies are applied in socio-technical systems/processes like smart logistics, smart
manufacturing, healthcare, commerce, public administration, etc. The ISC 2014
workshop was a direct successor of the successful, full day first Workshop on Pervasive
Analytical Service Clouds for the Enterprise and Beyond which we organized in
conjunction with ICSOC 2013.

The ISC 2014 keynote of Prof. Michael Papazoglou who holds the chair of
Computer Science and is director of the INFOLAB at Tilburg University, focused on
smart clouds for manufacturing towards Smart Manufacturing-as-a-Service (SMaaS).
Important elements of this trend are the analytics of manufacturing bid data and the
ad-hoc establishment of smart manufacturing networks. These factors address key



challenges of the status-quo such as the need to track and trace products along their
lifecycles, bridging the disconnect between the enterprise and shopfloor applications,
establishing a point-to-point connectedness between business IT and factory automa-
tion, identifying the work order performance related to on-time completions and quality
adherence, and so on.

Furthermore, the four full- and one short ISC-workshop papers were selected after a
thorough peer-review by the Workshop Program Committee Members. Following is a
brief overview of the contributions. The full research paper with the title ‘Using COBIT
5 for Risk to Develop Cloud Computing SLA Evaluation Templates’ by authors
Onyeka Illoh, Shaun Aghili and Sergey Butakov focuses on the use of cloud services as
a business solution that keeps growing. However, there are significant associated risks
that must be addressed. Despite the advantages and disadvantages of cloud computing,
service integration and alignment with existing enterprise architecture remains an
ongoing priority. The authors emphasize the implementation of a proposed SLA
evaluation template aimed at cloud services, based on the COBIT 5 for Risk
framework.

The full research paper with the title ‘Contextualised security operation deployment
through MDS@run.time architecture’ by authors Wendpanga Francis Ouedraogo,
Frédérique Biennier and Philippe Merlov focuses on the fast development of
Cloud-based services and applications that have a significant impact on Service Ori-
ented Computing as it provides an efficient support to share data and processes.
However, new security challenges emerge such as providing a consistent protection
depending on the business environment conditions and on the deployment platform
specific threats and vulnerabilities. The authors propose a MDS@run.time architecture,
coupling Model Driven Security (MDS) and Models@run.time approaches.

The full research paper with the title ‘Domain Specific Monitoring of Business
Processes Using Concept Probes’ by author Adrian Mos proposes a monitoring
framework that has business concepts at its core. Rather than relying on generic
mechanisms to provide monitoring data, it proposes the notion of concept probes that
fully match the business concepts used in the definition of business processes. These
concept probes combine monitoring information from business process execution as
well as service execution into aggregate information that makes sense from a business
concept point of view. The solution can lead to faster reaction time in fixing problems,
changes in business partners (that provide better services), or improvements in the
underlying infrastructure or application parameters.

The full research paper with the title ‘Towards a Model for Resource Allocation in
API Value Networks’ by authors James Houghton, Michael Siegel and Maja Vukovic
states that an effective API strategy must consider not just how the API will be built,
but how it will be sold and offered in the Cloud environments. The authors extend
traditional software marketing models to include this multi-party complexity, and
contrasts optimal strategies over a variety of possible model parameters.

The short paper with the title ‘A Non-Parametric Data Envelopment Analysis
Approach for Cloud Services Evaluation’ by authors Chunxiang Xu, Yupeng Ma and
Xiaobo Wang discusses the challenge to choose proper services in a Cloud. Besides
QoS requirements, customers expect more efficient services which provide better
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performance but with minimum cost. The authors propose a non-parametric method for
evaluating relative efficiency of cloud services based on Data Envelopment Analysis.

We sincerely thank the Program Committee Members of the ISC 2014 workshop
for their time and support throughout the reviewing period.

Alex Norta, Roman Vaculin, Rik Eshuis
ISC 2014 Workshop Chairs
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The vision of self-managing systems is an important step to the realization of smart life
and smart cities. To realizing the self-management capabilities, retrieving context
information is of utmost importance before self-management actions can be taken. On
the other hand, supporting infrastructure is one of the key technologies for enabling
self-management. Papers in SeMaPS 2014 are focusing on these two issues.
‘Retrieving Sensors data in Smart Buildings through Services: a similarity algorithm’
and ‘A Lightweight User State Monitoring System on Android Smartphones’ addresses
how to retrieve data in a reasonable manner and how to obtain user contexts through a
smart phone. ‘Developing Service Platform for Web Context-Aware Services Towards
Self-Managing Ecosystem’ presents a service platform working as PaaS for
self-managing Web Context-Aware Services where clients can rapidly create, update,
delete and execute custom contexts and services.

Workshop Organizers

Weishan Zhang, China University of Petroleum, China.
Klaus Marius Hansen, University of Copenhagen, Denmark.
Paolo Bellavista, Università di Bologna, Italy.
JieHan Zhou, University of Oulu, Finland

Program Committee
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Introduction to the 1st International Workshop
on Formal Modelling and Verification

of Service-based Systems (FOR-MOVES 2014)

Kais Klai1, Amel Mammar2

1LIPN, University Paris 13, France
kais.klai@lipn.univ-paris13.fr

2Samovar, Télécom SudParis, France
amel.mammar@telecom-sudparis.eu

During the few last years the use of formal approaches for the modelling and the
verification of service-based processes is increasingly widespread. On the one hand,
formal modelling allows one to define unambiguous semantics for the languages and
protocols used for the specification of service oriented systems. On the other hand,
formal verification approaches are popular means of checking the correctness proper-
ties of these applications, such as safety, liveness, QoS requirements and security. Such
properties can be considered as a behavioural criteria for compatibility between dif-
ferent local services/processes. The aim of FOR-MOVES workshop was to provide a
venue for the presentation and discussion of new ideas and work in progress in formal
modeling and verification methods, in the field of Service Oriented Computing (SOC).

For this workshop, we have received 10 submissions from different countries
(France, Germany, China, India and Australia) and accepted 2 long papers:

Paper “Parameterized Automata Simulation and Application to Service Composi-
tion” introduces parametrized automata (“PAs”), i.e., an extension of finite state
automata with infinite domain variables. This allows answering the service composition
problem by showing that the simulation preorder of PAs is decidable. The service
composition problem is stated as follows: given a client and a community of available
services, is there an agent (called the mediator) that suitably delegates the actions
requested by the client to the available community of services?

Paper “Optimal Virtual Machine Placement in Multi-Tenant Cloud” addresses the
problem of virtual machines (VMs) placement in geographically distributed data
centers, where tenants may require a set of networking VMs. The aim of the work is to
plan and optimize the placement of tenant’s VMs requests in a geographically dis-
tributed Cloud environment while considering location and system performance
constraints.

Finally we would like to thank all members of our program committee.
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2IBM Research Australia
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CCSA workshop has been formed to share and exchange new ideas and experiences of
enabling and scaling scientific applications using distributed computing paradigms,
such as cluster, Grid, and Cloud Computing. With the exponentially growing size and
complicity of big data, there are strong demands for new technologies and approaches
to storing, transferring and processing the big data to meet the requirements of various
applications. On the other hand, cloud trends to become next-generation data centres to
store and process big data with its scalable resources and reliable services. In context of
eReseaerch, scientists will be able to deploy various algorithms and scientific appli-
cations to process big scientific data from a Cloud anywhere in the world on demand.
To address the growing needs of both scientific applications and Cloud computing
paradigm, CCSA brings together researchers and practitioners from both industry and
research community to share their experiences with focus on modelling, executing, and
monitoring scientific applications on Clouds. This year, CCSA accept three regular
research papers to be presented on this workshop.

Summary of Papers Presented in the Workshop

The paper titled “Exploiting the Parallel Execution of Homology Workflow Alterna-
tives in HPC Compute Clouds” explores a drug discover technology - Homology
modelling (HM), using cloud. The main contributions of this paper are: (i) to provide a
specification of an HM workflow that represents several variations for each activity
with associated validation rules and (ii) to assist scientists in analysing their HM
workflows by exploring and querying the provenance database, obtaining information
about each HM workflow variation from the same database. This is a very compelling
application of deploying and executing scientific workflows in Cloud.

The paper titled “A Validation Method of Configurable Business Processes Based
on Data-flow” proposes an approach to modelling configurable business to be deployed
and executed on cloud. The authors use the Colored Petri Net (CPN) as a formalism
model to express the business process model and extends the business process model
by adding the data-flow, which enables it to deal with the data semantic in the business



process mode. As a result, they can transform the business process model with the
data-flow into the configurable business process model. They also developed the
approach to evaluating the business process in their proposed model.

The paper titled “Vertical Scaling Capability of OpenStack Survey of Guest
Operating Systems, Hypervisors and the Cloud Management Platform” addresses a
scalability issue of cloud. The paper evaluates the feasibility of vertical scaling for
OpenStack. In particular, this paper examines what extent common guest operating
systems, popular hypervisors, and OpenStack itself support vertical scaling. We would
like to thank all PC members to help review the submitted papers.

Workshop Organizers

Surya Nepal CSIRO, Australia
Suraj Pandey IBM Research, Australia
Shiping Chen CSIRO, Australia

Program Committee

Dr. Chi-Hung Chi, CSIRO, Australia
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PhD Symposium Preface

This volume is the proceeding of the International PhD Symposium on Service
Computing that was held in conjunction with the 12th International Conference on
Service oriented Computing (ICSOC 2014). ICSOC 2014 took place on November 3,
2014 in Paris, France.

The ICSOC PhD Symposium 2014 is an international forum for PhD students
working in all the areas related to the service computing. Its goals are: (1) to bring
together PhD students and established researchers in the field of service oriented
computing, (2) to enable PhD students to interact with other PhD students and to
stimulate an exchange of ideas, suggestions, and experiences among participants, (3) to
give PhD students the opportunity to present, share and discuss their research in a
constructive and critical atmosphere, and (4) to provide students with fruitful feedback
and advice on their research approach.

After a thorough review process of each submission by the Program Committee
members, seven papers out of eleven were accepted to constitute the program of the
PhD symposium. A keynote presentation on “Three research perspectives on
service-oriented computing”, also, featured the program.

We gratefully acknowledge the support of the contributors to this PhD symposium.
We express specially our great esteem first, to the PhD Symposium program committee
members for the time and effort they have put in reviewing papers, and second to the
organizing committee of ICSOC 2014 for assisting us throughout the running of the
PhD symposium.

November 2014 Nejib Ben Hadj-Alouane
Djamal Benslimane

Jan Mendling
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Demonstration Track

The ICSOC 2014 Demonstration Track was held in conjunction with the 12th
International Conference on Service Oriented Computing (ICSOC 2014) on 3rd-6th
November 2014 in Paris, France. This track allowed researchers and practitioners to
demonstrate innovative SOC systems, providing them an opportunity to present and
discuss their approaches and ideas.

We received 8 submissions, of which 4 were accepted. These demos clearly
showed interesting improvments and significance from existing systems, and offered
the ability to fruitful discussions:

– TL-VIEWS: A Tool for Temporal Logic Verification of Transactional Behavior of
Web Service Compositions

– SmartPM: Automated Adaptation of Dynamic Processes
– WS-Portal: An Enriched Web Services Search Engine
– SUPER: Social-based Business Process Management Framework

We would like to thank the authors for their submissions, our Reviewing
Committee for their work and for submitting their reviews on time, and the organizers
of the ICSOC 2014 conference for their support which made this demo track possible.

November 2014 Brian Blake
Iman Saleh

Olivier Perrin
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Abstract. Service Oriented Architecture has become the architecture of choice
providing a flexible and responsive enterprise computing architecture that
addresses the business needs of modern organizations. However, developing
SOA applications involves many challenges, in particular for large-scale pro-
jects that require highly skilled practitioners. In this paper we discuss the
challenges associated with developing SOA applications and describe how such
challenges are addressed using the uuApp framework.

Keywords: SOA � Application development frameworks

1 Introduction

The main challenge that developers SOA (Service Oriented Architecture) applications
face today is the complexity of the environment requiring high level of skills in a range
of technologies and methods that constitute SOA environment. This makes SOA
projects difficult to manage, in particular for SMEs (Small and Medium Size Enter-
prises) that lack the required technical and financial recourses. Large-scale SOA pro-
jects often result in excessive costs and time overruns. To address these issues we have
been focusing our research and development efforts on simplification of SOA devel-
opment environment with the objective to reduce development costs, making the SOA
development platform accessible to smaller organizations. In this paper we briefly
describe the Unicorn Universe Application platform (uuApp) that simplifies the
development of SOA applications and increases the efficiency of the development
process.

2 uuApp Architecture

uuApp (Unicorn Universe Application) platform is a framework for building SOA
enterprise applications that facilitates the composition of SOA applications from
individual services. In designing the uuApp framework we have avoided the use of
established technologies such as WS-BPEL [1] and Service Component Architecture
(SCA) [2], and instead based our platform on the Ruby programming platform [3]. This
reduces the complexity of the uuApp framework and improves its functionality.
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uuApp framework illustrated in Fig. 1 supports a range of standard reusable Plat-
form Services, including JSON data storage, binary file storage, Inter-Process Mes-
saging, Application Logging, User Access Management, and other services not shown
in the figure. All services have standard REST APIs and use JSON as the serialization
data format. In order to simplify the use of these APIs all services are encapsulated by
GEM - the standard Ruby packaging mechanism, making it possible to invoke any
service as a single Ruby function call. Service orchestration is implemented using
scripts written in the Ruby programming language. The uuApp user interface is
implemented using Visual Use Cases (VUC). A Visual Use Case typically represents a
form that contains visual components (e.g. buttons, labels, edit lines, combo boxes etc.)
and a graphical layout stored in a script file using a special source format. Form layout
is created using a design editor or can be dynamically generated at runtime using an
API. The VUC controller is a Ruby macro, which is responsible for runtime processing
of events generated by VUC. At execution time VUC layout definition script is loaded
into the runtime engine, which is responsible for rendering the form in HTML, and
sending runtime events to VUC controlling service via the REST API. VUC controlling
service translates REST calls into Ruby class method calls. Processing of events is
implemented using a Ruby controller script, which can call other uuApp services.
The VUC architecture allows incorporation of external HTML or XML content,
including JavaScript code. uuApp applications can have GUI interface (in the form of a
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Fig. 1. uuApp high-level architecture
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VUC) or can be packaged as a service and externalized via an API, making applications
reusable as building blocks for other applications.

3 Conclusion

The success of SOA projects depends on a number of factors that include correctness of
the analysis, stability and functionality of the development platform, and not least on
the level of expertise and skills of IT (Information Technology) architects, application
designers and developers. The principal aim of the uuApp platform is to hide the
complexity of the SOA development environment and to give developers a compre-
hensive set of tools and services that lead to a reduction of the cost and a faster
implementation of SOA projects.
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Abstract. Many organizations migrate their on-premise software systems to the
cloud. However, current coarse-grained cloud migration solutions have made a
transparent migration of on-premise applications to the cloud a difficult,
sometimes trial-and-error based endeavor. This paper suggests a catalogue of
fine-grained service-based cloud architecture migration patterns that target
multi-cloud settings and are specified with architectural notations. The proposed
migration patterns are based on empirical evidence from a number of migration
projects, best practices for cloud architectures and a systematic literature review
of existing research. The pattern catalogue allows an organization to (1) select
appropriate architecture migration patterns based on their objectives, (2) com-
pose them to define a migration plan, and (3) extend them based on the iden-
tification of new patterns in new contexts.

Keywords: Cloud architecture � Cloud migration � Migration pattern �
Multi-cloud

1 Introduction

Cloud migration [1] benefits from the cloud promise of converting capital expenditure
to operational cost [2]. Mixing cloud architecture with private data centers adds
operational efficiency for workload bursts while legacy systems [3] on-premise still
support core business services. Instead of re-architecting applications, they can be
re-hosted from on-premise to possibly multiple cloud architectures, either private or
public ones. We are concerned with the migration of legacy on-premise software to
multi-cloud architectures. Multi-cloud deployment [4] is particularly effective in
dealing with the following challenges:

• Users are widely distributed where they are located around multiple data centers.
• Country regulations limit options for storing data in specific data centers, e.g., EU.
• Circumstances where public clouds are used jointly with on-premises resources.
• Cloud-based application must be resilient to the loss of a single data center.
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Current migration solutions are coarse-grained, making detailed planning difficult.
For these cloud migration processes [1], a migration plan as a verifiable artefact is not
considered. The plan is prepared at either a very broad strategic level with no technical
value or very thorough and technical not suitable for non-technical stakeholders. Thus,
the repeatability of migration processes decreases. Architecture migration patterns can
make this repeatable and transparent.

We address (i) how to reorganize multi-tier applications into disjoint groups of
service components, such that (ii) each such group can be deployed separately in
different platforms (i.e., cloud platforms, on-premise platform) while preserving and in
most cases enhancing the desired properties of the application. We report on 9
fined-grained core and 6 variant cloud-specific architecture migration patterns,
extracted based on empirical evidence from a number of migration projects [5], best
practice for cloud architectures [4, 6] and a systematic literature review [1]. Our main
contribution is a set of fine-grained service-oriented migration fragments that allows
application developers and architects to plan the migration and communicate the plan
and the decision with non-technical stakeholders.

The patterns define architectural change in the application re-engineering and
deployment setting, through which an application is gradually modernized and
deployed in a multi-cloud. A migration plan is defined as a composition of selected
patterns for specific situations.

Cloud migration methods define activities to plan, execute and evaluate migration
[7]. To account for the situational context of applications, e.g., security, performance,
availability needs, existing approaches [1] suggest a trade-off between flexibility and
ease of migration using a fixed set of migration strategies. We propose an
assembly-based approach based on our experience in situational method engineering
[8] where a method is constructed from reusable method fragments and chunks [9].
This allows creating a migration plan from scratch by combining existing migration
building blocks in the form of migration patterns. The usability of the approach is
evaluated through a cloud migration case study at the end.

2 Background

We first introduce architecture migration patterns and the multi-cloud deployment
setting.

Migration Patterns. For each migration pattern, an architectural migration schema
has to be defined. A migration pattern is represented by an architecture diagram of the
service architecture deployment before and after migration, i.e. a migration pattern is a
transformation triple consisting of source and target architecture together with the
applied pattern as the transformation specification. Each architecture is represented by
well-defined architectural elements including services and connectors, deployment
platforms (on-premise and cloud-based) and cloud services. The notation here is
loosely aligned with UML component diagrams, with specific component types
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color-coded. A service component can either be atomic or contain internal components
allowing for hierarchical decomposition. For example, the migration pattern MP1
consists of a coarse-grained component that consumes services of an on-premise
deployment platform. These can be coordination services that orchestrate different
components in larger compartments or simply configurable IaaS resources providing
required operating system or storage features. After migration, this component, instead
of using on-premise platforms, uses public cloud platform services offered. Thus, the
application component is re-deployed as-is on a cloud platform. The current archi-
tecture is mirrored in the cloud, but can take advantage of virtualization to not only
reduce operational expenditure, but also to create multiple instances of the application
to improve scalability and failover without increasing capital expenditure. The key risk
is that underlying architecture issues are not addressed. A monolithic legacy application
in the cloud is still monolithic with limitations such as lack of scalability. Scalability is
coarse-grained and cannot easily be achieved if, e.g., the architecture does not allow the
database to be updated by multiple instances.

Multi-cloud. In order to build highly scalable and reliable applications, a multi-cloud
deployment is appropriate. Our objective is to provide architectural guidance for
migrating cloud-based systems that run on multiple independent clouds. Multi-cloud
denotes the usage of multiple, independent clouds by a client or a service.
A multi-cloud environment is capable of distributing work to resources deployed across
multiple clouds [10]. A multi-cloud is different from federation where, a set of cloud
providers voluntarily interconnect their infrastructures to allow sharing of resources
[10]. Hybrid deployment can be considered as a special case of multi-cloud where an
application is deployed in both on-premise as well as cloud platforms. This deployment
model is essential in cases where critical data needs to be kept in house in corporate
data centers. We reviewed different application types and their requirements that
necessitate multi-cloud deployment – see the supplementary materials here [11].

Migration Pattern MP1: Re-deployment

Definition: An application (component) is re-deployed (moved, re-hosted) as-is on cloud platform(s)
Problem: Resource constraints limit scalability, Need to improve performance, Single point of failure, Reduce cost, Modernization 
Solution: Re-deploy on cloud environments, make use of elastic resources, multiple cloud deployment for failover and scalability.
Benefits: Improved Backup and Failover, Coarse-grained scalability at application level, Simple coarse-grained re-deployment.
Challenges: Existing architecture constrains portability, deployment time/cost, scalability, integration may introduce complexity.
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Note that we primarily target Platform-as-a-Service (PaaS) clouds that provide
middleware services to host and manage application services. PaaS clouds like
Microsoft Azure or Cloud Foundry generally provide mechanisms to support the
re-architecting activities here.

3 Research Methodology

The first step to identify migration patterns was to identify the concerns of organiza-
tions moving on-premise applications to the cloud. We have identified four categories
based on feedback from industry partners in our IC4 research centre [5]:

• Availability. Cloud environments typically guarantee a minimum availability.
• Management. Use runtime information to monitor and support on-the-fly changes.
• Scalability. Scale out to meet bursts in demand and scale in when demand

decreases.
• Resiliency. Provide ability for systems to gracefully handle and recover from

failure.

Focus Groups/Expert Interviews. We used focus groups to identify migration pro-
cess concerns. The organizations involved were consultants for SME migration and
larger multi-nationals – technology providers and systems integrators [5]. Through
migration expert interviews, we looked at common processes for migration towards
cloud as a framework for more fine-grained patterns. These covered IaaS, PaaS and
SaaS migration projects.

Systematic Literature Review (SLR). We recorded existing cloud design and
architecture patterns [4, 6]. A major role in this process played a SLR on cloud
migration [1]. We detected shortcomings associated with these design patterns when
we applied them in migration planning. The patterns were either limited to specific
platforms [4] or fine-grained at a very technical level [6]. To redesign an on-premise
application with these patterns, it requires deep knowledge of vendor-specific services
as well as fair understanding of detailed design documents. Thus, a migration plan
based on these patterns cannot be communicated with non-technical stakeholders.
Thus, we generalize the architectural elements of these cloud architectures with general
concepts of software architecture, i.e., components, connector, on-premise/cloud plat-
form, cloud service, cloud broker.

Empirical Analysis and Pattern Synthesis. We analyzed migration projects for a
range of CRM and retail systems as well as PaaS platform services. We generalized
emerging patterns, considering patterns retrieved from the SLR based on different
architecture scenarios that satisfy the migration concerns. Coarse-grained on-premise
applications are not agile enough to respond to variations in workload. In the cloud, the
deployment of high-usage components can be optimized independently of low-usage
ones. Re-architecting into independent components reduces dependencies and enables
optimization for scalability and performance. However, challenges remain: (1) on-
premise application modernized in isolation, not part of a consistent architecture,
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(2) modernization performed primarily for technical reasons resulting in sub-optimal
response to business change, (3) architectures determined bottom-up from existing
APIs and transactions may need re-evaluation for multi-clouds.

4 Cloud Architecture Migration Patterns

Some applications are integrated and support core business processes and services, but
many of them support utility needs, are certainly non-core applications and are inde-
pendent. The latter category may be obvious candidates for direct re-deployment. For
the former integrated core ones, refactoring (re-architecting or redesigning) is more
appropriate. Our migration patterns are sequences of architectural changes in the
application deployment setting, through which the current application is gradually
modernized.

To obtain unambiguous pattern descriptions and to ground pattern-based migration
planning, we provide a template-based definition of migration patterns. This definition
is based on the semantics of architectural schemas before and after migration. In some
migration patterns, it may only be possible to deploy application components in a
public cloud. However, for those patterns that consider re-architecting, the application
can be deployed in hybrid public/private platforms. Due to space limitations, we do not
describe all patterns fully, for more details refer to [11]. We use a template-based
description of patterns. The usability of the patterns in migration planning will be
shown through a method engineering process in Sect. 5 and through a case study in
Sect. 6.

For space reasons, only the core patterns are presented. The patterns missing from
this list are variants of some core patterns (which will be summarized afterwards). The
core patterns highlight the different construction principles for the cloud architecture:
re-deployment, cloudification, relocation, refactoring, rebinding, replacement and
modernization.

Migration Pattern MP2: Cloudification

Definition: Application hosted on-premise as-is but use public cloud services for added capabilities instead of on-premise ones.
Problem: Need to improve reusability, extensibility, Avoid redundancy by consuming existing publicly accessible cloud services
Solution: Extend the on-premise application by integrating with existing public cloud services.
Benefits: Improved time to market.
Challenges: Integration may introduce greater complexity.
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Migration Pattern MP5: Multi-Cloud Refactoring [see variants MP6, MP7, MP8, MP9]

Definition: An on-premise application is re-architected for deployment on cloud platform to provide better QoS.
Problem: Coarse-grained applications are not agile enough to respond to requirement changes or variations in workload, and cannot 
take full advantage of the performance improvements that can be offered by cloud platforms.
Solution: Application re-architected into fine-grained components; deployment of high-usage comp. optimized independently of 
low-usage ones; parallel design for better throughput to multi-cloud platforms; components as independent integrity units.
Benefits: Optimal scalability/performance, range of multi-cloud deployment options, agility to respond to business/IT change.
Challenges: On-premise application is modernized in isolation; Modernization is performed primarily for technical reasons, Com-
ponent architecture is only determined bottom-up may need to be re-evaluated because of multi-cloud environment.

Migration Pattern MP3: Relocation [see variant MP4]

Definition: Component re-deployed (relocated) on cloud platform is cloudified but without evolution in the application architecture.
Problem: Enhance performance without significant architecture change, without capital expenditure for on-premise hardware.
Solution: Use cloud services to improve throughput by leveraging Queues, Database partitioning/sharding, NoSQL, Cache
Benefits: As component re-hosting in cloud and optimized performance.
Challenges: The type of application requests changes over time for example proportion of read only calls reduces, Cloud provider 
does not provide the necessary services to wrap the optimizations around the application without re-architecting.

Migration Pattern MP10: Multi-Cloud Rebinding [see variant MP11]

Definition: A re-architected application is deployed partially on multiple cloud environments and enables the application to contin-
ue to function using secondary deployment when there is a failure with the primary platform.
Problem: Failure such as a bug or configuration error that impacts cloud services may cause a failure to a cloud platform.
Solution: Architecture for resilient systems ( routes users to closest data center) used for failover: monitor services, if unavailable, 
traffic is routed to healthy instances. On-premise adapter (bus or load balancer) provides integration of components
Benefits: As unhealthy services become healthy again, traffic can be delivered, returning system responsiveness to maximum.
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Variants for the following core patterns can be identified [11]:

• MP3 Relocation: MP4 (relocation for multi-clouds)
• MP5 Multi-Cloud Refactoring: MP6 (hybrid refactoring), MP7 (hybrid refactor-

ing with on-premise adaptation), MP8 (hybrid refactoring with cloud adaptation),
MP9 (hybrid refactoring with hybrid adaptation)

• MP10 Multi-Cloud Rebinding: MP11 (rebinding with cloud brokerage)
• MP12 Replacement: MP13 (replacement with on-premise adaptation), MP14

(replacement with cloud adaptation)

Further variants can be added, but we will show the sufficient completeness of the
given set to model common PaaS migration scenarios in the use case evaluation.

Migration Pattern MP12: Replacement [see variants MP13, MP14]

Definition: Individual capabilities in a re-architected solution are re-provisioned rather than re-engineered.
Problem: Some existing components provided by current application are not the best alternative to meet business requirements.
Solution: Analyze and identify capabilities to be replaced by cloud services (capabilities that can be supported by re-architected 
system), identify alternative cloud services with benefit over re-engineering of current capability to replace components
Benefits: The solution is improved though best-in-class cloud services, Re-engineering costs and effort are saved.
Challenges: Cloud services presume specific communication protocol that make the replacement a challenging tasks.

Migration Pattern MP15: Multi-Application Modernization

Definition: Different on-premise applications A1/A2, C1 are re-architected as a portfolio and deployed on cloud environment.
Problem: The re-architecting of on-premise applications in isolation does not remove inconsistencies in data or duplicated func-
tionalities, nor reduce the cost of their combined operation or maintenance.
Solution: Current applications are analyzed jointly to identify opportunities for consolidation/sharing. Separation of service and 
solution architecture enables the identification of components (capabilities) that are shared by more than one solution.
Benefits: Consistent information / rules in shared components, Reduced operation / maintenance costs for shared components, 
Challenges: Lack of business commitment to shared capabilities.
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5 Assembly-Based Situational Architecture Migration

To enable migration planning as a tractable process, appropriate building blocks have
to be selected and combined. Migration patterns embed desirable principles for the
target architectural deployment. Migration patterns represent fine-grained migration
activities to be combined into a migration plan, ensuring that combined patterns do not
violate pattern properties. For example, a pattern for the replacement of an on-premise
component can be combined with a pattern for refactoring. This ensures that an
architecture migration plan can be created incrementally. Figure 1 shows this pattern
composition process. The patterns form a sequence of activities by which an appli-
cation is gradually migrated and refined.

A migration transition graph provides a generic migration plan based on situations
and possible migration patterns. The graph nodes are current architectural configura-
tions and edges are migration patterns. The directed nature of the graph shows
sequencing of patterns. Since multiple edges can enter a node, the model is able to
represent many candidate plans. There are initial and target architectures, but also
intermediate application architectures. Migration plans are triples <source config,
pattern, target config> that correspond to a migration step to achieve the target con-
figuration from a specific configuration following a particular pattern. Note that one
path from the source configuration (current on-premise application architecture) to the
target (multi-cloud application architecture) will be chosen.

Table 1 shows the patterns base as a mapping of migration patterns and concerns
for which they are suitable. These patterns can be used to form a plan (see Fig. 1). This
mapping is used to narrow down the related patterns and we can select the final pattern
by comparing the situation through the “benefit” part in the pattern template. The
selected patterns can be integrated based on the presence/absence of overlaps between
patterns. The flexibility of this approach is restricted only by the set of available
migration patterns. The patterns can be extended over time, e.g., by integrating a new

Fig. 1. Migration transition graph.
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solution to new problems. For a more detailed description of the assembly-based
approach, see the supplementary material [11].

6 Case Study and Validation

The usability of the migration patterns shall be evaluated through a case study. We use
a sample migration project based on our work with Microsoft Azure as a PaaS cloud for
illustration and validation. This project acts as a representative for a range of migrations
we examined (and for the latter two categories also implemented). These include
several CRM systems (e.g., larger configurations based on commercial products),
online retail solutions and services utilizing cloud storage solutions. Usability refers to
the suitability of the pattern set to provide options and facilitate staged migration plans.
Thus, we need to demonstrate the utility of all patterns, but also that the set is suffi-
ciently complete to model a range of cases.

Context. A financial services company decides to migrate in-house applications to the
cloud. It uses Microsoft technologies, but it also has legacy systems deployed on
UNIX. Some applications have external ports, while others are exclusively for internal
use. The importance of the applications ranges from marginal to critical. A significant
portion of the IT budget is spent on maintaining applications with marginal importance.

Challenges. New applications take long for deployment, causing problems with
adapting to changes. For any application, requirements must be analyzed, procurement
processes must be initiated and networks must be configured. The infrastructure is used
inefficiently. The majority of servers are underutilized. It is difficult to deploy new
applications with the required SLA to the existing hardware. Applications in a public
cloud platform can take advantage of economies of scale and have automated processes
for managing.

Concerns. An objective is to improve the user experience. Some applications vary in
usage (e.g., used once every two weeks, like salary-wages, but rarely at other times).
They would benefit from the cloud-based increased responsiveness during peak times.
A second objective is to expand ways to access applications. Applications located in
the public cloud are available over the Internet, but authentication concerns exist.
A third goal is portability, i.e., it can be moved between a cloud and a private data

Table 1. Cloud migration pattern selection.
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center without modification to application code or operations. Furthermore, a tractable
migration plan is essential.

Application. The migration starts with the Expense application. This allows
employees to submit and process expenses and request reimbursements. Employees
can tolerate occasional hours of downtime, but prolonged unavailability is not
acceptable. Most employees submit expenses within the last days before the end of
each month, causing high demand peaks. The infrastructure for the application is scaled
for average use only. The application is deployed on-premise. It requires high volume
storage because most stored receipts are scanned.

Expense is an ASP.NET application. It uses Windows authentication for security.
To store user preferences, it relies on ASP.NET profile providers. Exceptions and logs
are implemented with Enterprise Library’s Exception Handling Application Block and
Logging Application Block. It uses Directory Service APIs to query data. It stores
information on SQL Server. Receipts are stored in a file system. The architecture is
illustrated in Fig. 2.

The Migration Plan. The existing servers, networks, and associated systems such as
power supply and cooling are managed by the company. We present a set of migration
steps and decisions made to reach a tractable migration plan by adopting the presented
patterns.

Step 1. Move the application to a cloud platform unchanged providing infrastructure
reliability and availability. Management costs for running the hosted operating
system and OS licenses must be considered, but development costs can be
reduced as applications do not need to be refactored. Migration patterns MP1,
MP3, MP4 suit, of which MP1 was selected, because only copy-as-is to the
cloud without need for environmental services required.

Step 2. An alternative is to adapt Expense to run as hosted on a platform by an
external partner. This would avoid costs of porting the application to a dif-
ferent system and reduces management cost. There is work involved in
refactoring the application to run in cloud-hosted roles. MP5-MP11 can be

Fig. 2. Application architecture before migration to the cloud.
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selected. Since the user profiles were to be kept on-premise. Pattern MP6 was
selected because there was no need for any interface adaptation (as in
MP7-MP9) or multi-cloud deployment (as in MP10 and MP11).

Step 3. Abandon the own payment application and rent a typically more generic cloud
service, which needs to be evaluated regarding security, performance, and
usability. MP12, MP13, MP14 suit, but a need to integrate Expense with a
Payment service, favors MP13.

Step 4. For an external hosting decision, data storage facilities offered by cloud
platforms are required. Expense requires a relational database system and
NoSQL storage to store receipt images. MP12 was selected as Azure SQL and
Storage offerings meet requirements.

Step 5. Remote applications need to be integrated with other cloud services and
on-premise for data access and monitoring. A systems operation or authenti-
cation tool could be used for monitoring, requiring remote services to be
integrated. MP7, MP8, MP9, MP12, MP13, MP14 can be selected. Due to a
need for some adaptations, MP14 was selected.

Step 6. Although only employees use Expense, the payment sub-system also used by
other applications must always be available.MP10, MP11 can be selected, but
if the development of failover rebinding is to be avoided, a broker as in MP11
is utilized (e.g., to deploy the payment system on Amazon and keep a mirror
on Azure to route requests in case of failure).

Step 7. Value-added services from the cloud such as caching can maximize perfor-
mance when retrieving data or can cache output, session state and profile
information MP3 was selected to accommodate these environmental services
of the cloud provider.

Migration Path. A possible migration path is presented below. The result is the
architecture in Fig. 3. The migration steps are illustratively represented in [11].
Depending on the concerns of an organization, different combinations of hosting, data

Fig. 3. Application architecture after migration to the cloud.
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store and cloud services are possible. For example, MP1 step 1 follows a gradual
migration by adopting the hosting approach, but uses SQL Server hosted in a VM
before moving to an Azure SQL Database. Using MP3 instead would take advantage of
storage capabilities (table/blob storage) and caching instead of relational databases to
improve performance early rather than late.

Migration
step

Requirement Chosen
patterns

1 Minimal code changes to application and familiarity with
platform

MP1

2 Granular control of resource usage and opportunity for
auto-scaling

MP6

3 Lower cost although some limitations on feature availability MP13
4 Replacing on-premise storage with cloud offerings MP12
5 Integration with cloud utility services MP14
6 Highly available service replacement MP11
7 Better user experience, improved efficiency, and load

leveling
MP3

Discussion. For the migration plan we had different requirements, but were able to find
a satisfactory patterns solution. Thus, the requirement satisfaction in this case is
achieved and met by the proposed patterns [8]. Technically, we can only conclude that
the migration patterns are complete and useful for all situations arising from the use
case. However, we have analyzed and considered other migration, e.g., different
IaaS/PaaS/SaaS migration processes [5]. The storage refactoring options relating to
relational, table and blob storage, particularly addressed by patterns MP1 and MP3, are
specifically addressed in [12]. This paper highlights the re-architecting options that
advanced PaaS clouds offer, but also shows that while in this paper quality concerns
such as scalability or availability are covered, their quantification and a trade-off
analysis with cost aspects is not covered. Often, which specific paths are chosen is
driven by more in-depth quality concerns. Our solution focuses on functional archi-
tecture aspects and only includes quality and cost concerns qualitatively.

7 Related Work

We conducted a review [1] aiming to identify, taxonomically classify, and systemat-
ically compare the existing research focused on planning, executing, and validating
migration of legacy systems towards cloud-based software based on earlier architecture
evolution work [13]. We found a lack of repeatable and verifiable practices as one of
the key reasons that cloud migration is not a fully mature domain. In the context of the
Cloud-RMM migration framework [1], our work here can be categorized as a contri-
bution to migration planning.

Cloud migration approaches range from decision making to enabling legacy soft-
ware migration with approaches reporting best practice, experience and lessons
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learned in between. Decision making for cloud adoption (e.g., [14]) is inherently
complex and influenced by multiple factors such as cost and benefits through migration
[15]. In contrast, some approaches enable the actual migration of legacy software in
terms of procedures and model transformation (e.g., [16]). Some other work reports on
lessons learned and best practices [17] – providing empirical evidence for migration
research.

A number of migration strategies and best practices have been suggested in terms of
patterns in [18–20]. These are rather informal and do not consider a multi-cloud setting.
The objective there was mainly classification of existing best practice into migration
strategies. The key advantage and novelty of our work, more than a set of patterns, is
the notion of assembly-based situational migration at the architecture level, specifically
towards pattern-based migration planning for multi-cloud deployment. It enhances the
state-of-the-art by a tractable planning approach based on composable patterns.

8 Conclusion and Outlook

We identified cloud migration patterns, which in combination allow planning the
migration of applications for multiple cloud platform deployment. The introduction of
migration patterns complements existing migration practices and allows for an engi-
neering approach towards constructing and evaluating the migration plan. The
migration patterns are reusable and composable architectural change patterns that we
see as building blocks of an overall migration process, reflected through a migration
plan as a sequence of pattern applications.

Future work will include the development of a migration pattern repository as a tool
that facilitates migration planning as well as application of the patterns to new domains
and migration cases. To demonstrate the usability and completeness of the patterns
beyond business-oriented SaaS and standard PaaS-level services such as storage,
currently we are in the process of evaluating others for migration planning in three
cases with our industry partners. We also plan to formally represent the relations
between migration patterns in order to form a pattern map and work toward a pattern
language for migration practices.
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Abstract. Cloud computing and the IoT are converging ever stronger,
enabling the proliferation of diverse large-scale IoT cloud systems. Such
novel IoT cloud systems offer numerous advantages for the variety of
involved stakeholders. However, due to scale, complexity, and inher-
ent geographical distribution of IoT cloud systems, governing new IoT
cloud resources and capabilities poses numerous challenges. In this paper,
we introduce GovOps – a novel approach and a conceptual model for
cloud-based, dynamic governance of software-defined IoT cloud sys-
tems. By introducing a suitable GovOps reference model and a dedi-
cated GovOps manager, it simplifies realizing governance processes and
enables performing custom governance tasks more efficiently in practice.
We introduce real-world case studies in the building automation and
vehicle management domains, to illustrate the main aspects and prin-
ciples of our approach to governance of large-scale software-defined IoT
cloud systems.

1 Introduction

To date, cloud computing models and techniques, such as infrastructure virtual-
ization and management, Compute-, Storage- and Network-as-a-Service, etc.,
have been intensively exploited for large-scale Internet of Things (IoT) sys-
tems [7,14,18]. Recently, software-defined IoT cloud systems have been intro-
duced [10] in order to enable easier provisioning and management of IoT cloud
resources and capabilities. Generally, software-defined denotes a principle of
abstracting low-level components (e.g., hardware) and enabling their manage-
ment, programmatically through well-defined APIs [8]. This enables refactor-
ing the underlying infrastructure into finer-grained resource components whose
functionality can be (re)defined after they have been deployed. While IoT cloud
systems introduce numerous possibilities, a plethora of challenges to govern and
operate these new IoT cloud resources and capabilities emerge.

Various domains, such as smart building and vehicle management, increas-
ingly rely on IoT cloud resources and capabilities. Consequently, governance issues
such as security, safety, legal boundaries, compliance, and data privacy concerns
are ever stronger being addressed [4,5,17], mainly due to their potential impact
on the variety of involved stakeholders. However, existing approaches are mostly
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 20–31, 2015.
DOI: 10.1007/978-3-319-22885-3 3
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intended for high-level business stakeholders, neglecting support, e.g., tools and
frameworks, to realize governance strategies in large-scale, geographically dis-
tributed IoT cloud systems. Approaching IoT cloud from the operations man-
agement perspective, different approaches have been presented, e.g. [2,14,15,18].
Such approaches deal with IoT cloud infrastructure virtualization and its man-
agement, enabling utilization of cloud computation resources and operating cloud
storage resources for big IoT data. However, most of these approaches do not con-
sider high-level governance objectives such as legal issues and compliance. This
increases the risk of lost requirements or causes over-regulated systems, poten-
tially increasing costs and limiting business opportunities.

Currently, IoT governance mostly addresses the Internet part of the IoT, e.g.,
in the context of the Future Internet services1, while IoT operations processes
mostly deal with Things (e.g., in [3]) as additional resources that need to be
operated. Therefore, governance objectives (law, compliance, etc.) are not eas-
ily mapped to operations processes (e.g., querying sensory data streams or
adding/removing devices). Contemporary models, which assume that business
stakeholders define governance objectives, and operations managers implement
and enforce them, are hardly feasible in IoT cloud systems. In practice, bridging
the gap between governance and operations management of IoT cloud systems
poses significant challenges, because traditional management and governance
approaches are hardly applicable for IoT cloud systems, mainly due to the large
number of involved stakeholders, novel requirements for shared resources and
capabilities, dynamicity, geographical distribution, and the sheer scale of IoT
cloud systems.

This calls for a systematic approach to govern and operate IoT cloud
resources and capabilities. Extending the previously developed concepts [10],
in this paper we introduce GovOps – a novel approach for cloud-based dynamic
governance and operations management in software-defined IoT cloud systems.
The main objectives of GovOps are twofold. On the one side, it aims to enable
seamless integration of high-level governance objectives with concrete opera-
tions processes. On the other side, it enables performing operational governance
processes for IoT cloud systems in such manner that they are feasible in prac-
tice. We present a GovOps reference model that defines required roles, con-
cepts, and techniques to reduce the complexity of realizing IoT cloud governance
processes. GovOps enables performing custom governance tasks more efficiently,
thus reduces time, costs, and potential consequences of insufficient or ineffective
governance.

The remainder of this paper is structured as follows: Sect. 2 presents motivat-
ing scenarios that will be used throughout the paper. In Sect. 3, we present the
GovOps approach to governance and operations management in software-defined
IoT cloud systems; Sect. 4 outlines the GovOps reference model; Sect. 5 discusses
the related work; Finally, Sect. 6 concludes the paper and gives an outlook of
our future work.
1 http://ec.europa.eu/digital-agenda/en/internet-things.
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2 Scenarios: Governing Software-Defined IoT Systems

Consider the following scenarios in the Building Automation and Vehicle Man-
agement domains that we will refer to throughout the rest of this paper. The
scenarios are derived from our work conducted in the P3CL lab2.

2.1 Scenario 1 – Fleet Management System

General Description. Fleet Management System (FMS) is responsible for
managing electric vehicles deployed worldwide, e.g., on different golf courses. We
have identified three stakeholders who rely on the FMS to optimize their business
tasks: vehicle manufacturer, distributors and golf course managers. The stake-
holders have different business models. For example, as the manufacturer only
leases the vehicles, he is interested in the complete fleet, e.g., regular mainte-
nance, crash reports and battery health. On the other side, golf course managers
are mostly interested in vehicles security (e.g., geofencing features), preventing
misuse, and safety on the golf course.

Infrastructure Setup. The FMS is an IoT cloud system comprising vehicles’
proprietary on-board gateways, network and cloud infrastructure. The on-board
gateway is capable to host lightweight applications for: vehicle maintenance,
tracking, monitoring and club set-up. Vehicles communicate with the cloud via
3G, GPRS or Wi-Fi network to exchange telematic and diagnostic data. On the
cloud we host different FMS subsystems and services to manage and analyze
this data, e.g., determine vehicle status, perform remote diagnostics, batch con-
figuration and software updates. Legacy vehicles that are not capable to host
applications are integrated using a CAN-IP bridge, and any custom business
logic needs to be executed in the cloud.

2.2 Scenario 2 – Building Automation System

General Description. Building Automation System (BAS) is responsible to
monitor and control various building assets, such as HVAC, lighting, elevators
and humidity control systems, as well as to handle fault events and alarms (e.g.,
fire or gas leakage). For safety-critical services (e.g., alarm handling), timely
processing of the events and the availability of the BAS play a crucial role and
need to be ascertained.

Infrastructure Setup. Generally, BAS comprises a set of cloud-based services,
gateways and various sensors and actuators integrated with the building’s assets.
Gateways which support typical BAS device protocols (ModBus, BACnet, Lon-
Works and Fox), e.g., Niagra or Sedona3, are used to communicate with sensors

2 http://pcccl.infosys.tuwien.ac.at/.
3 http://www.tridium.com/.
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and actuators. For local processing, the gateways usually allow executing custom
triggers, rules and some form of complex event processing (CEP) queries. For
permanent storage and more resource-demanding processing, the gateways send
streams of data to the remote cloud services.

2.3 System Characteristics

We notice that both the FMS and the BAS have large-scale, geographically
distributed infrastructure. Additionally, the FMS utilizes virtualized IoT cloud
infrastructure, such as virtual gateways (VGW), to support integrating legacy
vehicles. Depending on stakeholder and task-at-hand our systems have differ-
ent customization requirements and non-functional requirements (e.g., regard-
ing fault-tolerance and availability). For example in BAS, while for safety-critical
services, real-time delivery and processing is essential, for services such as HVAC
controller, cost reduction is more important. Due to the multiplicity of the
involved stakeholders, the FMS needs to allow for flexible runtime customizations
in order to exactly meet the stakeholder’s functional requirements, depending
on the problem-at-hand and availability or accessibility of the vehicles, as well
as desired system’s non-functional properties.

3 GovOps – A Novel Approach to Governance
and Operations Management in IoT Cloud

The main objective of our GovOps approach (Governance and Operations) is
twofold. On the one side it aims to enable seamless integration of high-level
governance objectives and strategies with concrete operations processes. On the
other side, it enables performing operational governance processes for IoT cloud
systems in such manner that they are feasible in practice.

Figure 1 illustrates how GovOps relates to IoT cloud governance and oper-
ations. It depicts the main idea of GovOps to bring governance and operations
closer together and bridge the gap between governance objectives and operations
processes, by incorporating the main aspects of both IoT cloud governance and
operations management. To this end, we define GovOps principles and design
process of GovOps strategies (Sect. 4) that support determining what can and
needs to be governed, based on the current functionality and features of an
IoT cloud system, and that allow for aligning system’s capabilities with regu-
lations and standards. Additionally, we introduce a novel role, GovOps man-
ager (Sect. 3.3) responsible to guide and manage designing GovOps strategies,

Fig. 1. GovOps in relation to IoT cloud governance and operations.
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because in practice it is very difficult, risky, and ultimately very costly to adhere
to traditional organizational silos, separating business stakeholders from oper-
ations managers. Therefore, GovOps integrates business rules and compliance
constraints with operations capacities and best-practices, from early stages of
designing governance strategies in order to counteract system over-regulation
and lost governance requirements.

It is worth noting that GovOps does not attempt to define a general method-
ology for IoT cloud governance. There are many approaches (Sect. 5), which
define governance models and accountability frameworks for managing gover-
nance objectives and coordinating decision making processes. Most of these
approaches can be applied within GovOps without substantial modifications.

3.1 Governance Aspects

From our case studies, we have identified various business stakeholders such as
building residents, building managers, governments, vehicle manufacturers and
golf course managers. Typically, they are interested in energy efficient and greener
buildings, sustainability of building assets, legal and privacy issues regarding sen-
sory data, compliance (e.g., regulatory or social), health of the fleet, as well as
security and safety issues related to the environments under their jurisdiction.

Depending on the concrete (sub)system and the involved stakeholders, gov-
ernance objectives are realized via different governance strategies. Generally,
we identify the following governance aspects: (i) environment-centric, (ii) data-
centric and (iii) infrastructure-centric governance.

Environment-centric governance deals with issues of overlapping jurisdictions
in IoT cloud managed environments. For example, in our BAS, we have residents,
building managers and the government that can provide governance objectives,
which directly or indirectly affect an environment, e.g., a residential apartment.
In this context, we need to simultaneously articulate multiple governance objec-
tives related to comfort of living, energy efficiency, safety, health and sustain-
ability.

Data-centric governance mostly deals with implementing the governance stra-
tegies related to the privacy, quality, and provenance of sensory data. Examples
include addressing legal issues, compliance, and user preferences regarding the
sensory data.

Infrastructure-centric governance addresses issues about designing, installing,
and deploying IoT cloud infrastructure. This mostly affects the early stages of
introducing an IoT cloud system and involves feasibility studies, cost analysis,
and risk management. For example, it supports deciding between introducing
new hardware or virtualizing the IoT cloud infrastructure.

3.2 Operations Management Aspects

Operations managers implement various processes to manage BAS and FMS
at runtime. Generally, we distinguish following operational governance aspects:
(i) configuration-centric, (ii) topology-centric, and (iii) stream-centric gover-
nance.
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Configuration-centric governance includes dynamic changes to the configura-
tion models of deployed software-defined IoT cloud systems at runtime. Example
processes include (a) enabling/disabling an IoT resource or capability (e.g.,
start/stop a unit), (b) changing an IoT capability at runtime (e.g., communica-
tion protocol), and (c) configuring an IoT resource (e.g., setting sensor poll rate).

Topology-centric governance addresses structural changes that can be per-
formed on software-defined IoT systems at runtime. For example, (a) Pushing
processing logic from the application space towards the edge of the infrastruc-
ture; (b) Introducing a second gateway and an elastic load balancer to optimize
resource utilization; (c) Replicating a gateway, e.g., for fault-tolerance or data-
source history preservation.

Stream-centric governance addresses runtime operation of sensor data
streams and continuous queries, e.g., to perform custom filtering, aggregation,
and querying of the available data streams. For example, to perform local filter-
ing the processing logic is executed on physical gateways, while complex queries,
spanning multiple data streams are usually executed on VGWs. Therefore, oper-
ations managers perform processes like: (a) Placement of custom filters (e.g., near
the data source to reduce network traffic); (b) Allocation of queries to VGWs;
and (c) Stream splitting, i.e., sending events to multiple VGWs.

3.3 Integrating Governance Objectives with Operations Processes

The examples presented in Sects. 3.1 and 3.2 are by no means a comprehen-
sive list of IoT cloud governance processes. However, due to dynamicity, hetero-
geneity, geographical distribution and the sheer scale of IoT cloud, traditional
approaches to realize these processes are hardly feasible in practice. This is
mostly because such approaches implicitly make assumptions such as physical
on-site presence, manually logging into gateways, understanding device specifics,
etc., which are difficult, if not impossible, to meet in IoT cloud systems. There-
fore, due to a lack of a systematic approach for operational governance in IoT
systems, currently operations managers have to rely on ad hoc solutions to deal
with the characteristics and complexity of IoT cloud systems when performing
governance processes.

Further, Table 1 lists examples of governance objectives and according opera-
tions management processes to enforce these objectives. The first example comes
from the FMS, since many of the golf courses are situated in countries with spe-
cific data regulations, e.g., the US or Australia. In order to enable monitoring
of the whole fleet (as required by the manufacturer) the operations managers
need to understand the legal boundaries regarding data privacy. For example, in
Australia, the Office of the Australian Information Commissioner (OAIC) has
issued an extensive guidance4 as to what reasonable steps to protect personal
information might include, that in practice need to be interpreted by opera-
tions managers. The second example contains potentially conflicting objectives
supplied by stakeholders, e.g., building manager, end user, and the government,
4 http://www.oaic.gov.au/privacy/applying-privacy-law/app-guidelines/.
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Table 1. Example governance objectives and operations processes.

Governance objectives Operations processes

1 Fulfill legal requirements w.r.t. sensory
data in country X. Guarantee history
preservation

Spin-up an aggregator gateway.
Replicate VGW, e.g., across
different availability zones.

2 Reduce GHG emission. User preferences
regarding living comfort. Consider
health regulations

Provide configuration directives for
an IoT cloud resource (e.g.,
HVAC).

3 Data quality compliance regarding
location tracking services

Choose among available services,
e.g., GPS vs. GNSS (Global
Navigation Satellite System)
platform.

leaving it to the operations team to solve the conflicts at runtime. The third
example hints that GNSS is usually better-suited to simultaneously work in both
northern and southern high latitudes. Therefore, even for these basic processes,
an operations team faces numerous difficulties, since in practice there is no one-
size-fits-all solution to map governance objectives to operations processes.

To address these issues, GovOps proposes a novel role, GovOps manager,
as a dedicated stakeholder responsible to bridge the gap between governance
strategies and operations processes in IoT cloud systems. The main rationale
behind introducing a GovOps manager is that in practice designing governance
strategies needs to involve operations knowledge about the technical features of
the system, e.g., physical location of devices, configuration models, placement
of queries and component replication strategies. Reciprocally, defining systems
configurations and deployment topologies should incorporate standards, com-
pliance, and legal boundaries at early stages of designing operations processes.
To achieve this, the GovOps manager is positioned in the middle, in the sense
that he/she continuously interacts with both business stakeholders (to iden-
tify high-level governance issues) and operations team (to determine operations
capacities).

The main task of a GovOps manager is to determine suitable tradeoffs
between satisfying the governance objectives and the system’s capabilities, as
well as to continuously analyze and refine how high-level objectives are artic-
ulated through operations processes. In this context, a key success factor is
to ensure effective and continuous communication among the involved parties
during the decision making process, facilitating (i) openness, (ii) collaboration,
(iii) establishment of a dedicated GovOps communication channel, along with
(iv) early adoption of standards and regulations. This ensures that no critical
governance requirements are lost and counteracts over-regulation of IoT cloud
systems. On the other side, in order to support performing runtime operations
processes in IoT cloud systems, while considering system characteristics (e.g.,
large-scale, geographical distribution and dynamicity), GovOps proposes a set
of concepts that includes: (i) central point of operation, (ii) automation, (iii)
fine-grained control, (iv) late-bound policies, and (v) resource autonomy.
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Fig. 2. Simplified UML diagram of GovOps model for IoT cloud governance.

4 A Reference Model for GovOps in IoT Cloud

4.1 Overview of GovOps Model for Software-Defined IoT Cloud
Systems

To realize the GovOps approach we need suitable abstractions to describe IoT
cloud resources that allow IoT cloud infrastructure to be (re)defined after it
has been deployed. We show in [10] how this can be done with software-defined
IoT units. The GovOps model (Fig. 2) builds on this premise and extends our
previous work with fundamental aspects of operational governance processes: (i)
describing states of deployed IoT resources, (ii) providing capabilities to manip-
ulate these states at runtime, and (iii) defining governance scopes.

Within our model, the main building blocks of GovOpsStrategies are Gover-
nanceCapabilities. They represent operations which can be applied on IoT cloud
resources, e.g., query current version of a software, change communication pro-
tocol, and spin-up a virtual gateway. These operations manipulate IoT cloud
resources in order to put an IoT cloud system into a specific (target) state. Gov-
ernance capabilities are described via software-defined APIs and they can be
dynamically added to the system, e.g., to a software-defined gateway. From a
technical perspective, they behave like add-ons, in the sense that they extend
resources with additional operational functionality. Generally, by adopting the
notion of governance capabilities, we allow for processes to be automated to a
great extent, and also give a degree of autonomy to IoT cloud resources.

Since the meaning of a resource state is highly task specific, we do not impose
many constraints to define it. Generally, any useful information about an IoT
cloud resource is considered to describe the ResourceState, e.g., a configuration
model or monitoring data such as CPU load. Technically, there are many frame-
works (e.g., Ganglia or Nagios) that can be used to (partly) describe resource
states. Also configuration management solutions, such as OpsCode Chef, can
be used to maintain and inspect configuration states. Finally, design best prac-
tices and reference architectures (e.g., AWS Reference Architectures5) provide a
higher-level description of the desired target states of an IoT cloud system.
5 http://aws.amazon.com/architecture/.
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The GovernanceScope is an abstract resource, which represents a group of
IoT cloud resources (e.g., gateways) that share some common properties. There-
fore, our governance scopes are used to dynamically delimit IoT cloud resources
on which a GovernanceCapability will have an effect. This enables writing the
governance strategies in a scalable manner, since the IoT cloud resources do
not have to be individually addressed. It also allows for backwards compatible
GovOps strategies, which do not directly depend on the current resource capa-
bilities. This means that we can move a part of the problem, e.g., fault and
exception handling, inside the governance scope. For example, if a gateway loses
a capability the scope simply will not invoke it i.e., the strategy will not fail.

4.2 Design Process of GovOps Strategies

As described in Sect. 3, the GovOps manager is responsible to oversee and guide
the GovOps design process and to design concrete GovOps strategies. The design
process is structured along three main phases: (i) identifying governance objec-
tives and capabilities, (ii) formalizing strategy, and (iii) executing strategy.

Generally, the initial phase of the design process involves eliciting and for-
malizing governance objectives and constraints, as well as identifying required
fine-grained governance capabilities to realize the governance strategy in the
underlying IoT cloud system. GovOps does not make any assumptions or impose
constraints on formalizing governance objectives. To support specifying gover-
nance objectives the GovOps manager can utilize various governance models and
frameworks, such as 3P [13] or COBIT [6]. However, it requires tight integration
of the GovOps manager into the design process and encourages collaboration
among the involved stakeholders to clearly determine risks and tradeoffs, in
terms of what should and can be governed in the IoT cloud system, e.g., which
capabilities are required to balance building emission regulations and residents
temperature preferences. To this end, the GovOps manager gathers available gov-
ernance capabilities in collaboration with the operations team, identifies missing
capabilities, and determines if further action is necessary. Generally, governance
capabilities are exposed via well-defined APIs. They can be built-in capabilities
exposed by IoT units (e.g., start/stop), obtained from third-parties (e.g., from
public repositories or in a market-like fashion), or developed in-house to exactly
reflect custom governance objectives. By promoting collaboration and early inte-
gration of governance objectives with operations capabilities, GovOps reduces
the risks of lost requirements and over-regulated systems.

After the required governance capabilities and relevant governance objec-
tives have been identified, the GovOps manager relies on the aforementioned
concepts and abstractions (Sect. 4.1) to formally define the GovOps strategy
and articulate the artifacts defined in the first phase of the design process. Gov-
ernance capabilities are the main building blocks of the GovOps strategies. They
are directly referenced in GovOps strategies to specify the concrete steps which
need to be enforced on the underlying IoT cloud resources, e.g., defining a desired
communication protocol or disabling a data stream for a specific region. Also in
this context, the GovOps reference model does not make assumptions about
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the implementation of governance strategies, e.g., they can be realized as busi-
ness processes, policies, applications, or domain specific languages. Individual
steps, defined in the generic strategy, invoke governance capabilities that put
the IoT cloud resources into desired target state, e.g., which satisfies a set of
properties. Subsequently, the generic GovOps strategy needs to be parameter-
ized, based on the concrete constraints and rules defined by the governance
objectives. Depending on the strategy implementation these can be realized as
process parameters, language constraints (e.g., Object Constraint Language),
or application configuration directives. By formalizing the governance strategy,
GovOps enables reusability of strategies, promotes consistent implementation
of established standards and best practices, and ensures operation within the
system’s regulatory framework.

The last phase involves identifying the system resources, i.e. the governance
scopes that will be affected by the GovOps strategy and executing the strat-
egy in the IoT cloud system. It is worth mentioning that the scopes are not
directly referenced in the GovOps strategies, rather the GovOps manager applies
the strategies on the resource scopes. Introducing scopes at the strategy-level
shields the operations team from directly referencing IoT cloud resources, thus
enables designing declarative, late-bound strategies in a scalable manner. Fur-
thermore, at this point additional capabilities identified in the previous phase
will be acquired and/or provisioned, whereas unused capabilities will be decom-
missioned in order to optimize resource consumption.

5 Related Work

The IoT governance has been receiving a lot of attention recently. For example,
in [17] the author evaluates various aspects of the IoT governance, such as pri-
vacy, security and safety, ethics, etc., and defines main principles of IoT gov-
ernance, e.g., legitimacy and representation, transparency and openness, and
accountability. In [16], the authors deal with issues of data quality management
and governance. They define a responsibility assignment matrix that comprises
roles, decision areas and responsibilities and can be used to define custom gover-
nance models and strategies. Traditional IT governance approaches, such as SOA
governance [1,12] and governance frameworks like CMMI [9], the 3P model [13],
and COBIT [6], provide a valuable insights and models which can be applied
in GovOps processes, usually without substantial modifications. Compared to
these approaches, GovOps does not attempt to define a general methodology for
IoT cloud governance. Therefore, such approaches conceptually do not conflict
with GovOps and can rather be seen as complementary to our approach.

Also approaches addressing operations management in IoT cloud system have
recently emerged. For example, in [14,18] the authors deal with IoT infrastruc-
ture virtualization and its management on cloud, whereas [2] utilizes the cloud
for additional computation resources. In [15] the authors focus on operating
cloud storage resources for IoT data, and [11] present approaches for monitoring
IoT systems and enforcing QoS aspects. Such approaches provide useful con-
cepts and techniques, which can be used to support the GovOps processes in
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IoT cloud systems. In [7] the authors develop an infrastructure virtualization
framework, based on a content-based pub/sub model for asynchronous event
exchange. In [18] the authors propose virtualizing physical sensors on the cloud
and provide management and monitoring mechanisms for the virtual sensors.
Such approaches provide various governance capabilities, e.g., template-based
controlling of sensor groups, registering and decommissioning sensors and mon-
itoring the QoS that can seamlessly be integrated with our GovOps approach.

The GovOps model builds on these approaches and addresses the issue of
bridging the gap between governance objectives and operations processes, by
introducing the GovOps manager as a dedicated stakeholder, as well as defining
the suitable GovOps reference model to support early integration of governance
objectives and operations processes.

6 Conclusion and Future Work

In this paper, we introduced the GovOps approach to governance of software-
defined IoT cloud systems. We presented the GovOps reference model that
defines suitable concepts and a flexible process to design IoT cloud gover-
nance strategies. We introduced the GovOps manager, a dedicated stakeholder
responsible to determine tradeoffs between satisfying governance objectives and
IoT cloud system capabilities, and ensure early integration of these objectives
with operations processes, by continuously refining how the high-level objectives
are articulated through operations processes. We showed how GovOps enables
systematically approaching IoT cloud governance to counteract system over-
regulation and lost requirements. Further, it allows for IoT cloud governance
processes to be easily and flexibly realized in practice, without worrying about
the complexity and scale of the underlying IoT cloud and diversities of various
legal and compliance issues. In the future, in order to support GovOps man-
agers, we will develop a comprehensive framework for GovOps that implements
the presented concepts and required toolset.
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Abstract. Context-aware software for mobile and desktop users is an emerging
field for software development. Due to the increasing market, most of the
industry and scientific proposals in this field focus on solving context-aware
adaptation issues for browser-based applications only. However, other appli-
cations, such as web services, also require context adaptation. This paper aims at
providing a solution for context-aware web services and their desktop or mobile
clients. In this regard, we provide a model-driven methodology for developing
adaptable web services: from the initial system model, we will identify where
context awareness is required and afterwards the main system skeleton code
along with the context adaptation code will be automatically generated. Using
this methodology, and also the provided tool, developers will be able to easily
create well structured and modularized context-adaptable services, where final
service code will be completely separate from context-related functionalities
through an aspect-oriented implementation.

Keywords: Web service � Context awareness � Model-driven development

1 Introduction

In computing, context can be defined as any information that can be used to charac-
terize the situation of an entity, this being a person, place, or object that is considered
relevant to the interaction between a user and an application, including the user and
applications themselves [1]. A system is considered context-aware if it uses context to
provide relevant information and/or services to the user, where relevance depends on
the user’s task [2]. In this scope, context-aware software solutions have vastly
increased in popularity and are highly demanded, especially by mobile users. We have
to bear in mind that mobile devices have acquired big prominence over the last years,
and the number of connections to the Internet is sometimes even higher than desktop
ones in some countries. The large amount of devices and their continuous use clearly
illustrate the importance of access both to desktop and to mobile services. Let us clarify
at this point that for simplicity when talking about mobile devices we are referring to
those which have less resources (such as mobile phones) and when talking about
desktop devices we are referring to devices which have higher resources (as a laptop or
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a high-quality tablet, even though they are mobile). It is important to mention that, even
though context awareness seems to be strongly associated with mobile applications,
many users start to demand desktop context-aware applications. Besides, there are also
users who have the same application installed on several devices. Thus, both markets
—desktop and mobile apps— are relevant when talking about context awareness. In
any case, for mobile and desktop users, current approaches mostly focus on solving
context-aware issues for browser-based applications only, such as [3] or [4]; web
responsive design can be a suitable option for browser-based applications, but what
about personalization out of user interfaces?

Concerning services development, developers have mainly focused on services
which are designed to be accessible well from desktop computers, well from mobile
devices; or they have designed two different services and applications for attending the
necessities of these two types of devices. We firmly believe that the better practise
would be designing one unique application which automatically adapts to any context
requirement. On the other hand, most solutions focus on adaptation on the client-side
[5, 6]; this means further computation, resources and larger bandwidth required, which
might be a hindrance for mobile devices or mobile Internet users. It might be the case
that the mobile device does not have enough resources for context adaptation or that we
are slowing down and raising the price of the process due to doing it in the client, rather
than in the service side, where resources are expected to be much higher.

In this paper, we provide a context-awareness solution specific for SOAP-based
web services. Web services can be invoked from any type of applications, not only
browser-based ones and, thanks to their usefulness for distributed systems [7], are
popular for their use both from desktop and mobile applications. However, even though
there are excellent tools and frameworks for service development, their adaptation to
context has not been properly focused on to date (most approaches turned their focus
on web adaptation, such as [3]), encountering the problems we mentioned before.
Solving these problems is the main aim of this paper: profiting from our previous
experience adapting services to mobile devices [8], we propose MoDAS: a method-
ology and tool1 for Model-Driven Adaptable Services in which adaptation to context is
fulfilled in the service side, no requiring additional applications depending on the
device or other context aspects, and reducing the client computational and monetary
costs. Concerning technological issues, our methodology allows the developer to easily
define services and their adaptation to different context elements in UML. Afterwards a
model-driven process is followed procuring the automatic generation of the services
skeleton, as well as a set of separate aspect-oriented modules with the complete code
for context awareness. This separation will allow us to maintain the main service code
completely decoupled from context-related code [9], therefore facilitating context
maintenance and evolution according to the web services philosophy. Developers are
spared the need of learning an aspect-oriented language thanks to the automatic code
generation. The provided tool —an Eclipse plugin—facilitates the methodology

1 The plugin is available for public download at https://neptuno.uca.es/redmine/attachments/download/
318/MoDAS.zip; we are working on a help document that will be available soon.
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adoption to be used in conjunction with other widely used existing tools for
UML-based software modelling and Java-based web services development.

The remainder of the paper is organized as follows: Sect. 2 provides background on
technologies and related work. Then. Section 3 describes the context types and
methodology proposed in this paper. Afterwards, Sect. 4 explains the tool main fea-
tures. Evaluation and conclusions are presented in Sects. 5 and 6, respectively.

2 Background

As previously mentioned, in our methodology we will combine model-driven devel-
opment and aspect-oriented techniques for web services implementation; for this rea-
son, we are going to shortly introduce several concepts related to these technologies.
We also discuss the more closely related work in this scope.

2.1 Model-Driven Development

Model-driven development (MDD) aims to promote the role of models, allowing the
separation of the final implementation technology from the business logic adopted by
the system. Transformations between models enable the automated development of the
system from models, reducing implementation costs. Following OMG Model-Driven
Architecture proposal, we might consider three main model categories: Platform-
Independent Models (PIM) representing the system without coupling it to any specific
platform or language, Platform-Specific Models (PSM) which expresses the system
based on a specific platform, technology and programming languages, and finally,
Code Layer provides the final application as code. Transformation rules may also be
created in order to transform the system PIM into PSMs and PSMs into code auto-
matically [10]. A fourth more abstract level could be considered —Computation-
Independent Model (CIM)—; however, due to its independence from computation, it is
generally not taken into account for computational systems; this is the case for us. In
order to mark (stereotype) the models to facilitate the transformations profiles might be
used [11].

2.2 Aspect-Oriented Programming

Aspect-Oriented Programming (AOP) arises due to well-known problems detected in
Object-Oriented Programming (OOP). One of the early objectives of OOP was the
encapsulation and modularity of related data and methods that address common goals.
Nevertheless, experience has shown that sometimes it is impossible to model several
concerns into a structured decomposition with OOP practices (see [12]). These are
called crosscutting concerns. AOP allows us to modularize crosscutting concerns by
encapsulating them into meaningful independent units called aspects. Afterwards, a
method to weave the aspect code with the original one is applied [13].
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2.3 Related Work

Due to the relevance of the topic, there is a lot of research focused on finding solutions
to properly deal with context awareness. In this section we have conducted an in-depth
study on approaches particularly related to our proposal. Context-aware user interface
adaptation is very stablished area, but as previously mentioned in this paper we do not
focus on the client-side adaptations but on the service side. For further information the
reader can see the survey on context-related work published in [14].

Sheng and Benatallah [15] propose ContextUML: a modeling language for
context-aware model-driven web services. Several years later they improved their
proposal supplying a platform for developing context-aware web services [16]. This
platform, named ContextServ and provides an integrated environment where devel-
opers can specify and deploy context-aware services as well as generating BPEL code.
The main drawback of this proposal is that only BPEL code can be generated for
services, and that the adaptation code is merged and tightly coupled to the service one.
In our case, any Java-based service can be used in conjunction with the adaptation
aspects, which, thanks to their decoupleness from main functionality code, can be
reused even with already developed Java services. Follow-ups on the project are
focused on BPEL compositions [17], or user personalization [18].

Vale and Hammoudi [19] focus their work on developing context-aware web
services. They propose an architecture called CSOA (Context-aware Service Oriented
Architecture), which provides business, context and composition views in a more
abstract level, as well as platform-specific adaptation and service views; however they
do not provide any code generation and their approach only focuses on the abstract
models of the system. Monfort and Hammoudi propose [20] two approaches to
facilitate service adaptation: the first one based on aspects implementation; the second
one on model-driven context. For the first one, they propose ASW (Aspect Service
Weaver), a utility to intercept SOAP messages between client and service, adding new
behaviours using Aspect-Oriented Programming (AOP). In the second one they present
a context metamodel to identify the most relevant context entities in mobile applica-
tions. Their latest work follows this research line by providing the way to make a
parameterized adaptation for services and compositions [21]. For this purpose, they use
ontologies and OCL for context description. There are two main differences with our
proposal: firstly we only use UML in order to model services and their contexts,
providing a more simplified, standardized and easier to understand way of modeling the
system for development. Secondly, thanks to the Eclipse plugin provided, our meth-
odology can be integrated de facto in the development process used by many software
developers with commonly used development tools and without any learning curve; not
obliging the user to change his usual development tools.

Prezerakos et al. [22] propose decoupling the service from context functionalities
using a model-driven and aspect-oriented approach modifying ContextUML. There is
one main drawback in this approach: the developer have to fully define any context
every time he wants to implement it; we provide a set of predefined contexts which can
be re-used or modified should it be necessary; therefore saving developing time for
quite common context characteristics. Also the interesting work from Ayed et al.,
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concerning a context profile and the initial steps of a model-driven approach for
context-aware application was not followed up or validated [23].

Finally, Carton et al. depict a model-driven development and aspect-oriented
implementation for generating context-aware mobile applications [24]. Their proposal,
based on ThemeUML [25], does not seem to have evolved from their initial stages of
development. Besides, this approach focuses on performing client-side adaptation,
which we already argued is not a suitable solution for efficient context adaptation.

Please bear in mind that, as previously mentioned, a relevant difference between all
these proposals and the one presented in this paper is the fact that we provide an
Eclipse plugin which is perfectly compatible with other well-known and standard tools,
not only for modeling the system but also for compiling the generated code. The
learning curve for Eclipse users is almost null and there is no need at all for the
developer to learn AOP, since all the AspectJ code is automatically generated by
provided contexts in MoDAS; for new contexts the developer only has to replace a
comment line in the aspect code by the adaptation functionality in Java.

3 MoDAS Context Types and Methodology

MoDAS uses different sets of transformation rules depending on the context type. This
is why, previous to explaining the methodology (Sect. 3.2), we describe the defined
context types (Sect. 3.1).

3.1 Context Types

The variety of contexts to which a web service can be adapted is enormous. Even
though there are some very common ones (some of which are mentioned in this paper),
of course they always depend on specific needs of the system in question. Our research
in this scope led us to propose three different types of context since they carry different
procedures to be followed in the model driven process. Many particular contexts can be
included in one of these three categories. Hence, the classification we did was based on
our lessons learned concerning the development process and consists of the following
general contexts types:

• Reduction Contexts: contexts in which the information to be sent has to be reduced
(for instance, device adaptation).

• Transformation Contexts: contexts in which the information has to be transformed
(for instance, currency adaptation).

• Filter Contexts: contexts in which the information has to be filtered depending on
several factors (for instance, location adaptation).

We will use one of these contexts to illustrate the methodology description; due to
space limitations we have not included the explanation for the other two types, neither
the complete profile defined in MoDAS for several common contexts.
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3.2 Methodology Description

The methodology starts at the services’ design phase and consists of three main steps:

PIM UML Modeling and Stereotyping. Firstly, the UML platform-independent
model has to be designed: it will consist of a UML class diagram including the web
services and the types required. In the named model, a web service will be represented
by a class stereotyped with «webService». In these classes, the operations will repre-
sent the web service operations. Those operations for which the user wants to generate
context-aware code will have to be stereotyped in the class model. For example, for
transformation contexts, such as currency adaptation (see Fig. 1), the stereotypes to be
used are the following:

• Stereotype «currency» has to be applied to all methods which are going to return a
different value depending on the currency.

• Stereotype «currency» will also be used to mark the complex types which are
returned by «currency» operations.

As an alternative to creating the PIM from scratch, we can generate it by importing
a WSDL file. This can be done automatically thanks to MoDAS tool (see Sect. 4);
alternatively, this can also be done through the use of any other tool available in the
market and start using MoDAS from the obtained service classes. Once the WSDL is
imported we would proceed to stereotyping the class diagram as just described.

PSM Automatic Generation and Modification. The developed tool will allow us to
automatically generate another UML class diagram from a PIM: the platform-specific
model. MoDAS will run the transformations depending on the stereotypes applied to
the elements in the PIM. Some elements will be automatically stereotyped with
«genCode» in the PSM; «genCode» will provide a tagged value in order to identify the
stereotyped element. The purpose of using this stereotype is for the user to be able to
make changes in the PSM —when necessary— and still be able to recognize these
stereotyped elements at code generation. At this point, the user can see the model ready
for code generation and introduce additional modifications if necessary. The changes
the tool automatically applies to the PIM to obtain the PSM in the case of currency
context are (see Fig. 2):

• The class that represents a complex type stereotyped with «currency» will include a
new method: convertCurrency; its input parameters will be the new currency we
want to convert the amount to, and the exchange rate.

Fig. 1. Platform independent model with currency adaptation
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• The new method convertCurrency –automatically generated by MoDAS- will be
stereotyped with «genCode» to be identified at the code generation stage.

• The «currency» stereotype will be deleted from the complex type since the trans-
formation has already been done.

Code Automatic Generation and Completion. Finally, the context-aware code will
be generated for the services represented in the PSM. The generated code consists of
the Java code providing the service skeleton and the AspectJ aspect-oriented code
which implements the context awareness. The developer should complete the generated
code with the system service business logic.

Let us explain the aspect code that is generated for an operation with currency
adaptation: the aspect declaration is found on line (1). Line (2) specifies the pointcut,
that is, the point in the service execution which we are going to intercept. In this case,
we are intercepting the execution of the service when Operation 1 in Class 1 is going to
be executed. Lines (3–11) implement the advice: the code which we are executing in
the point intercepted in the program’s execution. As we can see in line (3), it is an
around advice, which means that this code will be executed instead of the intercepted
operation execution. The advice must return the same class with which the intercepted
service operation has been defined and it will have the same parameters too (in this case
Info type). Then, in line (4) we allow the intercepted operation’s execution to run as
usual (proceed) and the resulting information is recorded in a standard result type. In
line (5) we check whether currency adaptation needs to take place. If true, the currency
will be obtained (depending on the context) in line (6); in line (7) the developer has to
include the necessary code to obtain the base currency, in line (9) we obtain the
exchange rate and finally currency conversion is made in line (10). In line (11) the
service operation result is returned after the execution of the context-aware code.

Fig. 2. Platform-specific model with currency adaptation
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Let us clarify that whether the developer wants to adapt a web service to a context
not defined in our methodology, they may use the stereotype «contextAware», applying
it to the method that represents the service operation in the PIM. This way, the aspect
skeleton will be generated with a comment replacing lines 5-to-10; later on, the
developer will be able to include their own Java-based context-aware code in the
mentioned comment. Besides, sometimes the client must send some context informa-
tion to the service; please see our previous work [8] where we evaluated several
alternatives and we decided to use an optional tag in the invocation SOAP message
header.

4 MoDAS Tool

MoDAS is a plugin for Eclipse IDE which allows us to automate adaptation to context
for the services represented in a UML class diagram. The tool implementation bears in
mind future needs for extensions; its kernel is flexible enough so that new contexts can
be added without modifying it. In the following paragraphs we will explain the pro-
cedures to follow from the initial class diagram to code.

1. PIM UML Modeling and Stereotyping
(a) Creating the Platform-Independent Model. There are two alternatives for the

creation of the platform-independent model:
(i) The developer must create a UML class diagram using any Eclipse UML

editor. To represent a web service implementation class we will use a UML
class which will be later stereotyped —if necessary— in step 2.

(ii) Using MoDAS or other existing tools, developers can automatically gen-
erate the class diagram from a WSDL file. When developers want to run this
action with MoDAs they have to choose option Generate UML class dia-
gram from WSDL on the contextual menu.

(b) Stereotyping the Platform-Independent Model. MoDAS automatically gen-
erates context-aware code from the UML class diagram. Then, developers have
to stereotype the UML diagram. In this regard, MoDAS provides the profiles
needed for the adaptations explained in Sect. 3. Developers might use their
preferred UML editor in Eclipse to stereotype their diagrams.

(1) public aspect Adapting_Operation1 {

(2)  pointcut PC_Operation1 (String parameter) :

execution (* Class1.Operation1(String)) && args (parameter);

(3)  Info around (Sting parameter) : PC_Operation1 (parameter) {

(4)   Info tmp = proceed(parameter);

(5) if(CurrencyContext.isCurrencyAware()) {

(6)   String currencyCode = CurrencyContext.getCurrency();

(7)   // TODO: get base currency from tmp

(8)   String baseCurrencyCode = null;

(9)   double exchangeRate = CurrencyContext.getExchangeRate(baseCurrencyCode) ;

(10)   tmp.convertCurrency(currencyCode, exchangeRate); }

(11)   return tmp;  }  }
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2. PSM Automatic Generation and Modification. Using MoDAS, it is possible to
automatically obtain the PSM from the PIM. The advantage of generating this
diagram is that the developer may make changes to it before code generation.
Another benefit is that the developer has a graphical view of the code to be gen-
erated. The obtained PSM will depend on the PIM stereotypes, where transfor-
mations explained in Sect. 3 will be applied. For running this action option
Generate UML platform-specific model has to be chosen on MoDAS contextual
menu.

3. Code Automatic Generation and Completion. When developers want to run this
action they choose Generate UML context-aware Web Services on MoDAS con-
textual menu; then code generation will be executed. The result is a project with the
aspects containing context-aware and Java code of the elements in the PSM, as well
as all necessary configuration files in the project created for the services.

5 Evaluation

The code generated for services and context was described in the previous sections. In
order to evaluate the whole proposal in general and this code in particular we have
followed the same procedure as in our previous proposal; please check [8] for details.
The case study included a service with 3 operations where 4 adaptations were con-
ducted (reducing and transformation to Operation 1, filtering to Operation 2, and
transformation to Operation 3). We implemented the system with and without AOP
and with adaptation in the client and in the service-side. Results are summarized in the
following paragraphs:

• Aspect-Oriented Evaluation. The use of aspect-oriented techniques in the imple-
mentation provides better separation of concerns in systems, as well as less coupling
and good crosscutting system modularization. Concerning the performance the
results showed equivalent times for the aspect and object oriented implementations;
in any case, differences between execution rates in the object-oriented implemen-
tation and the aspect-oriented one were below 10 percent, which in general can be
regarded as insignificant [26].

• Service-Side versus Client-Side Evaluation. Results showed that the execution takes
longer when performing the adaptation in the client side (see Table 1). We have also
measured the amount of data sent in response to the client invocation. When the
adaptation is pursued in the client side the amount of bytes to be sent rises up (see

Table 1. Average response time and message size with service-side and client-side adaptations

Operation Execution time (ms) Message size (bytes)
Client-side
adaptation

Service-side
adaptation

Client-side
adaptation

Service-side
adaptation

Operation 1 12840 12840 14646 1899
Operation 2 13310 877 15966 1529
Operation 3 8409 465 8427 463
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Table 1). Therefore, we can conclude that we also save additional client resources,
since we are sending less data thanks to developing the adaptation in the service
side. This may imply not only saving time and device processing capacity, but also
paying less for the data transmitted to the charging company.

• Code Generation Evaluation. Regarding the code generation process, we measured
the percentage of context-related generated code, as shown in Table 2. In general,
we can conclude that the percentages of code for context-adaptation automatically
generated are quite satisfactory.

We also analyzed some additional characteristics of the model-driven process and
model-driven generated models and code. The conclusions were, as expected, that
(a) modularity and encapsulation increased thanks to the separation of context adap-
tation from service models; (b) as a consequence of the previous characteristic trace-
ability of the systems is maintained along all the development process (c) simplicity in
the transformations, thanks to good modularity and encapsulation and together with the
traceability, improved the system maintainability. Finally, MDA provides us with faster
and error-free development by generating code rather than handwriting each file, and
having the system well structured and modelled since early stages of development.

6 Conclusions

In this paper, we have presented a tool and methodology for model-driven adaptable
services: MoDAS. MoDAS allows us to define our context-aware services from initial
system models and -through a set of automated transformations- easily obtain skeleton
code for services and most code for their context-adaptation.

A set of predefined types of context has been provided with the tool and described
in this paper. For these context types complete adaptation code is automatically gen-
erated by the tool. The limitation of MoDAS to a predefined set of contexts is alleviated
by the readiness of the tool to be easily extended with new required contexts. The fact
that the adaptation code and services skeleton are automatically generated from the
model-driven process, provides the benefit of avoiding errors and supplying a solid
structure for the system. Besides, the aspect-oriented implementation of the
context-aware code avoids the coupling between the main system and the
context-related code, thus facilitating system evolution and maintenance as well as plug
and play of new contexts required by the system: contexts can be removed or added to

Table 2. System lines of code and MoDAS automatically generated lines of code

Operation Total lines of code Automatically generated lines of code

All 505 292 (57 %)
Operation 1 126 56 (44.4 %)
Operation 2 38 36 (94.7 %)
Operation 3 42 27 (64.28 %)
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the system without affecting its main business logic code. Let us remind the reader that
MoDAS user does not need to learn anything about aspect-oriented programming or
AspectJ. Even more, as already explained service-side adaptation avoids overloading
the use of the device resources and communication lines as well as reduces compu-
tation time in the client side, with the corresponding benefits for the final user.

Currently, we are considering how to improve MoDAS raising its level of
abstraction in regards to the types of context provided and facilitating different
behaviour options for the diverse provided context types, as well as more facilities for
customized contexts. In our future work, we plan to extend MoDAS also with services
which might be dynamically invoked depending on context events as envisioned in [27].
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Abstract. We propose a framework to allow the analysis of service
interfaces, useful for interoperability in heterogeneous settings such as
business networks. The framework supports analysis of large and over-
loaded operational signatures to derive focal artefacts, namely the under-
lying business objects of services. A more simplified and comprehensive
service interface layer is created based on these, and rendered into seman-
tically normalised interfaces, given an ontology accrued through the
framework from service analysis history. This opens up the prospect of
supporting capability comparisons across services, and run-time request
backtracking and adjustment, as consumers discover new features of a
service’s operations through corresponding features of similar services.
This paper provides a first exposition of the service interface synthe-
sis framework, describing algorithms for business object derivation and
service behavioural interface generation. A prototypical implementation
and analysis of web services drawn from commercial logistic systems are
used to validate the algorithms and identify open challenges and future
research directions.

Keywords: Service · Service interface synthesis · Business networks

1 Introduction

Services are becoming the established means of ensuring that companies lower
the total cost of ownership of their business processes, focusing on core compe-
tencies, and leveraging capabilities through loosely coupled collaborations with
partners. However, the degree of data heterogeneity and the rate of evolution of
functional capabilities of services are outpacing the conventional means to adapt
and interoperate services in diffuse network settings, scaled out to the Internet.
Considering, for example, the e-commerce services provided by Amazon are in
form of a WSDL interface along with exhaustive free-text usage documentation1

[1], manual effort is generally needed to comprehend the data types of operations
and operational invocation sequences, and to generate adaptors accordingly with
invoking applications.

This work is sponsored by Smart Service CRC Australia and in part by ARC Dis-
covery Grant DP140103788.

1 http://aws.amazon.com/ecommerce-applications/.
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One reason for the complexity of service interfaces is variants. For example,
according to Stollberg and Muth [1], the input message of SAP goods movement
Enterprise Service consists of 104 parameters of which only 12 are mandatory
for the correct invocation of the service. The other 92 data types and properties
support various usage options for different industries, and they can be used to
form a large number of variants. This complexity makes it very difficult for
consumers to understand and determine which sets of parameters are part of
valid service interactions.

Existing adaptation techniques [2] often result in too much reliance on service
providers to gain an understanding of the intricate details of service interfaces
so that service consumers or third-parties can feasibly build or derive the nec-
essary service adapters. In fact, most service providers, especially legacy ones,
do not advertise structural and behavioural interfaces like the ones needed by
service adapters but instead advertise simple interface signatures such as WSDL
specification [3]. Thus, it incurs significant lead times and costly maintenance to
yield service adapters, and their productivity in the context of dynamic service
growth on the scale of the Internet remains uncertain.

This paper develops a new and complementary strategy to conventional ser-
vice adaptation, whereby the details of service interfaces and knowledge required
to interact with them can be unilaterally synthesised by service consumers. Exist-
ing interface synthesise techniques build on type elicitation and data dependen-
cies by automatically analysing service interfaces [4]. We extend the analysis
to derive business objects that are manipulated by service operations and rela-
tionships between business objects, containment in particular, in order to refac-
tor service operations along modular operations of business objects (i.e., create,
read, update, and delete operations). Our approach is to define a service interface
synthesis framework, which helps consumers analyse service interfaces through
service structural interface analysis and behavioural interface generation. The
structural analysis derives business objects and entails a combination of type
matching with prior ontological concepts and self-learning through trial/error
interactions against exposed service interfaces. The behavioural interface gener-
ation generates protocols for each CRUD operation of a business object.

The paper firstly reviews related research work (in Sect. 2). This is followed
by elaboration on the key steps of the interface synthesis framework and the
detailed insights into its most novel features (in Sect. 3). Section 4 shows the
implementation of the framework using FedEx web services and reveals some
open issues. Finally, Sect. 5 concludes the paper and outlines the future work.

2 Related Work

Service analysis techniques have been proposed over many years to address chal-
lenges of service integration concerning structural and behavioural aspects of
interfaces. Different approaches have been proposed including use of semantic
ontologies to annotate interfaces to facilitate discovery, use, and composition of
services [5]. As an example, Falk et al. [6] adapted automata learning to the prob-
lem of service interaction analysis. This proposal usefully combines automated
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analysis with semantic ontologies in that it needs semantically annotated inter-
face descriptions showing preconditions and effects as the prerequisite to learn
interaction protocols. These semantically annotated descriptions are usually not
provided by service providers in practice, and the development and maintenance
of semantic ontologies requires significant lead times and adoption. Complemen-
tary to semantic techniques, log mining algorithms [7] have been proposed for
matching data type of target services for service requests, which can also be used
at design-time to develop adapters. These incur overheads for aggregating logs
and can suffer from missing information for derivation of association dependen-
cies. Our approach concerns static analysis of service interfaces in order to derive
the structure and behaviour of services, complementary to semantic and mining
approaches.

The first challenge of static service interface analysis is to identify business
entities in operations, noting that operations of especially larger systems can
have more than one entity, with potential overloading arising from bad service
interface design. Identification of business entities is a complex problem requir-
ing an insight into the clustering of different attributes which imply structural
type cohesion of an entity. Proposals for static interface analysis proceed from
assumptions of attribute to entity type associations based on the use of prior
matching techniques (ontology or mining based). The approach of Kumaran
et al. [8] proposes heuristics for understanding basic business entity relation-
ships based on the domination theory of business entities, however the derived
relationship type is strict containment, which leads to a limited understanding of
operation invocation dependencies across services. More advanced proposals for
behavioural interface synthesis has been proposed by [4] based on data depen-
dencies between service operations’s input and output parameters, but the study
has not been exposed to overloaded service interfaces such as the aforementioned
examples from enterprise and Internet players. Service composition approaches
have also been used in the context of service adaptation, the common problem
being addressed is “how to automatically generate a new target service protocol
by reusing some existing ones” [9]. However, this technique assumes that the
interfaces of individual services involved in a composition are available.

3 Service Interface Synthesis

3.1 Overview

The framework is comprised of two modules (Fig. 1). The first is the service
interface analysis, which analyses service structural interfaces and discovers the
order to invoke operations of a service. The second module is the service interface
normalisation and it normalises interfaces revealed from similar services.

The service interface analysis module has three components. The BO data
model derivation component analyses the input and output parameters of oper-
ations on a service and map them to a business object based service data model
(BO data model). Services, in essence, focus on how resource states are addressed
and transferred. This research argues that business objects are the primary
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Fig. 1. An overview of the service interface synthesis framework.

resource manipulated by services in the context of global business networks.
Therefore, the analysis is carried out based on the notion of business object. As
a result of this component, complex interfaces of a service are mapped onto a
BO data model, which presents business objects and the relations among them
inherent in the service. The Service operation refactoring component categorises
operations provided by a service according to what each operation does to a
business object (i.e., to CREATE, READ, UPDATE or DELETE (CRUD) a
business object). In addition, this component also generates the protocols for
each CRUD operation of a business object. As an output, these service specific
BO CRUD operations form the interface layer 1. In this way, complex and over-
loaded service interfaces are encapsulated and simplified. Having these struc-
tured interfaces, unique combinations of input parameter sets could be easily
derived. The Service operation refining component then invokes services using
these combinations with sample data values in order to determine the set of valid
invocations.

The normalisation module consists of two components. The Interaction
backtracking is proposed to apply knowledge learnt from other similar service
providers and refine the requests from service consumers. The BO operation
normalisation component normalises the BO data models and CRUD protocols
of business objects inherent in services that offer a similar capability. As an
output, it produces the second interface layer, where structural interfaces and
CRUD protocols of business objects from heterogeneous services are normalised.
The normalised interfaces are then stored as references in the Normalised service
repository for service adaptation.
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As the first step of this study, this paper focuses on the first two components
of the service interface analysis module.

3.2 BO Data Model Derivation

Definition 1 (Operation and Parameter). Let OP be a set of operations
and op any operation in OP . N (op) specifies the name of op, I(op) the set of
input parameters, and O(op) the set of output parameters used by op.

Let P be a set of parameters, p any parameter in P , and P ′ = P\{p}. N (p)
specifies the name of p, γ(p) ∈ {primitive, complex} whether p is of a primitive
or a complex type (i.e., an user-defined type), type(p) the type of data (e.g.
string, LineItem) carried by p, and nest(p) ∈ 2P

′
the set of parameters nested in

p where nest(p) = ∅ if and only if γ(p) = primitive.

Definition 2 (Business Object). Let BO be a set of business objects, bo any
object in BO, and OP a set of operations. N (bo) specifies the name of bo, key(bo)
the unique identifier of bo, oprt(bo) ∈ 2OP the set of operations applied to bo, and
A(bo) the set of attributes associated with bo. For each attribute a ∈ A(bo), N (a)
is the name of a and type(a) is the type of data carried by a. In this research,
we propose an abstract business object with four modular operations and they
are CREATE, READ, UPDATE, and DELETE (CRUD). The abstract business
object is the parent of all business objects. oprt(bo) is further categorised into
four group: C (bo), R(bo), U (bo), and D(bo). They are used to represent the
set of operations for creating, reading, updating, and deleting a business object
respectively.

For each complex input and output parameter p (i.e., γ(p) = complex ) of
an operation op on a service s, we check if there is a corresponding business
object. To semantically match a parameter with a business object, we assure
the existence of an ontology to allow users to designate business objects for a
particular context at design time. The business objects are stored in a business
object repository BO. At run-time, a complex parameter is checked against the
ontology to determine if there is a business object in BO that semantically
matches with the parameter.

In this study, we derive the containment relation according to the hierarchical
relation between complex parameters. In other words, some objects are contained
in others because their corresponding parameters are nested in other parameters.
For example, in the FedEx shipping service, PackageLineItem is contained in
ShippingOrder because its corresponding parameter is nested in the parameter
that represents ShippingOrder. A business object that is contained in another
business object is called a weak object. Conversely, one that is not contained in
any other business objects is called a strong object.

Definition 3 (Containment). bo is p’s corresponding business object, bo′ is p′’s
business object, If p′ ∈ nest(p), bo contains bo′. That is to say, the relation between
bo and bo′ is containment. We use ξ ⊆ BO × BO to capture the containment
relation between objects, i.e. for any two objects (bo, bo′) ∈ ξ, bo contains bo′.
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A business object that is contained in another business object is called a weak
object. Conversely, one that is not contained in any other business objects is
called a strong object. A service s maintains M , which contains a set of strong
business objects inherent in s. We can easily get strong objects from ξ.

Definition 4 (Service Data Model). A service s is a tuple (OP ,BO , ξ). OP
consists of a number of operations provided by s. BO is the set of business
objects inherent in s. ξ ⊆ BO × BO captures the containment relation between
objects in BO . ξ is a transitive relation, and (BO , ξ) forms a directed graph.

Based on a given service specification such as a WSDL file, we firstly derive its
BO data model. It is straightforward to populate OP , as operations are usually
listed in a service WSDL specification. So, the key to derive a BO data model
for a service is to extract the business objects and their relations inherent in the
service interfaces. We can derive business objects and their relations through
Algorithm 1. The algorithm takes an operation op (op ∈ OP(s)), a complex
parameter p (p ∈ I (op) or p ∈ O(op)), a business object bo that contains p’s cor-
responding business object, the set BO that keeps all business objects involved
in a service s, the containment relation ξ between these business objects, and the
business repository BO as the inputs. There is actually an overview algorithm
which loops through operations of a service and call Algorithm 1. However, due to
space limit, the overview algorithm is not presented in this paper, and its details
can be found in our report [10]. Algorithm 1 contains three main steps. The first
mainly involves the function OntologyCheck which takes name (N (p)) and
type (type(p)) of p, and the business object repository (BO) as the inputs, and
returns the matching business object in BO for p. It will return nothing if there
is no match found. The second step records the business object and its contain-
ment relation. If there is a business object bo′ matching with p, bo′ is added
to BO , the current operation op is added to oprt(bo′) that keeps all operations
applied to bo′, p’s nested parameters nest(p) are converted and added to bo′’s
attribute list A(bo′). The conversion involves interpreting these nested parame-
ters as attributes of bo′ and skipping parameters that should not be attributes.
If there is a business object bo containing bo′, this relation is recorded. The final
step takes every complex parameter p′ in nest(p) and calls the algorithm itself
to process it. The current bo′ is passed in to form containment relation with p′’s
corresponding business object.

As a result of the above algorithm, structural input and output interfaces
of operations on a service are mapped to a BO data model. Figure 2 presents
a generic BO data model. In this model, there are four concrete business
objects (there could be more in a real example) and they are generated based
on I(op1) and O(op1). p1, a complex parameter (type(p1) = Complex1), is
mapped to BusinessObjectA. Each p in nest(p1) is then possibly mapped to
an attribute of the business object. For instance, p2 ∈ nest(p1) is mapped to
a1 (a1 ∈ A(BusinessObjectA)). As p4 (p4 ∈ nest(p1)) is a complex parame-
ter, it implies that its corresponding business object (i.e., BusinessObjectB) is
contained in p1’s corresponding business object (i.e., BusinessObjectA). This
kind of relation is kept in ξ and it is represented using dashed arrow line in
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Algorithm 1. IdentifyBOandRelation

Input: operation op, (complex) parameter p, business object bo, set of objects BO ,
relations between objects ξ, business object repository BO
/∗ Find a matching business object from the repository via ontology check ∗/
bo′ = OntologyCheck(N (p), type(p), BO)

/∗ Record the business object and derive the relation with its parent object ∗/
if bo′ �=⊥ then

AddToSet({bo′},BO) /∗ i.e. BO = BO ∪ {bo′} ∗/
AddToSet({op}, oprt(bo′))
ConvertAndAddToSet(nest(p), A(bo′))
if bo �=⊥ then

AddToSet({(bo, bo′)}, ξ)
end if

/∗ Recursively call this algorithm for each complex parameter nested in p ∗/
for each p′ ∈ nest(p) and γ(p′) = complex do

(BO , ξ) = IdentifyBOandRelation(op, p′, bo′,BO , ξ, BO)
end for

end if
return (BO , ξ)

Fig. 2. A generic BO data model.

Fig. 2. Similarly, as p10 ∈ nest(p1) and it is an array of complex4, Busines-
sObjectA has a collection of BusinessObjectD and this indicates a one-to-many
containment. In Fig. 2, BusinessObjectA is the only strong busines object, i.e.,
M (s) = {BusinessObjectA}.

3.3 Service Operation Refactoring

To categorise operations provided by a service into four modular operations of
a business object, we propose a mapping mechanism. Based on our analysis, we
identified the following mapping rules.
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CREATE. If the invocation of an operation requires some input parameters
which are actually attributes of bo and it returns a value of key(bo), the operation
is for creating a bo instance. In other words, an operation that is designed to
create a business object usually requires its users to pass in values for some
parameters which are attributes of the business object. For instance, to create
a shipment order, a create operation often needs to know details of shipper,
recipient, and items to be shipped. As a result, the create operation should
return a reference (i.e., id) of the shipment order created. There may be multiple
operations designed for creating a business object, so we use the set C (bo) (as
defined in Sect. 3.2) to keep them.

READ. If the invocation of an operation requires a reference to a business
object (i.e., key(bo)) and it returns values of parameters that are attributes of
the business object, the operation is for reading a bo instance. The set (i.e.,
R(bo)) to keep READ operations is singleton because there is usually only one
operation to read a bo instance.

UPDATE. If the invocation of an operation requires some input parameters
which are actually attributes of bo as well as a reference to a business object
(i.e., key(bo)), the operation is for updating a bo instance.

DELETE. If the invocation of an operation requires a reference to a business
object (i.e., key(bo)) and returns nothing related to bo but just a status, the
operation is for deleting a bo instance.

We propose an algorithm that invokes each operation op that manipulates a
business object bo (i.e., op ∈ oprt(bo)) and then analyses the input and output
parameters according to the aforementioned mapping rules to determine the
category of op, i.e. whether op is to create, read, update or delete bo. As a result,
the algorithm groups each op and adds it into one of the following sets: C (bo),
R(bo), U (bo), and D(bo). Due to space limit, this algorithm is not presented
in this paper, and its details can be found in our report [10]. At this stage,
there could be many operations in C (bo), U (bo), and D(bo). For example, to
create a shipping order, there are a number of operations and a service consumer
needs to follow certain sequence constraints, so the next step is to generate these
sequences for each modular operation.

Service behavioural interfaces (some studies call them protocols) describe a
set of sequencing constraints and they define legal order of messages. In this
study, a service protocol is defined as follows.

Definition 5 (Service Protocol Specification). A service protocol specifi-
cation is a Petri net (Q ,T ,F ). T is a set of transitions that specify service
operations, Q a set of places that specify the pre- and post-conditions of service
operations, and F ⊆ (Q × T ∪ T × Q) a set of flow relations that connect a
(pre-)condition to an operation or an operation to a (post-)condition.

As defined in containment in 3.2, a service s maintains a set M to keep strong
objects. For each bo ∈ M (s), we generate protocols for its CRUD operations. For
example, the protocol for CREATE operation defines the operations and their
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invocation order in order to create a business object. Due to page limit, this paper
only presents the details of CREATE protocol generation. Algorithm 2 takes a
service’s BO data model (OP ,BO , ξ), and a strong bo ∈ M (s) as inputs and
produces the protocol specification (Q ,T ,F ) for bo’s CREATE. This algorithm
consists of two main steps. The first is to retrieve all weak objects that are
contained in bo and this is achieved by invoking READ operations of these weak
objects. Containment relation reveals that, in order to create a strong business
object, we firstly need to get its contained objects in place. For example, to
create a shipping order in the FedEx shipping service, we firstly need to know
who the shipper is and who is going to receive the goods (i.e., recipient) and
etc. To get these details, we can call the READ operation of these weak objects.
A weak object may further contain other weak objects, and they are indirectly
contained in bo. These indirect weak objects need to be read before direct weak
objects. Each read operation is mapped to a Petri net module, which is then
connected together in sequence as the first part of the CREATE protocol for bo.
The second step is to retrieve all operations in C (bo) and identify their sequence
through trial/error invocation. Each op is called and the response is analysed. If
it is positive, the invocation is in sequence. Otherwise, other operations in C (bo)
are called. This process proceeds until either all operations are in order or all
operations have been checked. Figure 3 demonstrates an abstract case to depict
Algorithm 2.

Figure 3(b) is the protocol specification of the model shown in Fig. 3(a). In
this case, M (s) = {bo}, C (bo) = {op1, op2, op3}. In Fig. 3(a), as x8 is at the
fourth level (the bottom level), and it is contained in x3, rdx8 (i.e., the read
transition of x8) should take place before rdx3 as shown in Fig. 3(b). Similarly,
other weak objects are read according to their hierarchical level. crop1, crop2 and
crop3 are the transitions of op1,op3, op3 respectively and Fig. 3(b) shows that
op1, op2, and op3 should be invoked sequentially to create bo.

Fig. 3. An abstract demonstration for Algorithm 2.
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Algorithm 2. GenerateProtocolForCreateBO

Input: (Service) BO data model (OP ,BO , ξ) of s, a strong bo ∈ M (s)

/∗ Initialise the protocol specification (a Petri net) for creating bo ∗/
Q := {q0}
T := {τ0}
F := {(q0, τ0)}
/∗ Find all the business objects that directly or indirectly depend on bo ∗/
Xbo = {x ∈ BO\{bo} | (bo, x) ∈ ξ+}
/∗ Map each business object and its read operation to a Petri net module ∗/
for each x ∈ Xbo do

rdx = MapToTransition(op ∈ Rx) /∗ we assume Rx is a singleton ∗/
AddToSet({qx, q′

x},Q)
AddToSet({rdx},T )
AddToSet({(qx, rdx), (rdx, q′

x)},F )
end for

/∗ Connect the above Petri net modules based on the logic flow of read operations ∗/

ConnectReadOperationsForBOs(bo,Xbo , ξ,Q ,T ,F )

/∗ Map each create operation of bo to a transition ∗/
for each op ∈ Cbo do

crop = MapToTransition(op)
AddToSet({crop},T )

end for

/∗ Identify the sequence of create operations for bo via trial/error invocation ∗/
Y := Cbo

while Y �= ∅ do
Z := Y
repeat

select op ∈ Z
rsp = InvokeOperation(op, I (op))
Z = Z \ {op}

until rsp �=⊥ /∗ i.e. until a positive response ∗/

/∗ Add this create operation and transition flow to the protocol specification ∗/
AddToSet({qop , q

′
op},Q)

AddToSet({(qop , crop), (crop , q
′
op)},F )

Y = Cbo \ {op}
end while
AddToSet({qend},Q)
return (Q ,T ,F )

4 Implementation and Validation

To validate the service interface synthesis framework, we have developed a pro-
totype that analyses service interfaces and generates business object data models
and protocols for CRUD of a business object. This prototype is called service
integration accelerator and it implements the algorithms presented in the previ-
ous sections.
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Fig. 4. Interface analysis on the FedEx Open shipping service.

We applied the prototype to the FedEx web services2. There were 5 basic
services such as the Rate service and the Tracking service, and 7 advanced ser-
vices such as the Open Shipping, the Pickup and the Return service. The results
show that, on average, each service has 11 operations, and 17 business objects.
The average number of input parameters and out parameters that an operation
has is 123 and 98 respectively. Figure 4 shows a screenshot of the generated data
model for the FedEx Open Shipping service3 and this is the result of applying
Algorithm 1 in Sect. 3.2. The business objects derived are OpenshipOrder, Pack-
ageLineItem, Payment, Shipper, Recipient, CustomsClearance, and Label. The
details of the generated behavioural protocol model are presented in [10]. The
validation shows that our approach can derive 70 % of the service behavioural
interfaces. We found that, in addition to the containment relationship, there are
also other types relationships such as association between service interfaces, and
these relations will be studied in future.

5 Conclusion

This paper presented a service interface synthesis framework for addressing the
service interoperability challenges in the context of open and diffuse setting
of global business networks. Specifically, it described a few key components
2 http://www.fedex.com/us/web-services/.
3 https://github.com/jzempel/fedex/blob/master/fedex/wsdls/OpenShipService v5.

wsdl.

http://www.fedex.com/us/web-services/
https://github.com/jzempel/fedex/blob/master/fedex/wsdls/OpenShipService_v5.wsdl
https://github.com/jzempel/fedex/blob/master/fedex/wsdls/OpenShipService_v5.wsdl
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of the framework, detailing service interface synthesis. We also validated the
framework using complex services drawn from the logistic domain. The study
demonstrated that the business object based synthesis technique is an effective
solution to determining valid invocations made against large, overloaded opera-
tions in interfaces inherent with multiple service variants. Future work will focus
on improving the service structural interface analysis to include more detailed
relations between business objects such as association, strong and weak contain-
ment, and we will also examine the relations between data models in the context
of RESTful web services. The rules of categorising service operations need to be
extended to consider operations that do not fit in CRUD-like operations. Finally,
we will extend the framework to support behavioural interface derivation, back-
tracking and normalisation and the prototypical tool will be openly used and
validated on the Internet.
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(eds.) CAiSE 2008. LNCS, vol. 5074, pp. 32–47. Springer, Heidelberg (2008)

9. Ragab Hassen, R., Nourine, L., Toumani, F.: Protocol-based web service compo-
sition. In: Bouguettaya, A., Krueger, I., Margaria, T. (eds.) ICSOC 2008. LNCS,
vol. 5364, pp. 38–53. Springer, Heidelberg (2008)

10. Wei, F., Barros, A.P., Ouyang, C.: Introspective service interface synthesis in busi-
ness networks. Technical report, Queensland University of Technology (2014)



Virtualizing Communication for Hybrid
and Diversity-Aware Collective

Adaptive Systems

Philipp Zeppezauer, Ognjen Scekic(B), Hong-Linh Truong,
and Schahram Dustdar

Distributed Systems Group, Vienna University of Technology, Vienna, Austria
{zeppezauer,oscekic,truong,dustdar}@dsg.tuwien.ac.at

Abstract. Hybrid and Diversity-Aware Collective Adaptive Systems
(HDA-CAS) form a broad class of highly distributed systems comprising
a number of heterogeneous human-based and machine-based computing
(service) units. These units collaborate in ad-hoc formed, dynamically-
adaptive collectives. The flexibility of these collectives makes them suit-
able for processing elaborate tasks, but at the same time, building a
system to support diverse communication types in such collectives is
challenging. In this paper, we address the fundamental communication
challenges for HDA-CAS. We present the design of a middleware for vir-
tualizing communication within and among collectives of diverse types
of service units. The middleware is able to handle numerous, intermit-
tently available, human and software-based service units, and manages
the notion of collectivity transparently to the programmer. A prototype
implementation for validation purpose is also provided.

1 Introduction

Collective Adaptive System (CAS ) [1] is an umbrella-term denoting distributed
systems comprised of multiple autonomous computing/service units with differ-
ent individual properties, but with the fundamental property of collectiveness.
Collectiveness implies that the individual units need to communicate and collab-
orate in order to reach common decisions, or perform tasks jointly. Adaptiveness
is another basic property of CASs, implying open systems where units may join
and leave, and dynamically alter collective compositions or task execution goals.
CASs come in a variety of forms. Hybrid and Diversity-Aware CASs (HDA-
CAS s) [2] additionally add the heterogeneity to the founding principles. This
means that they inherently support communication and collaboration among
different types of units, such as software, people and sensors.

Motivation. Let us consider a smart-city maintenance provider (MP) – a com-
pany running a monitoring center covering thousands of sensors and equipment
systems geographically dispersed in numerous smart buildings (e.g., Galaxy1).

1 Pacific Controls Galaxy. http://www.pacific-galaxy.com/.
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The MP provides the centralized service of both predictive and corrective main-
tenance to its customers (building/equipment owners/tenants). This means that
MP control centers actively monitor events originating from various sensors and
perform Complex Event Processing on these data flows. If a potential or actual
malfunction is detected they dispatch collectives of experts to analyze the sit-
uation in detail, and, if necessary, perform the physical maintenance work on
the ground. The (human) experts are contracted to work on-demand with the
MP, subject to their availability. Since each equipment manufacturer defines
different issue analysis and reparation procedures, when equipment from dif-
ferent manufacturers is interconnected in a smart building, detecting the cause
of an anomaly event sequence cannot easily be done by following prescribed
procedures. The complexity grows further when considered at the scale of a
smart city, with thousands of building, each with a unique equipment mix, age,
environment, and agreed service-level. Therefore, such a scenario does not lend
itself well to a conventional workflow type of orchestration. Rather, collectives
of human experts perform loosely-controlled collaboration patterns (Sect. 2) in
order to detect and repair the problem in the most efficient way, considering the
particular context, and making use of supporting software tools when needed
(e.g., for data analysis, communication).

Contribution. In the described motivational scenario the MP needs a plat-
form to communicate with, deploy and orchestrate ad-hoc assembled, dynamic
teams of human-based and machine-based service units in order to execute, often
unpredictable, complex collaboration patterns. A HDA-CAS, as the one being
researched in SmartSociety project [3], can support these requirements. In this
paper, we present the design of one of the SmartSociety’s core components: the vir-
tualization and communication middleware – SmartCom, providing the commu-
nication and virtualization primitives to support heterogeneity, collectivity and
adaptiveness. SmartCom is actually an independent component usable with a
wide number of HDA-CAS platforms. SmartCom fulfils the following character-
istic of most service buses: (a) Heterogeneity – supporting various types of com-
munications channels (protocols) between the platform and service units as well
as among service units/collectives, transparently to the HDA-CAS platform user.
(b) Communication – providing primitives for: message transformation, routing,
delivery with configurable options (e.g., retries, expiry, delayed, acknowledged).
(c) Persistence – message persistence and querying. (d) Security – Handling
authentication and encryption, as well as preventing message flooding. (e) Scal-
ability – ability to handle large number of intermittently available service units.

In addition to these features, the distinguishing novelty of SmartCom is its
native support for virtualizing collectives: (i) SmartCom hides the complexity of
communication with a dynamic collective as a whole and passing of instructions
from the HDA-CAS execution engine to it, making it a first-class, program-
mable entity; (ii) Communication with the collective members is transparent to
the HDA-CAS, regardless of whether they are human or machine-based, with
SmartCom interpreting the messages for the human-based service units; (iii)
A single human, sensor or software service endpoint can participate in different
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collectives concurrently, acting as a different service unit with different SLA,
delivery and privacy policies. These novel properties make SmartCom espe-
cially suitable for supporting scenarios such as predictive maintenance. To the
best of our knowledge, no other platforms or middleware systems offer the col-
lective virtualization in a similar manner.

Fig. 1. Operational context for the SmartCom middleware. Middleware components
are marked with thick lines.

Paper Organization. In the following section we present the operational con-
text of the SmartCom middleware. In Sect. 3 we present SmartCom’s architec-
ture and design choices. In Sect. 4 we describe the implementation and illustrates
a realistic use-case. Section 5 presents the related work. Section 6 concludes the
paper.

2 Operational Context of Collective Communication

Figure 1 shows the high-level architecture of the SmartSociety platform and
presents SmartCom’s operational context. SmartSociety platform supports ‘pro-
gramming’ and execution of hybrid human-computer ‘computations’. These
computations consist of different general-purpose tasks being submitted to the
platform for execution. More precisely, the platform users (e.g., a smart-city main-
tenance provider) submit complex tasks to a SmartSociety application running
on the platform. The application performs the task by assembling and engaging
collectives of service units to execute the (sub-)tasks collaboratively.

The service unit (SU) is an entity provisioned and utilized through service
models (e.g., on-demand and pay-per-use use), as described in [4]. An SU con-
sists of: (i) Peer – a human, a machine, or a thing (e.g., a sensor) performing
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the computation or executing a task; (ii) Context – a set of parameters describ-
ing the execution context of the particular HDA-CAS application in which the
SU is participating. The context parameters can include: execution ID, QoS
requirements, performance metrics, associated incentives. To describe the com-
munication with a SU, the context comprises the Communication Context part
which defines the context-dependent communication and virtualization channels
(e.g., using email, SMS). The SU can use different communication channels to
interact with SmartCom, e.g., a human-based SU can communicate with the
platform via email and Twitter interchangeably, receive task descriptions and
track progress through a web application, and communicate with other SUs
within the collective through a dedicated mobile app. Human-based SUs can
make use of software-based SUs in the collective, serving as collaborative and
utility tools. For example, a software service like Doodle can be used to agree
upon participation times, Dropbox as a common repository for performed tasks,
or Splunk for data analytics.

Both humans and machines can drive the task processing—e.g., a software
may invoke workflow activities which are performed by human-based service
units; or, conversely, human-based service units can orchestrate the execution
independently, using software services as data analytics, collaboration and coor-
dination tools. How exactly a task is processed is effectively controlled by the
SmartSociety application. As an important design principle of the SmartSociety
platform is to achieve ‘smartness’ by leveraging human intelligence and capabil-
ities whenever possible, the applications try to minimize the use of conventional
workflows to describe the task processing, and rely primarily on the use of collab-
oration patterns. A collaboration pattern governs the effort within a collective in
a loose manner; rather than over-regulating humans, the collaboration patterns
set the limits within which the service units are allowed to self-organize, using
familiar collaboration tools and environments.

A collaboration pattern consists of the following elements: (1) Relationship
topology – specifying different topologies (e.g., independent, tree, ring, sink, ran-
dom) and relation types formalizing relationships among service units in a col-
lective. The meaning of the relations is application specific, and can be used to
express communication/data/command flow. (2) Collaboration environment –
specifying access to familiar external tools that the service units can use to
collaborate among themselves (e.g., Google Docs, Dropbox). When a collective
is formed, service units are provided with instructions and appropriate access
credentials for the previously set up collaboration environment. (3) Communica-
tion channels – analogously to the collaboration environment, the pattern should
specify access to familiar external tools that the service units can use to commu-
nicate among themselves and with SmartSociety Platform. (4) Elasticity policies
– definitions of metrics to be monitored and algorithms for collective composition
and adaptation. (5) Security and privacy policies – policies to restrict commu-
nication to specific (sub-)collective or to predefined communication channels.
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Fig. 2. Simplified architecture of the SmartCom middleware.

3 Middleware Design and Architecture

Figure 2 shows the conceptual architecture of the SmartCom middleware. The
HDA-CAS Platform components (e.g., executing application modules) pass the
messages intended for collectives to the Communication Engine through a pub-
lic API. The task of the Communication Engine is to effectively virtualize the
notions of ‘collective’ and ‘service unit (SU)’ for the HDA-CAS platform. This
means that the communication with different service units and collectives has
to be handled transparently to the HDA-CAS platform, independent of unit’s
actual type and availability. In the following sections, for brevity, when referring
to the communicational aspect of SU’s functionality we will use the short term
“peer” denoting the computing human/machine element within the SU that is
the sender or receiver of information/data; and the term “adapter” denoting the
middleware component in charge of handling the communication.

Messaging and Routing. All communication between the peers and the
platform is handled asynchronously using normalized messages. A queue-based
Message Broker is used to decouple the execution of SmartCom’s components
and the communication with peers. SmartCom supports unicast as well as mul-
ticast messages. Therefore, multiple peers can also be addressed as collectives
and the SmartCom will take care of sending the message to every single member
of the collective.

The Messaging and Routing Manager (MRM) is SmartCom’s principal
entry point for HDA-CASs. It consists of the following components: 1. The
Message Handler takes incoming messages from HDA-CAS and transforms them
into an internal representation. If the receiver of the message is a collective, it
resolves the current member peers, and their preferred communication channels;
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2. The Routing Rule Engine then determines the proper route to the peers,
invoking the Adapter Manager to instantiate appropriate adapters in order to
complete the route, if needed (see below); 3. The Feedback Handler waits for
feedback messages received through feedback adapters and passes them to the
Message Handler. Afterwards they will be handled like normal messages again,
and re-routed where needed, e.g., back to the HDA-CAS. A route may include
different communication channels as delivery start-/endpoints. Figure 3 shows
the conceptual overview of SmartCom’s routing. For each message the route
will be determined by the Routing Rule Engine using the pipes-and-filters pat-
tern, determining the route based on the message properties: receiver ID, mes-
sage type and message subtype, with decreasing priority. Note that there may be
multiple routes per message (e.g., a single peer can be contacted using a mobile
app, email and SMS concurrently).

Fig. 3. Messages are routed to Peer Adapters (Pa) which forward the messages to the
corresponding Peers (P1 to P5). Feedback is sent back by human peers, software peers
(e.g., Dropbox) and sensors using Feedback Adapters (Fa). The HDA-CAS Platform
can also send and receive messages.

Adapters. In order to use a specific communication channel, an associated
adapter needs to be instantiated. The communication between peers and the
adapters is unidirectional — peer adapters are used to send messages to the peers;
feedback adapters are used to receive messages from peers. SmartCom originally
provides some common peer/feedback adapters (e.g., SMTP/POP, Dropbox,
Twitter). In addition, being developed in the context of a research project, it
also provides adapters for dedicated SmartSociety Android/Web peer apps. The
role of adapters should be considered from the following two perspectives: (1)
functional; and (2) technical.

Functionally, the adapters allow for: (a)Hybridity – by enabling different com-
munication channels to and from peers; (b) Scalability – by enabling SmartCom
to cater to the dynamically changing number of peers; (c)Extensibility – new types
of communication and collaboration channels can easily be added at a later stage
transparently to the rest of the HDA-CAS platform. (d) Usability – human peers
are not forced to use dedicated applications for collaboration, but rather freely
communicate and (self-)organize among themselves by relying on familiar third-
party tools. (e) Load Reduction and Resilience – by requiring that all the feed-
back goes exclusively and unidirectionally through external tools first, only to be
channelled/filtered later through a dedicated feedback adapter, the SmartCom is
effectively shielded from unwanted traffic load, delegating the initial traffic impact
to the infrastructure of the external tools. At the same time, failure of a single
adapter will not affect the overall functioning of the middleware.
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Technically, the primary role of adapters is to perform the message format
transformation. Optional functionalities include: message filtering, aggregation,
encryption, acknowledging and delayed delivery. Similarly, the adapters are used
to interface SmartCom with external software services, allowing the virtualiza-
tion on third party tools as common software peers. The Adapter Manager is
the component responsible for managing the adapter lifecycle (i.e., creation,
execution and deletion of instances), elastically adjusting the number of active
instances from a pool of available adapters. This allows scaling the number of
active adapter instances out as needed. This is especially important when deal-
ing with human peers, due to their inherent periodicity, frequent instability and
unavailability, as well as for managing a large number of connected devices, such
as sensors. The Adapter Manager consists of following subcomponents:

• Adapter Handler : managing adapter instance lifecycle. It handles the follow-
ing adapter types: (i) Stateful peer adapters – peer adapters that maintain
conversation state (e.g., login information). For each peer a new instance of
the adapter will be created; (ii) Stateless peer adapters – peer adapters that
maintain no state. An instance of an adapter can send messages to multi-
ple peers; (iii) Feedback pull adapters – adapters that actively poll software
peers for feedback. They are created on demand by applications running on
the HDA-CAS platform and will check regularly for feedback on a given com-
munication channel (e.g., check if a file is present on an FTP server); (iv)
Feedback push adapters – adapters that wait for feedback from peers.

• Adapter Execution Engine: executing the active adapters.
• Address Resolver : mapping adapter instances with peers’ external identifiers

(e.g., Skype/Twitter username) in order to initiate the communication.

Feedback messages from peers (e.g., subtask results) or external tools (e.g.,
Dropbox file added, email received on a mailing list) are consumed by the
adapters either by a push notification or by pulling in regular intervals (more
details in Sect. 4). Due to space constraints, a detailed description of the
described architectural components and their implementation, as well as the full
API specification is provided in the supplement materials2.

Other Functionalities. All sent and received messages as well as internal mes-
sages are persisted in a NoSQL database. Stored messages can be queried and
analyzed through the MessageQuery public API (e.g., to derive metrics or iden-
tify conditions for applying incentives). Since messages can be of arbitrary sub-
type and contain an arbitrary payload, human peers (and their local third-party
applications) might not know how to interpret the message. The MessageIn-
foService provides: (a) The semantic meaning/description of message type and
contents in a human-readable way; (b) Dependencies to other messages; (c) Tim-
ing constraints (e.g., expiry, priority). This is especially useful when supporting
complex task acceptance negotiations, where human peers are required to fully
understand the message meaning and send back valid answers. Currently, the
2 https://github.com/tuwiendsg/SmartCom/wiki.

https://github.com/tuwiendsg/SmartCom/wiki
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service annotates the message field types, provides a natural-language descrip-
tion of the expected fields contents and provides a state-machine description
describing the allowed message exchange sequence with respect to dependency
and timing constraints. The MessageInfoService can also be extended to provide
an ontology of message types enabling machine-readable message descriptions,
and use of personal software agents searching for tasks and participating in
negotiations on behalf of human peers [5].

SmartCom supports specifying and observing delivery and privacy policies
on message, peer and collective level: Delivery policies stipulate how to interpret
and react to possible communication exceptions, such as: failed, timed out, unac-
knowledged or repeated delivery. Privacy policies restrict sending or receiving
messages or private data to/from other peers, collectives or HDA-CAS appli-
cations under different circumstances. Apart from offering predefined policies,
SmartCom also allows the users to import custom, application- or peer-specific
policies. As noted, both types of policies can be specified at different levels.
For example, a peer may specify that he can be reached only by peer ‘man-
ager’ via communication channel ‘email’, from 9am to 5pm in collective ‘Work’.
The same person can set to be reachable via ‘SMS’ any time by all collective
members except ‘manager’ in collective ‘Bowling’. Similarly, a HDA-CAS plat-
form application could specify the collective delivery policy stating that when
sending instructions to a collective it suffices that the delivery to a single mem-
ber succeeds to consider the overall delivery successful on the collective level.
SmartCom takes care of combining and enforcing these policies transparently
to the HDA-CAS user in different collective contexts.

Peer authentication is handled externally. Before instantiating the corre-
sponding adapter, SmartCom requires the peers to authenticate with the exter-
nal tool and obtains from the tool the token that is used to authenticate messages
from/to the peer. More information is provided in the supplement materials.

4 Implementation and Illustrative Example

SmartCom prototype was implemented in the Java programming language
and can be used directly by HDA-CAS platforms running on the Java Virtual
Machine. Additionally, other platforms can interact with SmartCom using the
set of provided APIs. The prototype comes with some implemented standard
adapters (e.g., Email, Twitter, Dropbox) that can be used to test, evaluate and
operate the system. Additional third-party adapters can be loaded as plug-ins
and instantiated when needed. SmartCom uses MongoDB3 as a database sys-
tem for its various subsystems. Depending on the usage of the middleware, either
an in-memory or dedicated database instances of MongoDB can be used. To
decouple the execution of the HDA-CAS platform and the communication we use
Apache ActiveMQ4 as the message broker. The source code, as well as runnable
integration tests showcasing the usage and functioning of the middleware can
3 http://www.mongodb.org.
4 http://activemq.apache.org.

http://www.mongodb.org
http://activemq.apache.org
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be found in SmartCom’s GitHub repository5. The various subsystems and the
whole system can be built using Maven. The APIs are provided in the api mod-
ule. Additional documentation regarding the design, implementation and usage
is provided on the repository’s Wiki page.

Based on the motivating scenario presented in Sect. 1 we formulate a con-
crete use-case to validate the presented design and its fulfilment of the stated
requirements: A predictive maintenance SmartSociety application receives sensor
readings from a smart building and performs Complex Event Processing (CEP)
on them. If an indication of a potential malfunction is detected, further investiga-
tion is required. A collective (COL1) of available human experts is formed6 and a
collaborative pattern imposed (Sect. 2). The application appoints an expert to lead
the peer collaboration within the collective and sets up a Dropbox repository for
sharing the findings and equipment logs between the SmartSociety application
and the collective. Additionally, it provides to the COL1 manager the contact
details of the manufacturer of the malfunctioning equipments in case additional
consultations are required. Finally, SmartCom also provides COL1 peers with
mediated access to a data analysis tool (e.g., Splunk7).

Fig. 4. Supporting predictive maintenance use-case. Collectives of human expert and
software service units participate in a joint collaboration to identify the cause of a
detected malfunction event.

Figure 4 shows the two collectives participating in this scenario. COL1 con-
taining human expert service units (SUs) and a single software SU — the Drop-
box service. Furthermore, each human SU is assigned a dedicated peer adapter
(Pa) instance, while for the Dropbox service, both a Pa and a feedback adapter
(Fa) instance are executed, in order to support two-way communication with
the SmartSociety platform. COL2 contains a single SU that does data analysis.
To support two-way communication we introduce again a Pa and a Fa.

The use-case starts by SmartSociety application notifying peers that their
participation is needed (Fig. 4, 1◦) by sending a message to MessagingAnd

5 https://github.com/tuwiendsg/SmartCom.
6 Selection of collective peers is out of scope of this paper.
7 www.splunk.com.
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RoutingManager which will initialize the routing. Some peers expressed in their
profiles the preference for being notified by SMS, others by email. To send an
SMS MessagingAndRoutingManager reads the phone number of a peer from its
profile and hands it to AdapterManager which instantiates and executes the
SMS adapter. PeerAdapter sends the message by using the most cost-efficient
mobile operator. Those peers that prefer to be contacted through email will be
sent an email using a stateless email adapter through an external mail service.
This preference can be set using DeliveryPolicy. The contents of the message
are provided by the SmartSociety application. In this case, the message contains
the URL pointing to the description of the detected event, Dropbox repository
URL and access tokens for sharing the results, the name and contact details
of the selected collective manager as well as a natural language description of
the required activities and contractual terms. Furthermore, the manager is sent
the contact details of the equipment manufacturer’s customer service, and the
address of another collective – COL2, which in practice contains a single software
peer, the Splunk service.

For the sake of simplicity, we assume that expert peers do accept the terms
and participate in COL1. The manager freely organizes the collaboration in
COL1. At a certain point, human peers need to run an additional data analy-
sis on the log. The collaboration pattern foresees that if a file with prede-
fined filename is deposited in the shared Dropbox repository, the dedicated
feedback adapter would pick up that file (2◦) and forward it to the COL2
for analysis. The middleware ensures that FeedbackPullAdapter for Dropbox
(DropboxFeedbackAdapter) regularly checks if there are new files available
(e.g., once a minute). The system will then create and send a message to the
Splunk Peer Adapter which contains the location of the file and further informa-
tion on the analysis (3◦). Once Splunk has finished analyzing the data, Splunk
will deposit the results file back to the Dropbox repository (4◦ + 5◦) and its
FeedbackPushAdapter will push a multicast notification message to the COL1
members (1◦ again). The COL1 can then continue their work.

5 Related Work

SmartCom encompasses different design choices that, taken individually, can
be compared with existing solutions. However, to the best of our knowledge, no
existing system incorporates a similar set of functionalities as the one Smart-
Com offers to support an effective virtualization of communication for dynamic,
hybrid human-machine collectives. Popular open-source and proprietary Enter-
prise Service Buses and Integration Technologies provide the same support and
flexibility for custom adapters as SmartCom does. On the other hand, many
ESBs lack the support of multi-tenancy (e.g., Apache ServiceMix8 and JBoss-
ESB9) or do have restrictions on implementing custom adapters (e.g., JBoss-
ESB). Others do not support the dynamical enforcement of policies (e.g., WSO2
8 http://servicemix.apache.org.
9 http://jbossesb.jboss.org/.
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ESB10) and there is in general no support of the addressing of collectives at
all which is one of the key features of SmartCom. Furthermore the support of
humans interacting with the system is generally not considered.

Service-oriented CASs usually involve addressing peers as Web Services, lack-
ing the ability to communicate with peers using different communication chan-
nels, especially external tools. For example, the ALLOW Ensembles project [6]
concentrates on the concept of cell ensembles, which consist of cells that have
a defined behaviour. They use BPEL4Chor [7] for the communication between
cells, which allows communication between web services. The ASCENS project
focuses on the peer-to-peer approach where some peers of the system know at
least some other peers in the system [8]. They use Pastry [9] and extend it with
the SCRIBE protocol [10] to support any- and multi-casts. As previously shown,
this behavior differs from ours, in that we do not support anycast, but multicast
specifically within collective boundaries. In [11], authors propose a middleware
that supports communication among agents on different platforms and program-
ming languages. They use a different runtime for each platform and exchange
messages between those runtimes to achieve a cross-platform communication of
agents. Compared to our approach it focuses on the peer-to-peer interaction
instead of the interaction of the system with peers. The intention of the mid-
dleware is to exchange the messages between the runtime systems compared to
direct message exchange with peers in our approach. Social Computing plat-
forms like Jabberwocky [12] or TurKit [13] utilize human capabilities to solve
problems. However, they rely on existing crowdsourcing platforms and rely on
their communication model that does not supporting collectives at all.

6 Conclusions and Future Work

In this paper we presented SmartCom – a middleware supporting hybridity in a
variety of aspects, including: different computation types (human- vs. machine-
based service units), different communication channels, and loose-coupling to
promote use of familiar third-party services. This is of high importance in order
to create a platform which is able to scale to a potentially high number of ser-
vice units organized in multiple dynamic collectives. SmartCom allows address-
ing collectives of service units transparently to the HDA-CAS, relieving the
HDA-CAS programmer the duty to keep track of current members of a collec-
tive, allowing the collective to scale up and down when needed seamlessly. The
described design was validated through a prototype implementation.

The focus of our future research will be on modeling the primitives for inte-
grated monitoring and execution of elasticity actions, such as imposing of opti-
mal topologies, dynamical adjustment of collective members, and support for
incentive application. Currently, these actions have to be fully specified on the
HDA-CAS (SmartSociety) application level, presenting an unnecessary burden
for the developers.
10 http://wso2.com/.
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Abstract. Satisfying privacy related obligations within IT systems that involve
multiple organizations is one of the most important, yet challenging tasks in
security engineering. When systems involve multiple actors, resources and
computing devices, identifying data flows, actors’ liabilities and accesses on
data become fundamental requisites for taking appropriate design choices to
preserve privacy. To facilitate these tasks, principles such as Privacy by Design
have been proposed. However, applying such principles implies rethinking the
whole project development lifecycle in order to fulfil at the same time privacy,
technical and administrative requirements from early stages of systems design.
This paper reports our work on a project undertaken by the Province of Trento

(Italy) on integrating social, health and other assistance services for elders.
Within the project, we used business processes to support systems’ design and
development, from analysis to execution, while at the same time fulfilling pri-
vacy related objectives. Specifically, we show how by modelling
cross-organization processes and by focusing on involved actors and managed
resources, we can provide the necessary tools to involve analysts, designers,
project managers and privacy experts during systems’ design and support them
to satisfy both privacy and technical requirements. The resulting process models
are also used for partial automation and integration of involved services.

Keywords: BPM � Privacy by design � Process design � Resource lifecycle
analysis

1 Introduction

Services that are offered jointly by multiple organizations typically involve different
actors and computing devices that exchange data. Such data sharing can improve services
quality and, for example in healthcare, it can enable caregivers to make better decisions.
However, this opportunity brings also a higher responsibility for service providers
regarding the management of users’ data and requires the definition of precise organi-
zations’ liabilities and development of proper safeguards to preserve users’ privacy.

In fact privacy represents a rising concern and a fundamental requirement in
information systems (IS) development. Privacy related requirements are defined by
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strict and frequently changing regulations [7, 8, 12, 13] and involve both technical (e.g.
anonymisation techniques, access control policies) and bureaucratic obligations (e.g.
privacy impact assessment definition, privacy guarantor approval). Satisfying such
obligations within cross-organization IS that involve both human (administrators,
users, operators) and IT resources (devices, databases, services) is extremely
challenging.

To facilitate such task, approaches such as Privacy by Design (PbD) [5] provide
guidelines on how to proactively consider privacy during the entire software devel-
opment process: from analysis to execution. PbD deals mainly with suggestions about
proper information lifecycle management including controlling who accesses, stores
and manages data and for which purposes. Due to its importance, PbD has been also
introduced in the proposal of the European General Data Protection Regulation [8] as
the mandatory approach for projects that manage privacy sensitive data. However, PbD
provides only a set of abstract guidelines and therefore appropriate practical actions
need to be undertaken case-by-case within each project to consider its principles within
design specifications of IS [10]. In other words PbD needs to be implemented for each
project based on its specific setting.

To consider PbD in parallel with other functional and non-functional requirements
during IS design and development brings up the need for a new approach that focuses
on the overall representation and understanding of the cross-organization processes and
the resources that are created and exchanged. Such new approach needs to be able to
involve technical (service designers, analysts) and non-technical (privacy experts,
lawyers) people in identifying requirements by providing detailed descriptions of
business processes and information lifecycle.

This paper reports our work done within a research and development project called
Suitcase [23] in which we used Business Process Model and Notation (BPMN 2.0) [17]
during the analysis phase to model cross-organization processes and data flows and to
tackle from the beginning privacy requirements. To model processes we analysed
technical documentation, involved devices, actors and exchanged resources. By
highlighting the information lifecycle we helped legal experts in the creation of the
Privacy Impact Assessment (PIA) document [25], a fundamental step of PbD approach.
The visual representation of BPMN provided to stakeholders the necessary tools to
reason and share their understanding about privacy aspects extracted from Italian
legislation [12], and enabled a multidisciplinary collaboration during the design and
implementation of the IS.

The paper shows practical examples of diagrams and summarizes the content of
reports used to describe processes and identified non-functional requirements including
privacy issues. It reports also the results of evaluation with lawyers experts in privacy
and data protection in healthcare domain. Together with them we validated the project
compliance with the privacy laws and defined the Privacy Impact Assessment.

The rest of the paper is organised as follows. Section 2 gives an overview of
research effort in related areas. Section 3 presents the use case scenario and a summary
of requirements including privacy. The proposed methodology and its application on
the use case study scenario are presented in Sect. 4. In Sect. 5 we analyse the validation
of the methodology with privacy experts and other stakeholders while in Sect. 6 we
provide some final comments on the proposed methodology.
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2 Related Work

Privacy has become a crucial requirement in designing and developing IS that manage
sensitive data. One of the currently most relevant approaches in considering privacy
into IS design is Privacy by Design (PbD) [5]. PbD considers privacy as a first-class
requirement during the whole development process of IS and represents an example of
value sensitive design [9], which takes human values into account in a well-defined
way throughout the design process. PbD has been explicitly included as the reference
model into the General Data Protection Regulation proposal [8]. However, applying
PbD requires identifying both methodological and technological design choices
through IS development [10, 15].

Many researchers have studied the relation between non-functional requirements
such as privacy and business processes [3]. For example many works propose tech-
niques to design processes taking into account policies extracted from legislations. The
work [16] provides a compliance-by-design methodology for cross-organization pro-
cesses in the context of business contracts. In [14] the authors propose a technique that
generates a compliant business process model starting from a set of given object
lifecycle specifications. Works such as [11] annotates business processes with clauses,
conditions and security policies that need to be satisfied at each process step. In [21, 22]
authors have considered the use of BPM as a tool to achieve compliance at runtime by
exploiting BPM understability for non-technical people [4]. They provide a framework
for sharing privacy sensitive data that provides transparency about data management
aspects.

Our current approach is inspired by the above state of the art work and by our
previous experience in [21] and aims at proposing BPMN processes as a tool to support
IS design by considering privacy related issues and PbD approach.

Such approach has been already studied with works such as [19] that presents
differences between object-oriented and process-oriented modelling and shows how it
is possible to transform a meta-model that is based on objects-oriented development
approach into a business process based on process-oriented development approach. The
work [6] claims that BPM can improve the purpose analysis of IS and understanding of
functional requirements while in work [18] processes have been used to map
non-functional requirements. In particular, authors propose an extension of BPMN to
model operating conditions and constrains. Similarly, in [24] BPMN syntax is extended
to model authorizations rules.

Instead we propose using processes as a tool to help involved users understanding
privacy related requirements and applying holistically the Privacy by Design principles.
We focus on the whole IS development lifecycle and on fulfilling requirements such as
the definition of the Privacy Impact Assessment [25].

3 The Suitcase Project Case Study

Suitcase (SUstainable, Integrated and Territorial CAre SErvices) [23] is a project
developed by various private and public bodies in Province of Trento (Italy) aiming at
providing a set of services to support the ageing phenomena. More specifically, it aims
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at extending the welfare system by developing a framework in which new services can
be provided by private institutions under the supervision of the public administration,
which establishes service protocols and rules according to regulations.

The key enabling technology is an IT platform that offers a shared communication
infrastructure to create a strong link among service providers, coordinators and elders.
The platform enables different uses of data for both service delivery and related
research, e.g. patient profiling, data and service interoperability, on-body and envi-
ronmental sensor networks, usability studies, aesthetics and user centred design, social
and ethnographic analysis, business process improvement, privacy [23].

Suitcase project is a perfect example of a complex scenario involving many
stakeholders delivering jointly assistance services where privacy issues are relevant.
Figure 1 shows the overall project scenario, involved actors and a high-level platform
conceptual architecture.

3.1 Motivation Scenario

One of the services offered by the platform that served as the motivating scenario of our
work is the “gas leak” detection and emergency procedure, executed as follows:

“Sensors that are deployed at elders’ homes detect alarms and notify them to the Alarm
Manager component within the IT Platform. Each alarm is persisted and forwarded to the
Decision Support System, which triggers an emergency procedure (based on the measured gas
density). Alarm information is saved also on the Data Warehouse within the Business

Fig. 1. IT platform conceptual architecture and main involved actors.
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Intelligence service for later analytics use. Workflow Manager governs the data exchange and
automates both integration aspects and human tasks for alarm management procedure. The
procedure is executed step by step by a call centre operator that interacts with the elder, its
caregivers, emergency and fire fighters. To execute the procedure, the operator need access to
elder’s personal information. Generated data is saved on Data Warehouse and accessed later by
public administration and project coordinator to monitor service delivery and outcomes. Also
Decision Support System needs data to improve its knowledge and make better decisions.
Sometimes the data is saved also on the Electronic Health Record system to update elder’s
health record.”

The multiplicity of involved actors and platform components, as well as the
specificity of health domain, make the scenario a challenging example in which the
sensitivity of the managed data among different systems (and their internal compo-
nents) is high and is accessed for disparate purposes.

3.2 Privacy and Design Requirements

Data protection regulations [7, 8, 12] and technical guidelines defined specifically for
healthcare [13] represent the set of requirements that applies to the considered scenario.
They define technical and bureaucratic obligations that need to be satisfied [22], which
includes:

• Security requirements: strong identification of all actors accessing data, account-
ability, encryption of stored data, encryption on data transfers, backup strategy, etc.

• Privacy requirements: data minimization and proportionality of access, data owners’
consent for data collection and management, data anonymisation for analytics
purposes, Privacy Impact Assessment definition, etc.

To facilitate the application of such complex set of requirements, Privacy by
Design principles have been defined giving a set of high-level guidelines on how to
consider privacy within IS [5], namely:

1. Proactive not Reactive; Preventative not Remedial
2. Privacy as the Default Setting
3. Privacy Embedded into Design
4. Full Functionality – Positive-Sum, not Zero-Sum
5. End-to-End Security – Full Lifecycle Protection
6. Visibility and Transparency – Keep it Open
7. Respect for User Privacy – Keep it User-Centric.

In summary, these principles suggest considering privacy obligations as one of the
fundamental requirements during the whole lifecycle of IS development.

However, in addition to privacy, we need to consider other non-functional
requirements concerning service design and integration coming from different stake-
holders. These requirements include for example the integration of existing IS and data
sources, and compliance with national-wide guidelines for healthcare data management
(protocols, representation standards, etc.). In addition, IS need to respect business
interests of involved organizations that sometimes imply trade-offs and ad-hoc solu-
tions to satisfy all interests simultaneously.
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In summary, to consider all those challenges we need a methodology that goes from
analysis to implementation, and that is focused on privacy and at the same time on
other requirements related to service design. It needs to involve people having different
backgrounds and expertise (which includes also non technical people), and support the
sharing of knowledge and interaction among them. In addition, the methodology needs
to be independent from software design approaches such as Waterfall, Agile, or others.

Next section describes the methodology we propose and how it has been applied
within the “gas leak” scenario to identify privacy issues and complete design phase.

4 Business Process Modelling for a Holistic Requirements
Analysis

To tackle the mix of requirements described in the previous section, we tried to identify
a methodology (i.e. a set of tools and guidelines) that is pragmatic, simple and
immediately applicable to the considered project.

4.1 The Proposed BPMN 4 PbD Methodology

The key intuition of our methodology relies on the usage of BPMN 2.0 [17] as the
modelling notation for cross-organization processes and managed resources, from
analysis to execution. As sketched in Fig. 2, process models serve as the mechanism to
involve different stakeholders during project phases and enable them to collect, rep-
resent and share the maximum quantity of information. To improve the understanding
of the BPMN formalism to a wider range of stakeholders, we complement standard
diagrams with textual documentation providing additional detailed description of
actors, interactions and exchanged resources.

As shown in Fig. 2, to model the processes and the managed resources we need to
involve:

• Project managers and stakeholders involved in service design to define the overall
business process, business goals and cross-organization interaction and exchanged
resources (document, information, etc.). We need to identify all the actors, their
roles within the project, the data owners and who have access to data and their
needed data (whole or parts, anonymised, aggregated/reports).

• Technical people from all involved departments and organisations to identify which
systems, and sometimes which components, are involved (depending on how much
detailed the process needs to be). They provide also information about data within
existing databases (formats and contents), and communication protocols.

• Privacy experts and lawyers to identify privacy issues and strategies for
service/process design. For example to define what is the communication strategy
with users (which papers need to be signed to provide access to data, or how they
will interact with the system to do so). They define also the Privacy Impact
Assessment document that incudes both technical and administrative considerations
and suggestions. Sometimes there is also the need to involve national Privacy
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Guarantors for IS validation, especially in case of big projects involving also public
institutions.

The defined models describe the overall interactions among actors, technology
components and resources involved in the considered scenarios (e.g. “gas leak”). In
addition to the process models we provide also a detailed description of data that is
exchanged by describing and analysing the content at each step.

4.2 “Gas Leak” Scenario Modelling

We applied the previously described methodology during the analysis of the “gas leak”
scenario and produced the BPMN diagram represented in Fig. 3 by using the Signa-
vio BPM editor [20]. Each lane corresponds to each involved system components. Due
to large size of the overall diagram, we detail at the top of Fig. 3 a portion of it
describing the Workflow Manager component as an example of the details of one
process description. In every lane the following entities are analysed:

• Actors: all actors accessing the system component within a lane of the diagram are
highlighted in the left hand side of the diagram.

• Tasks: describing how the system works and how the main steps are performed by
components and involved actors.

• Data: represented by a document on the diagram, refer to the data managed
(accessed, stored or produced) by tasks within a given component.

Before discussing the interactions among these entities, we summarize in the fol-
lowing the identified actors, their roles and related IT components.

Fig. 2. Process based methodology to involve actors into the platform design and development.
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Identified Actors and Their Roles. The actors involved in the “gas leak” scenario
were:

• IT Platform Manager is the leading company and co-owner of the information
contained within the project. The company is developing and commercializing the
platform.

• Project coordinator is the public funded body responsible for project management,
test-bed definition for first 3 years of the project and co-owner of the information.
The collaboration with the IT Platform Manager will end once the project is
developed.

• Public Administration monitors, regulates and partially funds services delivered
by IT Platform Manager and third party service providers.

• Third party service providers are cooperatives and other companies providing
social assistance and services at elder’s home.

Identified Platform Components and Their Roles. The IT Platform is composed of
several components that collect and exchange data. In the following we describe briefly
each of them.

Fig. 3. BPMN diagram representing the “gas leak” management scenario
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• Sensors detect and forward alarms to the Alarm Manager (both within the blue
lane) which checks abnormalities, assigns a unique identifier, and sends them to the
Suitcase Platform.

• Workflow Manager within the Suitcase Platform (orange lane) is the orchestrator
between the various systems and users. It executes procedures for managing alarms
such as emergency procedures.

• Decision Support System is responsible for taking actions based on received
alarms. It analyses and interprets alerts and provides an assessment about actions to
perform to solve the detected problem.

• Business Intelligence stores all data relevant to the computation of performance
indicators in anonymised form.

• Call Centre processes alarms with the help of trained operators that access to the
elders’ personal information, health records and other information to assist elders.
Sometimes also external organizations are involved.

• Third-party Service Providers (yellow lane) deliver socio-health services to elders
and have access to their medical records.

• Audit Trail System provides advanced logging accordingly to ATNA standard [2],
which guarantees security, confidentiality and integrity.

Interaction and Exchanged Data. The highlighted portion shows steps performed
within the Workflow Manager and is executed as follows:
4.3: The task receives data requests containing the elders’ unique identifier. The

request is then verified against access control policies for that requester.
4.4.1: If authorized, personal data is retrieved from the database using the elder

unique identifier and generating the event e3.
4.4.2: Based on purpose of use of data, the e3 is filtered eliminating unnecessary data

[22]. The outcome is the event e4.
4.4.3: In case of access denied, an error is generated and sent to the requester.
4.5: Filtered data is sent to the requester.

The identified resources within the example are:
e3: Contains the requested record including elders personal data.
e4: Filtered e3 by removing unnecessary data for specified purpose of use.

Both resources are retrieved from the database containing elders’ personal infor-
mation and health records.

Figure 4 summarizes the content of events e3 and e4 and shows how data ano-
nymisation has been applied on event content. The anonymisation is based on the
principle of purpose of use of data in order to select what is needed by the data
requester [22]. In particular Fig. 4 shows an anonymisation for business intelligence
purpose for which personal information is hashed in order to forbid the user
identification.
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4.3 Diagram Description Documentation

In addition to BPMN diagrams we produced a document describing the processes and
providing detailed information about identified components and resources. The docu-
ment has been shared among involved stakeholders to help them understanding the
diagrams and making design choices. The document describes:

• Actors accessing the system and their purposes of access.
• Components and their roles, liabilities and purpose within the entire system.
• Tasks and all actions that components execute. Every step is labelled with a unique

code to identify the specific step inside the diagram.
• Data content managed by each task and each component. It includes also a detailed

description of data repositories.

The document describes also already developed techniques and safeguards to
protect privacy within the existing integrated systems and components. This description
is fundamental to understand if the already developed techniques provide necessary
guarantees or if they present bottlenecks or weaknesses.

5 Validation

The outcomes of the modelling activity have been successfully used during the project
analysis phase to better identify privacy requirements and, later on, to take appropriate
actions during the design phase. The resulting artefacts (i.e. business processes and
document describing processes and resources) involved all stakeholders who had dif-
ferent backgrounds and expertise in requirements gathering. Furthermore, a portion of
identified processes have been further detailed and translated into an executable process
to govern the emergency procedure executed by call centre operators. Executable
processes have been defined and executed within the Activiti BPM platform [1], a
light-weight Java based engine and process designer.

The undertaken actions can be grouped in two categories: technical design choices
and bureaucratic privacy related obligations (e.g. Privacy Impact Assessment).

From the technical point of view, diagrams have been used in the design phase to
interact with all involved actors to highlight the privacy and other design issues.

Fig. 4. Examples of events e3 and e4 and of the anonymisation process.
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By showing clearly the interactions among various systems, it allowed designers to
define access control policies for each generated event and offered service. Access
control is managed through credentials and an authorization system (LDAP) authorizes
requests. The information exchange between the components is managed by filtering
out unnecessary information depending on the purpose of use of information. This
helped ensuring that information exchange is compliant with data minimization policy
[15], i.e. ensuring that only the necessary information is shared among actors. Infor-
mation filtering is achieved through application of purpose-based access control poli-
cies. This mechanism and policies have been already proved to be an efficient
mechanism to preserve privacy and deliver only the necessary information to the right
users [22]. Data transmission among independent systems is done over a secure
channel and the information is encrypted. The information persisted on various dat-
abases within the different components is managed by different database instances
which ensure data security. In addition, each database performs an appropriate backup
of the information contained to prevent data loss.

In addition to technical design choices, a fundamental achievement is given by
legal validation of proposed technology by legal experts in order to verify project
compliance with privacy law. The documentation has been analysed by the involved
legal experts and lawyers that needed a detailed description of the information flow and
the involved actors and their liabilities. Privacy experts analysed the produced docu-
mentation and appreciated the ease of understanding of the enriched BPMN diagrams
and related documents, which provided detailed descriptions of accesses to data and
services. This led to a clearer understanding of the information processing through the
system allowing them to give their judgment with respect to their specific competence
in the field of law.

In conclusion the proposed BPMN 4 PbD methodology helped us applying the PbD
principles in terms of prevention of privacy issues starting from the design phase, by
considering the complete lifecycle of data, putting privacy in the centre of the business
processes and emphasizing the process visibility and transparency. Furthermore, BPM
technology enabled us to support the execution of parts of defined processes that is a
fundamental aspect in PbD, which indeed focuses on the whole system lifecycle.

6 Conclusions

Privacy law compliance is a challenging and complex goal to achieve while developing
IS that manage and share sensitive data. This paper presents our initial work on
defining a methodology to consider privacy requirements while developing IS that
involve business processes that cross multiple organizations. The key intuition of the
proposed methodology is to exploit the advantages of visual representations of BPMN
diagrams to provide a tool to involved stakeholders to reason about privacy and other
requirements during IS design and development.

The methodology has been validated by modelling cross-organization processes
within a project in Province of Trento (Italy) and by considering privacy requirements
and policies from Italian legislations. It provided the tools to involve all stakeholders in
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completing the IS design phase and enabled them to define privacy related safeguards
and bureaucratic obligations following Privacy by Design principles.

By interacting with privacy experts and lawyers emerged that the BPM technology
can simplify the elicitation of privacy related requirements and IS validation processes.
It can improve greatly the collaboration and the sharing of knowledge among stake-
holders with different backgrounds. Furthermore the adoption of the same visual rep-
resentations from the first stages of analysis up to the execution, can ensure that what is
designed is also executed at runtime.

As future work we aim at pursuing further our vision toward a methodology that
can support a more extensive execution of BPMN diagrams that are used during the
first project stages. Although they are currently used for the management of emergency
procedures, we are further trying to understand if we can execute them more exten-
sively. Our vision is to reduce the gap between artefacts used during the analysis and
execution, and BPMN sounds the most promising approach.
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Abstract. Effective and efficient delivery of services requires tasks to
be allocated to appropriate and available set of resources. Much of the
research in task allocation, model a system of tasks and resources and
determine which tasks should be executed by which resources. These
techniques when applied to service systems with human resources, model
parameters that can be explicitly identified, such as worker efficiency,
worker capability based on skills and expertise, authority derived from
organizational positions and so on. However, in real-life workers have
complex behaviors with varying efficiencies that are either unknown or
are increasingly complex to model. Hence, resource allocation models
that equate human performance to device or machine performance could
provide inaccurate results. In this paper we use data from process execu-
tion logs to identify resource allocations that have resulted in an expected
service quality, to guide future resource allocations. We evaluate data for
a service system with 40 human workers for a period of 8 months. We
build a learning model using Support Vector Machine (SVM), that pre-
dicts the quality of service for specific allocation of tasks to workers. The
SVM based classifier is able to predict service quality with 80 % accu-
racy. Further, a latent discriminant classifier, uses the number of tasks
pending in a worker’s queue as a key predictor, to predict the likelihood
of allocating a new incoming request to the worker. A simulation model
that incorporates the dispatching policy based on worker’s pending tasks
shows an improved service quality and utilization of service workers.

Keywords: Resource allocation · Classification · Simulation model

1 Introduction

Service System as defined by Sphorer [11] is an important unit of analysis in
support of understanding operations of an organization. A Service System (SS)
comprises of resources (that include people, organizations, shared information,
technology) and their interactions that are driven by a process to create a suitable
outcome to the customer. In SS, the participants have to collaborate together
to provide right outcome(s) effectively to the customer. In [15], the authors
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 84–95, 2015.
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argue the need for optimal allocation of resources in SS. Resources in SS are
predominantly human resources and referred to as Service Workers (SW). Unlike
machines or equipment, behavior and efficiency of human resources varies. In [1],
the authors identify common pitfalls associated with building simulation models
that includes incorrect modeling of human resources. Incorrect representation
or modeling of human resources and simulation of business processes causes
models to provide misleading outcome measures. Outcome measures refer to
the average utilization of resources, average throughput or number of requests
completed periodically, service quality that includes completing work within a
specified target time.

There are several complexities in modeling human resources. Resources in a
team have different efficiencies although they may have similar skills and com-
petencies. Efficiency of a single SW is not constant and varies with the work
allocated to the SW [13,20]. In this paper, we use historical task allocation data,
stored in process aware information systems (PAIS) as event logs or process exe-
cution logs. Allocations that yield ‘good’ and ‘bad’ quality are identified. We
use this data to build a learning based model that is able to predict allocations
of tasks to resources resulting in ‘good’ quality. Our objective is to use histori-
cal allocation that inherently considers SW behavior to guide future allocations.
The categorization of an outcome as ‘good’ or ‘bad’ quality, is generic and can
be applied in the context of any SS and outcome measure.

The outline of this paper is as follows: We motivate relevance of our work with
observations from a real-life SS and state our contributions in Sect. 2. Next, we
present key concepts and discuss our data collection i.e. the data we used for our
analysis, in Sect. 3. Section 4, presents our learning models to predict outcome of
allocating tasks to resources and predicting the resources to allocate new tasks.
In Sect. 5, we build a simulation model to evaluate the improvements possible
when allocation of tasks to resource considers their individual performance or
behavior. We discuss validity of our results in Sect. 6 and related work in Sect. 7.
Section 8 concludes the paper.

2 Motivation

We analyzed the data for a real-life service system (SS) that tracks critical IT
system failures (incidents) of different customers. A team of 40 service workers
(SW) belonging to the service provider organization, ensure that incidents or
service requests from customers are immediately responded. Customers represent
different organizations, the service provider supports. As shown in Fig. 1, the
service requests from customers are placed in a queue. A human dispatcher
monitors the queue and assigns requests to a suitable SW. A SW could be
assigned multiple requests and the number of requests currently being handled
by a worker represents worker queue. The key measure of service quality is the
time taken to respond to the customer. The total time to respond - the time
elapsed between the creation of the request and response from a service worker
to the customer is a measure of service quality. As these are critical system
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failures, the time to respond should be lower than a set time or the service
target time agreed by the customer and the provider. If the time to respond
exceeds the service target time, the request is said to have missed or breached the
service quality. After responding to the customer, the SW identifies the problem,
identifies the team(s) that should work towards solving the issue and disengages
from the request. While there are several other performance indicators indicating
service quality, in the context of the SS under consideration, time to respond
within the service target time is used as a measure of service quality. In this
SS, all requests require the same skill (e.g. operating system maintenance) and
expertise level (e.g. high expertise).

We make the following observations on the data analyzed for the SS.

Fig. 1. Application maintenance process

Service Workers with Similar Measurable Skills or Capabilities Have
Different Response Times. In the SS under study, all the SWs are of the
same organizational role (e.g. Subject Matter Experts) and have same expertise
and skill level (e.g. High). However, we observe different means of response time
for the workers. Figure 2 shows the box plot with median, upper and lower
quartile response times for different service workers (depicting the variance in
their means). A one-way ANOVA test [8] for analysis of variance of response time
means across different service workers yields a statistically significant difference
(p < 0.01). Hence, we conclude that service workers with similar capabilities or
skills have different efficiencies.

Queue of Pending Requests, Impacting Service Quality, Is Different
for Each Service Worker. The worker queue length or the number of pending
requests, of SW, impacts the time to respond to a new incoming service request
and hence in meeting or breaching the service quality. Figure 2 shows the box
plot of queue length of SW, measured for an incoming request that has met or
breached service quality. The Work queue lengths have been shown for only 10
of the 40 service workers due to space constraints. A factorial ANOVA indicates
a variance in the mean queue length across two factors - requests that meet or
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miss target response time and service workers (p < 0.05). i.e. the mean work
queue length varies for each service worker and is lower when arriving requests
meet target response time.

These observations suggest that allocation of tasks to resources considering
them to have similar efficiency and behavior will result in inaccurate or mis-
leading results. In this paper, we will investigate if a learning based model can
be used to guide allocation of tasks to resources. Through this work, we aim to
provide the following technical contributions:

– build a learning based classification model to predict the service quality when
tasks are allocated to specific resources.

– build prediction model to guide allocation of tasks to a resource.
– build a simulation model to evaluate the performance of a service system that

allocates tasks to resources taking into consideration efficiencies of individual
resources.

Fig. 2. Box plot indicating response time of workers and queue length at which requests
meet of breach service levels

3 Background

In this section, we present concepts relevant to the service system and data
collected for the system under consideration.

3.1 Service System Concepts

We define key concepts underpinning the service system below:

Service Request or Incident. Service requests (SR) or incident constitute
inputs to the service system and are handled by service workers. Typically,
an incident is characterized by priority. In the system we evaluate, all the
request are of high priority.
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Work Arrivals. The arrival pattern of service requests is captured for finite set
of time intervals T (e.g. hours of a week). That is, the arrival rate distribution
is estimated for each of the time intervals in T , where the arrival rate is
assumed to follow a stationary Poisson arrival process within these time
intervals (one hour time periods) [4,7].

Response Time. Response time refers to the time taken by a service worker to
respond to a customer. This is the time interval between a customer creating
request to the time a service worker responds to the customer of its receipt.

Service Time. Service time refers to the time a service worker spends on
addressing the request. In the service system being studied, it is the time
spent by SW in identifying suitable team(s) to handover the request. Hence,
service time is the time interval, the request remains with the service worker.

Worker Queue Length. A service worker handles multiple service requests at
a time, and the request remains in the worker queue till the SW hands it
over to another person or team. The number of requests that remain with
the worker, at any point in time, is the worker queue length.

Service Target Time and Service Level Agreement. Service levels are a
measure of quality or outcome of service. Service Level Agreement (SLA), for
each customer γi = (αi, ri), αi, ri ⊂ R, is a map from each customer i to a
pair of real numbers representing the service time target and the percentage
of all the SRs that must be responded within this service target time in a
month. For example, γCustomer1 =< 1, 95 > , denotes that 95 % of all SRs
from Customer1 in a month be responded within 1 h.

3.2 Data Collection

Data from the service system is collected for a period of 8 months. The data for
each request is obtained from a process aware ticketing system that contains the
time a customer opened the SR, the worker allocated to the SR, the time taken
to respond and the service time of the SR. Given the data, we collate following
features for our prediction model measured at hourly time intervals (an example
shown in Table 1):

– Hour of the day
– Number of requests arriving into the system
– Number of incoming requests assigned to each SW
– Work Queue Length of each SW (number of pending requests with SW)

Hence, for each hour, we have 82 features extracted for the model - 40 features
represent the number of incoming requests assigned to SW, 40 features depict
the work queue length of each SW. In addition, we have total number of requests
arriving in the system (total number of incoming requests).

4 Experimental Analysis

In this section, we present the models that are built to validate our hypothesis
on the suitability of using historical data to predict valid or suitable resource
allocations. We use IBM SPSS Modeler 14.1 [10] to build our prediction models.
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Table 1. Example set of features for learning model

Hour of
day

Number of
incoming
requests

AgentA
allocated

AgentA
queue
length

AgentB
allo-
cated

AgentB
queue
length

.. AgentC
allo-
cated

AgentC
queue
length

0 2 0 4 1 2 .. 0 1

1 1 0 3 0 1 .. 1 0

4.1 Predicting Service Quality Using Support Vector Machines
(SVM)

The objective is to build a prediction model that is capable of identifying if
allocation of requests to the chosen set service workers will result in meeting or
missing the service quality. To train the prediction model, we use input features
and define a boolean flag Outcome, valued ‘GOOD’ if all requests have met
the target response time and valued ‘BAD’ if one or more request missed the
target response time. Hence Outcome constitutes target feature of the prediction
model, for the conditions of input volume of requests, worker queue lengths and
worker assignment.

We use support vector machines (SVM) to classify and label the Outcome
parameter. Logistic regression, Naive Bayes and SVM classifiers are very popular
and widely used classification techniques. In [14], it is shown that prediction
accuracy of classification techniques vary with the number of features defined in
the model and the size of the training set. We carried out preliminary analysis
using naive Bayes, logistic regression and SVM classifier. SVM was found to be
more robust to the random samples of training and testing data sets and resulted
in higher prediction accuracy.

The prediction accuracy of the model is measured by the percentage of unseen
instances it correctly classifies. A good classifier must fit the training data well,
in addition to accurately classifying the data it has never seen before (test data).
We partition the data into training and test samples. The prediction accuracy of
the training sample is 80.43 % and that of the testing sample is 78.9 %. Figure 3
shows the prediction accuracy and the confidence probability of the model for
the test sample. The accuracy of prediction improves with increase in confidence
probability, for the testing samples. It can be seen that, at higher confidence
intervals (> 0.87), the accuracy of correct predictions is 90 %. The histogram
shows the frequency distribution of confidence probability assigned by the model.
A large number of predictions have higher confidence probability. Hence, histor-
ical samples can be used to learn and predict the quality outcome of requests
assigned to service workers.

4.2 Predicting Allocation of Request to Service Worker

In the previous section, the objective was to categorize allocation of tasks to
SWs as good or bad, considering their queue lengths and number of requests
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Fig. 3. Percentage of predictions that match actual outcome Vs. confidence probability
and frequency distribution of confidence probability

arriving in the system. In a scenario, where a dispatcher allocates one task at a
time to a SW, a model to assist the dispatcher in predicting if a request should
be allocated to a SW or not, would be useful. Here, our training sample contains
all allocations that have resulted in a good service quality. We build a classifi-
cation model for each SW. The input to model is the number of requests and
the queue length of all SW including the SW for which the model is built. A
SWAllocate flag is the target feature which is set to ‘TRUE’ if a request can be
allocated to the SW and ‘FALSE’ otherwise. In the data under consideration,
for a large number of observations, a SW does not get a request allocated as
the number of requests arriving in the system may be low and there are many
SW. For most SW, SWAllocate is set to FALSE for 90 % of the observations.
Hence, if we assign FALSE to all SWAllocate, it would still lead to 90 % predic-
tion accuracy. Therefore, we evaluate a learning model that can predict TRUE
allocations accurately. Logistic regression and SVM fail to make accurate predic-
tions of SWAllocate. Linear Discriminant Analysis (LDA) based classifier [19],
predicts resource allocations to a SW with 65 %–80 % accuracy. Figure 4 shows
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the accuracy of predictions for the SWAllocate with ‘TRUE’ values for one SW.
As shown, logistic regression fails to predict them with 0 % accuracy at 99 % con-
fidence probability. We also realize that the training data needs to contain more
observations where allocation of request is made to a SW. However, with the
lack of large training data, LDA can be used to guide allocations to a SW when
the confidence probability is high, as indicated in Figure Percentageregression.
This prediction model is build for each SW.

The dominant predictors or coefficients of LDA for predicting the allocation
to a SW are the number of requests arriving into the system and the work queue
length of SW for whom the allocation model is built. We have seen that SW
work queue length, that impacts the service target time of an incoming request,
varies for each SW (Sect. 3). In the next section we build a simulation model to
compare results of a model that incorporates the SW work queue length during
allocation of request to SW.

Fig. 4. Percentage of predictions that match actual allocation Vs. confidence proba-
bility for a single SW having resource allocation set to TRUE

5 Simulation Based Evaluation of SLA

In this section, we describe the simulation set up that mimics the service system
being evaluated. The inputs to the model are the following:

– A finite set of time intervals for arriving work, denoted by T, containing one
element for each hour of week. Hence, |T | = 168. Each time interval is one
hour long. Work arrivals rates are defined for each time interval.
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– Maximum Work Queue Length Qmaxi for SW i ∈ {1, 2 . . . n} : The work
queue length is derived from the data for worker i (SWi). It is the queue
length of SWi below which the worker meets target response time.

– Service Time: The mean service time for which a request remains with the
SW till it is handed over.

– Response Time : The response time for a request depends on the Qmaxi for
SWi. The response time is less than service target time when the worker queue
length is lower than Qmaxi and greater than service target time otherwise.

We build the service system model using AnyLogic simulation software [5,18]
which supports discrete event simulation technique. We simulate up to 40 weeks
of simulation runs. Measurements are taken at end of each week. No measure-
ments are recorded during the warm up period of first four weeks. For our experi-
ments, we consider request arrivals follow a Poisson model where the inter-arrival
times follow an exponential distribution. In steady state the parameters that are
measured include:

– SLA or the percentage of requests that meet target response time.
– Resource utilization (captures the busy-time of a resource)

We evaluate the simulation model with 10 SW (representing a single working
shift). We simulate three scenarios to compare and contrast our results. The
dispatching policy varies for these three scenarios. First, we have a model (Naive
Dispatch Model) where a dispatcher dispatches request to a SW with minimum
work queue length. This model is naive as it does not consider the Qmaxi of
SWi when allocating the request to worker.

Second, we have a model considers all service workers to behave in a similar
manner i.e. the Qmaxi is set to an average value, for all service workers and
is derived from the data ( ∀i : Qmaxi = Qmaxmean = 3). The dispatcher
dispatches the request to first SW with a work queue length less than Qmaxmean

(Common Behavior Model). The Common Behavior Model represents scenario
where workers having same experience of skill are consider similar.

Last, we run the simulation model considering each SWi to behave different
i.e. Qmaxi for each SWi is set. The dispatcher dispatches the request to the
first SWi with a work queue length less than Qmaxi (Advanced Model). The
advanced model reflects our learning model where the dispatcher uses the worker
queue length derived from past allocations, to decide current allocation. Based on
the data, we observe and set the values as: 2 ≤ Qmaxi ≤ 4 and Qmaxmean = 3.
In latter two models, if there is no SWi with a work queue length lower than
the Qmaxi, then the request is routed to the SW with the minimum work queue
length.

Table 2 shows the results obtained for the three dispatch models. The results
indicate that the Advanced dispatch model outperforms the other two models
in meeting the service quality. It is interesting to note that the naive model
performs better than the common behavior model as the naive model tries to
dispatch the request to the SW with the minimum work queue while the common
behavior model assumes that workers with a work queue length lower than the
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threshold will be efficient. This assumption leads to sub-optimal allocation of
requests and hence the percentage SLA attained is much lower.

As discussed, our simulation model uses the parameter Qmaxi to distinguish
SW behavior and allocate request to compare and contrast the service quality
with models that accommodate service worker behavior.

Table 2. Percent SLA and Percent Utilization for different dispatching models.

Dispatch Model Percent SLA Percent SW Utilization

Mean SLA 95% Conf. Interval Mean Utilization 95% Conf. Interval

Naive Dispatch 86.84 (85.2,87.86) 64.4 (64.36,64.44)

Common Behavior 78.9 (78.08,79.72) 66.2 (66.15,66.24)

Advanced Dispatch 92.9 (91.78,94.02) 59.3 (57.71,60.89)

6 Threats to Validity

In this section, we identify the limitation of our study with respect of construct
validity, internal validity and external validity .

Construct Validity. denotes that the variables are measured correctly. All
the features or parameters used in the learning model been evaluated and used
in earlier studies on dispatching, allocation and planning. Our study does not
include additional parameters such as expertise, priority as they were not rele-
vant to the system under study. We plan to extend our study to a service system
where such parameters play a significant role.

Internal Validity. is established for a study if it is free from systematic errors
and biases. During the measurement interval of 8 months, issues that can affect
internal validity such as mortality (that is, subjects withdrawing from a study
during data collection) and maturation (that is, subjects changing their char-
acteristics during the study outside the parameters of the study) did not arise.
Thus, we believe the extent of this threat to validity is limited.

External Validity. concerns the generalization of the results from our study.
While insights can be drawn from our study, we do not claim that these results
can be generalized in all instances. However, these results serve as the basis
of using data driven approach for evaluating allocation of requests to workers
effectively, leading to higher service quality.

7 Related Work

The problem of allocation of tasks to resources has been studied for some time
now and there is a good body of literature dedicated to various aspects like
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routing work to teams and dispatching tasks to resources. In [9], the authors use
mixed integer programming (MIP) and a heuristic algorithm to allocate tasks
to the resources based on their workload and skill, with an objective of meeting
service quality. There are similar such scheduling and skill based routing of calls
been addressed in the call center domain [12]. However, in all these scenarios,
the inherent variations in human behavior and efficiency is not considered. Sim-
ulation models to evaluate the skill requirements of the team for a SS in the
context work types discuss the improvement in service time of a SW over time
through on the job learning [2,6]. Service workers of a skill and expertise level
are assumed to have similar characteristics and learning factors. Given the com-
plexity characteristics of human resources, in our work, we learn the allocation
of tasks that would lead to favorable outcome from historical data and use it to
guide future allocations.

Learning based predictive models, like ours, has been used for routing or
dispatching work in SS. In [3], tickets or service requests are classified and routed
to the right group using historical data. An approach to route the requests to
multiple teams for resolving an IT problem ticket or incident, is addressed by
[17]. Historical data is used to mine the sequence of groups or teams involved
to further build a markov model that generates ticket transfer recommendations
for an new arriving ticket. These studies focus on identifying suitable teams or
groups and do not evaluate operational efficiencies of teams or workers.

In [16], the authors present an approach that uses historical data and illus-
trate the variance in operational productivity of workers for requests with dif-
ferent priorities and complexities. The variances in efficiency of workers is used
to define policies for dispatching and optimally staffing teams. Our approach
further demonstrates that data-driven techniques can be used to implicitly learn
the efficiency of service workers and help in driving better allocation of tasks.

8 Conclusion

In this paper, we have evaluated the use of learning based model to predict and
assist in allocation of tasks to resources. We observe that within a team, service
workers of similar competencies vary in their efficiencies and have deterioration
in the quality of service at different workloads or queue lengths. The model
based on historical data has a prediction accuracy between 65 % to 80 %. The
simulation model further indicates that modeling all workers as similar, results
in lower quality of service. Through this work, we demonstrate that using of
data-driven techniques to evaluate efficiencies of service workers, similar to ours,
can serve as the basis for effective dispatching or task allocation policies and
better meet the contractual service levels (quality) of the service system.
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Abstract. As business process models are widely used and essential
for most organizations, the problem of redundantly modeled processes
rises. This can happen when a process is modeled by different modelers
or when organizations merge. In order to cope with this issue, typically
process model similarity matching methods are used. Thereby, pure tex-
tual matching algorithms operating on single activities are often not
suitable. One alternative is to include further information like data and
resources and to check for M:N-matchings. The work at hand describes
how to use resource information to match process models, even if they
are modeled on different levels of granularity. The approach can be used
for both human and non-human resources. Furthermore, the differences
between intra- and inter-organizational matchings are pointed out.

Keywords: Process modeling · Process model similarity · Resource-
aware process matching · M:N-matching

1 Introduction

For documentation purposes as well as for the redesign of workflows and the
implementation of information systems [15], organizations typically rely on busi-
ness process models. Thereby, several models for the same process may exist as
several modelers from different domains model more or less the same process
from different views [4] or after the merging of companies [5]. In order to avoid
expensive dublicates and inconsistencies, to improve processes, to identify pat-
terns or to increase efficiency, correspondences between different models have to
be found [5].

For the matching of process models already a variety of approaches have
been proposed. Since they are usually based on the comparison of activity labels,
most of them do not take into account the resource perspective, see e.g. [6,11].
Furthermore, the bulk of these methods are only applicable for 1:1-matchings,
i.e., a single node in one process model is assigned to a single node in another
one. In [2] the authors introduced a M:N-matching technique, that matches sets
of activities to sets of activities. This approach allows for the consideration of
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 96–107, 2015.
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Model 1

C

engi-
neer

Model 2

Fig. 1. Example process model similarity matching based on human resources: Set of
nodes A and B of model 1 is mapped to set of node C of model 2 due to the role
assignment “engineer”

human resources in case that each activity is assigned to exactly one agent who
can be located on a conrete position of some hierarchical tree structure. If this
requirement is fulfilled, the proposal of how to include the resource perspective
in process matching as given in [2] should be preferred, as it considers all the
available information. However, in most cases the requirements are too restrictive
and the methods presented on the following pages should be applied instead. The
work at hand gives answer to the question how information about resources can
be taken into consideration during model matching if no further information
about the resources’ structure is available.

As described in [2] the possibility of constructing similarity measures for
power sets of process activites and in this context the inclusion of further process
information, i.e., not only activity labels, is crucial for the usability of process
matching methods. Usually, such similarity measures have values in [0, 1], with
0 meaning no similarity and 1 meaning full similarity. Therein, a value of, for
example, 0.6 is not meaningful on its own, but the normalized interval [0, 1] is
very well suited for comparisons and threshold values.

The work at hand focuses on the resource information of process models and
distinguishes between human and non-human resources as well as inter- and
intra-organizational matchings. The latter distinction is important, because, as
mentioned above, process models of one organization or models originating from
different organizations can be matched. In both cases it is likely that the activity
labels of the process models to be matched considerably deviate from each other,
both in the used vocabulary as well as in the granularity of the documented
activities, which may lead to low recall if only these labels are considered [11].
Taking into account the resources of processes may, as represented in Fig. 1, help
to reduce computation time and to identify similar activities in process models
that use different vocabulary and are modeled at different levels of granularity.

This paper defines process models with different perspectives, so-called
extended process models, presents the idea of M:N-model matching and points
out several ways of taking resource information into account depending on dif-
ferent prerequisites.

2 Background and Related Work

For a lot of modeling notations representing business processes, like Event-
driven Process Chains (EPCs), UML Activity Diagrams or the Business Process
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Modeling Notation (BPMN) [15], the task of matching those models or models
of a general, more abstract form, has already been topic of various papers: For
example, [7] and [5] present label matching techniques, [9] deals with label and
behavioral similarity, [3] provides process structure trees for the behavioral per-
spective, [12] discusses different methods of model matching, [13] improves the
label matching method, [10] uses ontologies, [1] presents methods based on so-
called typical behavior and [8] provides behavioral and semantic matching for
EPCs using a thesaurus. Typically the presented techniques are 1:1-matchings.

In [6] some possibilities to expand matching techniques and not only use the
nodes’ labels, as they might not lead to the desired results, but also their context
with predecessor and successor relations, are described. In [5] only the idea of
expanding this method to more than one node in a successive/iterative way is
mentioned. Nevertheless, all methods described so far are based on mapping
single nodes to single nodes. [14] introduces 1-to-n matchings, however, it does
not imply other perspectives of business process models and only focuses on
sequence flows during analysis. The authors of [7] and [5] apply the so called
string-edit similarity to get a similarity measure that takes into account the
number of mapped or deleted nodes and edges. In doing so the matching problem
is reduced to a definition of similarity measure between two given process models
G1 and G2, called graph-edit similarity. In [2], this idea was extended to M:N-
mappings under consideration of more perspectives than just the nodes’ labels
(see Definitions 2 and 3 in the next section). In this context, the work at hand
can be seen as a generalization or an addition that can be applied if resource
informaton in the process models is given without predetermined structure.

Briefly summarized, one calculates a number of similarities, or distances
respectively, for each perspective (e.g. activity labels, deleted nodes, data per-
spective) and uses these results for calculating a measure GSimM (G1, G2) for
the similarity of G1 and G2 under mapping M . By maximizing this value with
respect to M , one gets GSim(G1, G2).

Definition 1 (Graph-edit similarity). For two models G1 and G2 and
weights weighti with

∑k
i=1 weighti = 1 and weighti > 0 or weighti ≥ 0 the

graph-edit similarity GSim is given through

GSim(G1, G2) = max
M

{1 −
k∑

i=1

weighti · fndi,M (G1, G2)},

where M describes a mapping between G1 and G2, i is the index for the ith

perspective and fndi,M (G1, G2) is a fractional normalized distance for the ith

perspective between G1 and G2 under mapping M .

For the implementation of this maximization problem, efficient algorithms
are used, like Greedy or A*-Algorithms (see e.g. [7]).

If the problem of finding process models that describe the same process
among a large set of such models has to be solved, a clustering algorithm
can be applied. The clustering method can run 1-dimensional with respect to
GSim(G1, G2) or directly use the partial normalized distances
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fndi(G1, G2) = min
M

fndi,M (G1, G2)

without computing GSim(G1, G2) in the first place.
In the following section, similarity measures for the resource perspective, or

the corresponding partial normalized distances, respectively, are derived. For
similarity definitions of other perspectives see [2].

3 Resource-Aware Similarity

In the first step, a process model and the further requirements that should be
fulfilled have to be defined. Furthermore, a definition of a mapping between two
process models is given.

Definition 2 (Extended process model). Let B ⊂ {s1s2 . . . snB
| si is a

character ∀i ∈ {1, . . . , nB}, nB ∈ N0} be a set of descriptions, D = {d1, . . . , dnD
}

a finite set of data objects, A = {a1, . . . , anA
} a finite population (human

resources), and W = {w1, . . . , wnW
} a finite set of machines (non-human

resources). Then, a process graph G is a tuple (N,E, λ) with

– N being a set of nodes,
– E ⊆ N × N a set of edges and
– λ : N → B × P(D) × P(A) × P(W) a function, that maps nodes to entities.

For all process models to be matched, the sets B, D, A, and W have to be the
same. Note, that P(·) indicates the power set.

For intra-organizational matchings A and W are sets of IDs, for inter-organi-
zational ones

A = A1 ∪ A2, (1)

where Ai is the set of IDs in the respective organization, analogously for W.
That means, from the resource point of view the difference between intra- and
inter-organizational process models arises out of the fact, if agents come from
one population or more than one and if non-human resources belong to one pool
or more. This can be extended to k organizations straight forward.

Definition 3 (Mapping between two process models). Given two process
models Gi = (Ni, Ei, λi), i = 1, 2, and Pi ⊂ P(Ni) 	 ∅ a complete and disjoint
partition of Ni (i.e.

⋃
p∈Pi

p = Ni & ∀p, p′ ∈ Pi : p ∩ p′ = ∅, p �= p′), i = 1, 2.
Further on, let M : P1 → P2 be a bijective function (∅ → p2 and p1 → ∅ means,
that p2 and p1 are deleted, respectively, p1 ∈ P1, p2 ∈ P2), where ¬(∅ → ∅).

Such mappings as defined in Definition 3 are called M:N-mappings, because they
are defined on powersets of the respective nodes.

3.1 Human Resource

For a closer look on similarity concerning the human resource perspective a
distinction between several possibilities has to be made. In case that each node
of the process models is assigned to one unique agent and all occurring agents can
be located in a hierarchical tree, the similarity measure described in the following
subsection as presented in [2] may be applied. For other application scenarios,
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e.g., sets of agents or roles are assigned to each node, a second possibility of
computing a similarity measure is introduced. The second method is suitable for
the general case of resource specification.

Single Agents in Hierarchical Trees. In this section we assume that all
A ∈ P(A) in the image of λi have |A| = 1, i.e., exactly one agent is assigned
to each node (explicit assignment). A similarity value has to be found that
is 1 if the executing agents in the compared sets of nodes are the same and
decreases to 0 the more organizational distance lies between the involved agents.
Figure 2 (on page 9) shows how a hierarchical tree may look like with the letters
referring to conrete agents. As one can easily guess, the assumption of agents
being arranged in a hierarchical tree is very restrictive and quite visionary. This
is why a generalization is given afterwards.

In comparing the agents of two nodes of a given hierarchical tree it is possible
to find a minimal number of edges, k̃, that have to be passed to get from one
position in the tree to the other and the number of levels, ẽ, that lie between
them. Two agents on the same level have ẽ = 0. To transform these two values
into a similarity value, we set

ksim(A,B) :=
1

k̃ + 1
and esim(A,B) :=

1
ẽ + 1

,

with A and B being two concrete agents. Therefore, by comparing an agent with
itself, we get a value of 1 for both similarities, that means maximal similarity, and
a value tending to 0, the more edges and levels are between two tree positions.
To combine these two similarity measures, we define

HSim(A,B) = αksim(A,B) + (1 − α)esim(A,B),

with α ∈ [0, 1] being a weight factor, that allows to display some preferences for
the position similarity. This value HSim has to be extended to work for sets of
nodes, that means a set of positions. This is done the following way:

Definition 4 (Similarity for single agents). Let Hpi
⊂ A be the set of agents

occurring in pi ∈ Pi, i = 1, 2, i.e.,

Hpi
=

⋃

n∈pi

(λ(n))3. (2)

Then, for pi ∈ Pi, it is

HSim(p1, p2) =

∑
h1∈Hp1 ,h2∈Hp2

HSim(h1, h2)

|Hp1 | · |Hp2 |
.

Hence, we compute the similarity of every pair of positions from the two sets, add
this values up and divide through the number of pairings to get an average value
for position similarity. Note, that if there is more than one tree representing the
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hierarchical structure of an organization, a comparison of positions from different
trees leads to a similarity value of 0.

Now, the fractional normalized distance under a certain mapping M , as
required in Definition 1, can be computed:

fndh,M =

⎧
⎨

⎩

∑
(p1,p2)∈M|p1 �=∅�=p2

(1−HSim(p1,p2))
∑

(p1,p2)∈M|p1 �=∅�=p2
1 , if ∃(p1, p2) ∈ M |p1 �= ∅ �= p2

1, else

Sets of Agents. In the following, the more general case of having sets of agents
assigned to each node, e.g., roles, will be regarded. The idea of constructing
a similarity measure for the human resource perspective for two given process
models G1 and G2 is to, at first, define a similarity measure for two sets of agents
A1, A2 ⊂ A and then, in step two, extend this definition to sets of nodes. Note,
that in each node a set of agents is given. In step three, fnda,M (G1, G2), the
fractional normalized distance for the human resource perspective for the two
process models under mapping M is derived.

Definition 5 (Similarity for two sets of agents). Let A1, A2 ⊂ A be two
non-empty sets. The similarity between these sets is:

ASim(A1, A2) =
|A1 ∩ A2|
|A1 ∪ A2| (3)

For pi ∈ Pi, i = 1, 2 the sets of agents, that are responsible for the respective,
mapped sets of tasks, are defined as

Api
=

⋂

n∈pi

(λ(n))3. (4)

Note, that the use of the intersection symbol in (4) is essential, because it reduces
the chance of overfitting. Furthermore, the determination of Api

corresponds to
the idea of M:N-mappings, because nodes that may be executed by approxi-
mately the same agents are to be combined. The concrete underlying agents are,
however, replacable as we just count the number of agents in the sets and look at
the process models at a certain point of time with a specific mapping of agents
to agent sets which is the same for all models at that point of time.

Getting together the two Definitions (3) and (4), the resource based similarity
for two sets of nodes, that are mapped under M , can be computed.

Definition 6 (Human resource-aware similarity for two sets of nodes).
Let pi ∈ Pi, i = 1, 2, then

ASim(p1, p2) =

{
ASim(Ap1 , Ap2), if Ap1 �= ∅ �= Ap2 ,

0, else.
(5)

To get the normalized distance of the human resources, as it is needed for
the computation of GSim(G1, G2) (see Definition 1), some kind of average over
all elements of M is calculated:
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fnda,M =

⎧
⎨

⎩

∑
(p1,p2)∈M|p1 �=∅�=p2

(1−ASim(p1,p2))
∑

(p1,p2)∈M|p1 �=∅�=p2
1 , if ∃(p1, p2) ∈ M |p1 �= ∅ �= p2

1, else

This fnda,M is element of [0, 1] whereby a value of 0 means no distance, as
ASim(p1, p2) = 1, which is full similarity, for all (p1, p2) ∈ M with regard to the
human resource perspective.

Alternative Method for Sets of Agents. The definition of ASim in the
above section follows the idea of mapping sets of nodes of one process model to
sets of nodes of another process model. That means, in order to get a proper set
of agents for one of the mapped sets of nodes, an intersection over all responsible
agents of these nodes was made. In doing so it is secured that no agent is assigned
to a task among the set of nodes he is not responsible for. Although this follows
the idea of the M:N-mapping presented in [2], one can imagine cases where
the above definition of ASim does not lead to satisfying results. Imagine the
following situation:

P1 is a partition of the nodes of G1 and P2 a partition of the nodes of G2

with G1 and G2 being two process models. p1 ∈ P1 and p2 ∈ P2 where p1
consists of two nodes, n11, n12, of G1 and p2 consists of two nodes, n21, n22

of G2. The corresponding agents for these nodes are (λ(n11))3 = {A} ∪ X1,
(λ(n12))3 = {A} ∪ X2, (λ(n21))3 = {A} ∪ X3 and (λ(n22))3 = {A} ∪ X4 where
X1, . . . , X4 are pairwise disjoint sets of agents not containing agent A. For the
assignment (p1, p2) ∈ M , M being a mapping G1 → G2, the similarity of the
resource perspective ASim(p1, p2) would be 1 as all Xi, i = 1, . . . , 4, are cut
away in the first intersection step according to (4) and only agent A remains in
both Ap1 and Ap2 .

To take into account the cut away agents, e.g., the Xi, i = 1, . . . , 4, of the
above example, an alternative method, ÃSim, is presented. For this, formula (5)
is modified:

Definition 7 (Alternative human resource-aware similarity for two
sets of nodes). Let pi ∈ Pi, i = 1, 2, then with Hpi

like in (2) it is

ÃSim(p1, p2) =

{ |Ap1∩Ap2 |
|Hp1∪Hp2 | , if Hp1 �= ∅ �= Hp2 ,

0, else.

The numerator is the same as in (5), so it is ASim ≥ ÃSim. Using ÃSim as
a similarity measure for the resource perspective would mean, that the sets of
nodes have to be much more similar with respect to the resource perspective to
gain high similarity values than the measuring method ASim, as this alternative
definition considers all occurring agents of the respective nodes. But after all
it does not completely follow the idea of mapping suitable sets of nodes (as
mentioned after (4)) and will therefore not be taken into consideration in the
ongoing work at hand.



Resource-Aware Process Model Similarity Matching 103

Intra- vs. Inter-organizational Matching. Note, that the sets A ⊂ A can
be defined in two different ways. One possibility is to define them explicitly, that
means A = {a1, a2, . . . , al}. Another possibility would be an implicit definition,
that is A = {a | a is fulfilling a QUERY}. Furthermore, this implicit definition
can be done organization-specific or general, e.g. A = {a | a works in depart-
ment III} or A = {a | a is an engineer}. Note that such a general version can
be used across multiple organizatons, that means refer to a set of agents from
different organizations. The organization-specific definition on the other hand
does not allow for overlappings. Evaluating a QUERY will transform an implicit
set definition into an explicit one.

If one wants to calculate a similarity value of two models of the same organ-
zation, it is not crucial how the sets are defined. If the models originate from
different organizations, all definitions of resource sets have to be implicit and
as general as possible. For performing such a matching generate A and W as
mentioned in (1) first and then evaluate the QUERY, e.g. by using a database.
Otherwise the intersection in (3) will be empty.

3.2 Practicability and Limitations of the Different Approaches and
Examples

The techniques presented in the work at hand are not to be divided into better
and worse techniques. Obviously the tree-based value HSim makes use of more
information about the process but also needs stricter preliminaries than the set-
based value ASim. Table 1 shows the application possibilities of the different
methods.

Table 1. Application fields for the two presented resource similarity matching methods

Definition of performing agents
single agent in
one hierarchical

tree
explicit

implicit
(organization-

specific)

implicit
(general)

co
n
te

x
t intra-

organizational
tree-baseda and

set-based
set-based set-based set-based

inter-
organizational

× × × set-based

a Tree-based similarity is preferred as information about resource structure is used

The following example illustrates the different resource similarity methods
and why the tree-based technique should to be preferred if its prelimiaries are
fulfilled.

Example 1. Two process models G1 and G2, as shown in Fig. 3 are given, the
hierarchical structure of the agents is as shown in Fig. 2. Following partitions
for G1 and G2 are made: p11 = {n11}, p12 = {n12, n13}, p13 = {n14} and
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D E
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F G H

Fig. 2. Agents organized in a hier-
archical tree

n11 {A}

n12 {C}

n13 {B}

n14 {D}

n21 {A}

+

n22 {C} n23 {E}

+

Fig. 3. Two (incomplete) process models with sin-
gle agents assigned to each node: G1 on the left,
G2 on the right

p21 = {n21}, p22 = {n22}, p23 = {n23}. Mapping M is indicated with different
fillings of the activity nodes and given as M = {(p11, p21), (p12, p22), (p13, p23)}.
The nodes’ names and the corresponding agents are recognizable in Fig. 3. In
this setting, the fractional normalized distances for the tree-based (with α = 0.5)
and the set-based methods are

fndh,M =
(1−1)+

(
1− 5

6

)
+
(
1− 2

3

)

3 =
1
6

and fnda,M = (1−1)+(1−0)+(1−0)
3 =

2
3
.

During the calculation it is obvious, that the tree-based method uses more
information about the agents’ relations. As this information gets lost in the
set-based method, the similarity value is less than that one of the tree-based
method. Hence, for process models with exactly one agent assigned to each
node, the set-based method often returns ASim-values of 0 and is therefore
not recommended. Otherwise, calculating HSim requires more operations than
ASim, so the calculation time of ASim and thus of the whole graph similarity
GSim is less than that of the tree-based method. In the following example that
does not fulfill the preliminaries of the tree-based approach it is shown why
one mapping M is preferred to another mapping M ′ for the same two process
models.

Example 2. Given two process models G1 and G2 as shown in Fig. 4 and two
different mappings M and M ′ between them, the respective similarity values
are calculated. Thereby the two mappings are defined on different partitions
of the process graphs: P1 = {p11, p12}, p11 = {n11}, p12 = {n12, n13}, P2 =
{p21, p22}, p21 = {n21, n22}, p22 = {n23} and M = {(p11, p21), (p12, p22)} as
well as P ′

1 = {p′
11, p

′
12}, p′

11 = {n11, n21}, p′
12 = {n13}, P ′

2 = {p′
21, p

′
22}, p′

21 =
{n21}, p′

22 = {n22, n23} and M ′ = {(p′
11, p

′
21), (p

′
12, p

′
22)}. One calculates:
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n11 {A,B,C}

n12 {A,B,D}

n13 {C,D,E}

n21 {A,B,C}

n22 {A,B,C,D}

n23 {D,E}

Fig. 4. Two (incomplete) process models with explicitely defined sets of agents assigned
to each node: G1 on the left, G2 on the right

fnda,M =
(1−1)+

(
1− 1

2

)

2 =
1
4

and fnda,M ′ =

(
1− 2

3

)
+
(
1− 1

3

)

2 =
1
2

With respect to the human-resource perspective mapping M is preferred to
mapping M ′.

3.3 Non-human Resource

Non-human resources are treated the same way as human resources, if similarity
values are computed using the set-based ASim. The non-human resource-based
similarity for two sets of nodes therefore is given through:

WSim(p1, p2) =

{
WSim(Wp1 ,Wp2), if Wp1 �= ∅ �= Wp2 ,

0, else,

with

WSim(W1,W2) =
|W1 ∩ W2|
|W1 ∪ W2| , W1,W2 ⊂ W, W1 �= ∅ �= W2

and
Wpi

=
⋂

n∈pi

(λ(n))4.

This leads to the following normalized distance of the non-human resources:

fndw,M =

⎧
⎨

⎩

∑
(p1,p2)∈M|p1 �=∅�=p2

(1−WSim(p1,p2))
∑

(p1,p2)∈M|p1 �=∅�=p2
1 , if ∃(p1, p2) ∈ M |p1 �= ∅ �= p2

1, else

The results about intra- and inter-organizational matching as shown in the cor-
responding part of Sect. 3.1 may analoguosly be applied for W ⊂ W.
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3.4 Exclusion Criterion

The techniques given in the work at hand can be used to extend existing
process matching algorithms. To save computing time, in [2] it is suggested
to use the data/dataflow perspective as an exclusion criterion, i.e., if under a
certain mapping M the similarity between two sets of nodes with respect to
the data/dataflow perspective is 0 then the whole mapping M gets a similarity
value of 0 and is rejected. In doing so, a lot of possibilities that would have to
be exercised for getting the best mapping M can be rejected without comput-
ing GSimM . Now, the resource perspective based on resource sets can serve the
same purpose, as the calculation of its fractional normalized distance as shown in
the work at hand is a modification of that one of the data/dataflow perspective.
That means, every M with fnda,M = 1 or fndw,M = 1 can be rejected during
the optimization process to improve the runtime of the chosen algorithm.

4 Conclusion and Future Work

The work at hand shows how information about resources may be applied in
process matching procedures and specifically deals with such process models
where no information about the agents’ and non-human resources’ structure is
available. The main application field is to use the resulting similarity measures
or the fractional normalized distances for clustering process models. Future work
may concentrate on extending and refining multi-perspective M:N-matching
methods. Research focus may thereby lie on improving similarity measures for
the several perspectives as well as on an improvement of the global graph-edit
similarity. Concerning the resource perspective it is conceivable to merge the
set-based and the tree-based techniques.

For testing the resulting similarity measures one can take k textual process
models and l modelers and have each of them modeling all k textual models
in BPMN. After calculating the similarity between all k · l BPMN-models, a
clustering method can be applied to check if the detected clusters correspond to
the k textual models.
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7. Dijkman, R., Dumas, M., Garćıa-Bañuelos, L.: Graph matching algorithms for
business process model similarity search. In: Dayal, U., Eder, J., Koehler, J., Rei-
jers, H.A. (eds.) BPM 2009. LNCS, vol. 5701, pp. 48–63. Springer, Heidelberg
(2009)

8. van Dongen, B.F., Dijkman, R., Mendling, J.: Measuring similarity between busi-
ness process models. In: Bellahsène, Z., Léonard, M. (eds.) CAiSE 2008. LNCS,
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Abstract. Agile processes depend on human resources, decisions and
expert knowledge and are especially versatile and comprise rather com-
plex coherencies. Rule-based process models are well-suited for modeling
these processes. There exist a number of process mining approaches to
discover rule-based process models from event logs. However, existing
rule-based approaches are typically based on a given set of rule tem-
plates and predominately consider control flow aspects. By only con-
sidering a given set of templates, contemporary approaches underlie a
representational bias. The usage of a fixed language frequently ends into
insuffcient languages. In this paper we propose an approach to automat-
ically suggest adequate resource-aware rule templates for a given domain
by pre-processing the provided event log using frequent pattern mining
techniques. These templates can then be instantiated and checked by
process mining methods.

Keywords: Rule-based process mining · Resource-aware process min-
ing · Frequent pattern mining

1 Introduction

The success of an organization primarily depends upon its ability to accomplish
its tasks in a structured and reliable manner. A well accepted method for struc-
turing an organization is business process management (BPM). BPM usually
involves modeling, executing and analyzing processes [10]. As already recognized
about 20 years ago, two different types of processes can be distinguished [12]:
well-structured routine processes of which the exact flow is in focus and less
structured, i.e., agile processes of which the exact flow cannot be determined
completely a priori.

Agile processes heavily depend on human participants, decisions and their
expert knowledge [15]. Participants have a higher degree of freedom when per-
forming these processes. As a consequence, these processes are especially versa-
tile and comprise rather complex coherencies. Agile processes such as healthcare
processes can often be captured more easily using a rule-based rather than a
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 108–119, 2015.
DOI: 10.1007/978-3-319-22885-3 10
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procedural modeling approach [3,17]. While a procedural model describes how
a process has to work exactly, a rule-based model describes only the essential
characteristics of the process. To this end, constraints, i.e., rules are specified
that restrict possible actions that can be taken during process execution. The
more constraints are added to the model the less paths remain. Moreover, a rule-
based model focuses on crosscutting relations instead of the flow of activities [11].
Hence, a rule-based approach is well-suited for modeling agile processes [21].

For purposes of compliance and process improvement, organizations are inter-
ested in the way their processes are de facto executed. Since processes are often
supported and executed by information systems, process events like starts and
completions of activities or write events of documents are recorded in so-called
event logs. Process mining aims at discovering and improving real-life processes
by extracting knowledge from event logs. Given an event log, process discovery
techniques can be used to automatically produce a process model reflecting the
recorded behaviour [1]. Over the last years, rule-based languages such as Declare
[3], Sciff [8], or DPIL [19] have been developed. There exist a number of process
mining approaches and tools to discover rule-based process models from event
logs. Examples are the Declare Maps Miner [14] the MINERful tool [9], the
SciffMiner [8] or the CMMN Miner [18].

Rule-based base languages can typically be extended individually by user-
defined templates in order to express specific relations of the corresponding
domain adequately. This is not the case for process mining approaches. Min-
ing methods are all based on a given set of rule templates and therefore on a
predefined language library. Initially, the given rule templates are instantiated
with every possible combination of parameters. Most of the generated constraints
have often no domain significance and are uninteresting for analysts [6]. One of
the main reasons for this is that existing approaches have mainly focused on
mining control-flow dependencies [6,13] such as the “response” constraint (“if
A occurs, B must occur afterwards”) of Declare, and do not consider addi-
tional perspectives like resources or group affiliations. Hence, resulting models
lack insights into the role of humans and user groups during the execution of
processes. Human resources are important in agile processes, since decisions, col-
laboration and knowledge of process participants are the main drivers during the
process [22]. Here, some rules do not hold in any case but for certain originators
or user groups, i.e., under certain resource-based conditions (“if A occurs and is
performed by originator of group g1, B must occur afterwards”). Hence, mining
with basic rule templates possibly leads to incomplete models that are only an
approximation of actual underlying relations. This limitation is typically called
“representational bias” [2]. Finding a suitable representational bias for process
discovery is one of the big challenges in process mining [2].

In order to discover resource-based coherencies additional types of rules are
needed. Therefore, in this work we focus on the set of language constructs, i.e.,
the set of rule templates that should be comprised when discovering models.
Traditionally, rule templates are developed and organized by technical experts
[8]. To the best of the authors knowledge, there is no mining approach that
is engaged in, at least semi-automatically supporting users with suggestions of
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reasonable rule templates. Figure 1 shows our approach to suggest resource-aware
rule templates by pre-processing the provided event log using frequent pattern
mining techniques.

Fig. 1. Support of rule-based process mining by the approach of the work at hand

In a first step frequently occurring resource-aware patterns are extracted. In
a second step, rule templates are derived of patterns with a common structure.
Finally, these templates can be instantiated and checked. The approach has been
implemented as a part of the Process Workbench1 platform. First experiments
with real life event logs of agile university processes showed that the technique
can discover resource-aware patterns and suggest rule templates that describe
the underlying coherencies more adequately than basic rule templates. Due to
space limitations we cannot provide details here. The remainder of this paper is
organized as follows. Section 2 discusses related work and some issues in contem-
porary approaches. Section 3 presents the basic and enhanced frequent pattern
mining concepts. Section 4 presents our approach to extract frequent process pat-
terns. In Sect. 5 we describe how these patterns can be transformed to templates.
The paper is finally concluded in Sect. 6.

2 Background and Related Work

Automated process discovery aims at constructing a process model from an
event log consisting of traces, such that each trace corresponds to one execution
of the process. Almost all process discovery techniques, e.g., [4,16,23] aim to
discover flow-oriented, i.e., procedural models. In this paper, we aim to discover
rule-based, i.e., declarative models from event logs. A rule-based process model
typically consists of a set of rules, i.e., constraints, which are based on so-called
rule templates. A rule template defines a particular type of rules and can be
seen as a modeling construct definition. Therefore, a set of templates defines
the language library used within the domain. Templates have formal semantics
specified through logical formulae and are equipped with user-friendly graphical
representations like in Declare or abbreviations in textual languages like DPIL
that make the model easier to understand [3]. Techniques for the automated
discovery of rule-based process models from event logs have been proposed in
several papers, e.g., in [9,14,18]. These approaches are all based on a given set of

1 Process Workbench is a process management system that consists of a modeling,
execution as well as a mining module. See workbench.kppq.de for more information.
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rule templates and therefore on a predefined language library that only consid-
ers control flow related dependencies. Several of todays event logs contain rich
information corresponding to the data, resource, and time perspectives [6]. In
[6,13] the authors proposed post-processing approaches to take this additional
information into account and to discover event correlations and data conditions
in order to extend already discovered Declare models with meaningful annota-
tions and to increase comprehensibility of discovered models. Here, the need for
more complex modeling constructs becomes obvious. Both approaches take a
model and an event log as an input and produce an annotated model. Rules
that only hold within special circumstances regarding the performing human
resources and group memberships are not discovered. Furthermore, resource-
aware rule templates that could adequately represent the observed behaviour
are not suggested.

The contribution of this paper is twofold. First of all, we propose a
preprocessing instead of a post-processing approach to discover resource-aware
frequent patterns. This way, we limit the observed language to important, i.e.,
only frequently occurring rules and therefore avoid performance issues. Further-
more, many extracted patterns of the same structure can result in the suggestion
of a new resource-aware rule template, i.e., a new modeling construct. These rule
templates are obviously important within the observed domain and should be
checked by rule-based process mining in ongoing analysis.

3 Frequent Pattern and Association Rule Mining

3.1 Traditional Approach and Applicability for Process Mining

In this section, we introduce frequent pattern mining and its applicability in the
field of process mining. Given a set of transactions, where each transaction is a
set of items, an association rule is an implication X → Y , where X and Y are
sets of frequent items. The meaning of such a rule is that transactions which
contain the items in X tend to also contain the items in Y . An example of such
a rule might be that 98% of customers who purchase tires and auto accessories
also buy some services. Here, 98% is called confidence of the rule.

Definition 1 (Support and Confidence). Let |D| be total number of trans-
actions of the data basis. Let Txy be the set of transactions that contain a set
of items X ∪ Y and Tx be the set of transaction that contain a set of items X.
Then, the support and the confidence of a rule X → Y are defined as

Support :=
|Txy|
|D| , Confidence :=

|Txy|
|Tx| (1)

The support of the rule X → Y is the percentage of transactions that contain
both X and Y . The problem of mining association rules is to find all rules that
satisfy a user-specified minimum support and confidence. The Apriori algorithm
by Agrawal is a well-studied method that is able to discover frequent itemsets
and association rules efficiently [5].
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Similar to procedural as well as rule-based process mining methods the algo-
rithm traverses the data basis looking for certain patterns. Given that associa-
tion rules in its basic form do not consider the exact ordering of items and do
not aim to build an overall process model, association rules are obviously not
suitable for mining procedural process models [1]. A rule-based model on the
contrary consists of a set of rules and only describes the essential characteris-
tics of the process. The exact step-by-step execution order is evaluated during
runtime. Therefore, extracted association rules can discover unknown relations
and indeed support and extend rule-based process mining. The fundamental dif-
ference to previous approaches of checking rule template instatiations is that
there is no need to provide rule templates. Therefore, the discovery target is not
predetermined.

3.2 Extensions: Generalization, Negations and Intertransactionality

In its basic form, association rule mining only aims at discovering intra −
transactional, positive patterns that do not consider the presence of taxonomies
(is − a hierarchies). Many interesting patterns hidden in real-life event logs of
agile processes typically cannot be expressed that way. In many cases there are
inter − transactional relations that additionally comprise negations (“activ-
ity a2 must not be performed directly after activity a1”) and take background
knowledge, e.g., in form of taxonomies into account (“activity a1 must be per-
formed by a resource who is member of group g1”). That’s why the basic method
needs to be extended by further concepts to be applicable in fields of rule-based
process mining.

Generalization. In most cases, background knowledge in form of taxonomies
over items are available [5]. In this work we especially focus on resources involved
in the process. Therefore, a taxonomy is given by an organigram of resource-
group memberships. By adding the different levels of a given organigram to a
transaction it is possible to discover rules that addionally take group affiliations
into account.

Negative Association Rules. In order to express the diverse characteristics of
a process, rules can involve negative terms which indicate negative associations
between items, i.e., process elements. The negation of an itemset A is indicated
by ¬A. The support of ¬A is supp(¬A) = 1 − supp(A). In particular, for an
itemset {i1,¬i2, i3}, its support is supp(i1¬i2i3) = supp(i1i3)−supp(i1i2i3) [24].

Intertransactional Association Rules. Traditional association rule mining
discovers patterns among items within the same transaction, i.e., intra- trans-
actional rules that are limited to express static patterns. Rules in rule-based
process models typically also relate process entities from different events, i.e.,
from different transactions. Here, inter − transactional, dynamic patterns need
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to be extracted. In [20] the authors introduced a method to extract inter-
transactional association rules by combining the items of closely spaced trans-
actions to so-called megatransactions. A megatransaction is built by running
through the transaction data basis with a sliding window of size w. Then, it
contains all the items of the merged transactions within an interval w anno-
tated with its positions in w. This way at least local dynamic patterns like
e.g., i1(0) → i2(1) (“if i1 occurs then i2 occurs in the next position”) can be
discovered directly using the Apriori approach.

4 User-Guided Discovery of Resource-Aware Frequent
Process Patterns

In this section, we make use of association rule mining to extract frequently
occuring, resource-aware patterns from event logs. Combined with the extensions
described above, extracted patterns suggest a set of rules that can adequatly
represent the frequently occurring relations given in the event log. Note, that
there is no need to provide rule templates to initialize the discovery process.

4.1 Preliminaries: Rule-Based Process Models and Event Logs

In this subsection we provide a formal definition for some basic concepts, i.e.,
rule-based process models and process event logs.

Definition 2 (Rule-based process model). A rule-based process model M is
defined by the tuple M = (A,D,O,G,R) where the basic process model elements
include A = {a1, a2, ..., an} that denotes the finite set of all activities, D =
{d1, d2, ..., dm} that defines the finite set of data objects, O = {o1, o2, ..., ok} that
represents the finite set of human resources and G = {g1, g2, ..., gl} that stands
for the finite set of user groups. R defines the set of rules specifying the relations
and constraints for the process.

During the execution of a process different events can be observed. Contemporary
information systems store a multitude of information about these events in a
structured way in so-called event logs. In addition to process-aware information
systems focusing on activities there is a significant amount of organizations that
use document-driven, i.e., data-centric information systems. Therefore, an event
can be of a specific type, e.g., the start evs(ai) or completion evc(ai) of an
activity ai or the write evw(dj) of a data object dj and is performed by a human
resource ok who is a member of a set of user groups {g1, g2, ..., gn} ∈ G defined
in an organigram.

Definition 3 (Event, Trace and Event log)

– An event e = {id, i, ev, el, o, t} is a tuple specified by a unique identifier id,
corresponds to exactly one process instance i, has a specific event type ev with
ev ∈ E = {evs, evc, evw}, concerns a specific process element el with el being
an activity el ∈ A or a data object el ∈ D and was performed by a resource
o ∈ O at a specific time t.
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– A trace σ = 〈e1, e2, ..., en〉 denotes an ordered set of events generated during
execution of a single process instance with |σi| being the length of the trace.

– An event log Φ = {σ1, σ2, ...σk} finally consists of a set of traces and precisely
describes the execution of all process instances within a certain timeframe.

4.2 Extracting Static, Local and Global Resource-Aware Patterns

Rules defined in rule-based process models can typically be classified in differ-
ent types [3,7]. Static patterns express properties regarding a single process
event, e.g., a role-based allocation rule. Dynamic patterns, i.e., history-based
or future constraining, deal with relations between process elements of differ-
ent events regarding the sequential execution order. Local dynamic patterns
define relations between process model elements in a certain time window,
e.g., the “chain succession” constraint of Declare. Global dynamic patterns
define sequential relations concerning a process instance as a whole, e.g., the
“succession” constraint of Declare. Global existence patterns also describe rela-
tions concerning a whole process instance but do not comprise a sequential order,
e.g., the “co− existence” constraint of Declare. Except for global dynamic rules
all types of patterns can be extracted by the extended Association Rule Mining
approach directly and without any predefined rule template. Contrary to classic
approaches that check the log for counterexamples, the Apriori approach discov-
ers frequently occurring coherencies contained within the provided transactions
directly. It is obvious that for each rule type a transaction needs to be defined
differently. In order to extract static patterns, a transaction contains elements
regarding a single event, e.g., the event type, the activity and the performing
originator (static transaction). Regarding local patterns a transaction consists
of elements of a interval of events, e.g., two directly sequenced events (local
transaction). For discovering global patterns on the other hand a transaction
comprises elements of process instances as a whole, e.g., all activities and orig-
inators that occurred within a trace (global transaction). In order to support
the understandability of discovered results, analysts can guide the rule discovery
process by selecting the type of information they are interested in. This way,
transactions only comprise the selected information. This limits the number of
extracted rules to a manageable quantity. The possible set screws are: incorpo-
rating originators, comprising generalization, i.e., group memberships of origina-
tors as well as comprising negations of human resources, groups or events. Given
three different types of transaction sets, i.e., static, local, and global transaction
sets generated as described above, the Apriori approach is feasible to extract
patterns that satisfy a minSupp and rules that satisfy a minConf threshold.
Figure 2 shows an example transformation of an event log excerpt to the different
transaction sets in consideration of exemplary information selections.

Static Patterns. In the context of static rules we are interested in patterns
that frequently occur between the process elements of a single event of the
process. Here, a single transaction comprises elements of a single event, e.g.,
s1 = {evs(a1), o1, g1, g2,¬g3} of Fig. 2. We define the Static Rule Support (SRS)
value as follows.
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Fig. 2. Example transformations of event log to transactions

Definition 4 (Static Rule Support). Let |σi| be the number of events of
a trace i and |Φ| be the number of traces in Φ. Let (Txy)S be the set of static
transactions that contain a set of items X ∪Y . Then, the SRS of a rule X → Y
is defined as

SRS :=
|(Txy)S |
∑|Φ|

i=1 |σi|
(2)

Given the SRS definition, the algorithm discovers all the static rules whose items
satisfy the user-defined minSuppS and minConfS thresholds. By comprising
group affiliations as well as negative group affiliations, i.e., negative items for
all groups that the performing resource has not been member of, examples for
discovered resource-aware static rules are:
evw(d1) → o1 (direct originator allocation rule), evc(a2) → g3 (group-based
allocation rule), evw(d1) → ¬g3 (prohibited group-based allocation rule)

Local Dynamic Patterns. Here, a transaction consists of the elements
of a megatransaction, i.e., a sliding window, e.g., w1 = {evs(a1)(0), o1(0),
evc(a1)(1), o1(1)} in Fig. 2. Therefore, we define the Local Rule Support (LRS)
value as follows.

Definition 5 (Local Rule Support). Let |σi| be number of events of a trace i,
|Φ| be the number of traces in Φ and w be the predefined size of sliding windows.
Let (Txy)L be the set of local transactions that contain a set of items X ∪ Y .
Then, the LRS of a rule X → Y is defined as

LRS :=
|(Txy)L|

∑|Φ|
i=1(|σi| − w + 1)

(3)
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Given the LRS definition, the algorithm discovers all the local dynamic rules
whose items satisfy the user-defined minSuppL and minConfL thresholds. Exam-
ples for resource-aware discovered local dynamic rules are: evc(a1)(0), o1(0) →
evs(a2)(1) (originator-based chain response), evc(a1)(0), g1(0) → evs(a2)(1)
(group-based chain response), evs(a2)(1), g3(1) → evc(a1)(0) (group-based chain
precedence),

Global Existence Patterns. Here, a transaction consists of elements of a
whole process instance, e.g., i1 = {evs(a1, g1), evc(a1, g1), evs(a1, g2), evc(a1, g2),
evs(a2, g3), evc(a2, g3)} in Fig. 2. Note, that in global transactions we have to
merge event type, entity and additional process elements like originators or
groups to one single item in order to be able to trace them back. We define
the Global Rule Support (GRS) value as follows.

Definition 6 (Global Rule Support). Let |Φ| be number of traces in Φ. Let
(Txy)G be the set of global transactions that contain a set of items X ∪Y . Then,
the GRS of a rule X → Y is defined as

GRS :=
|(Txy)G|

|Φ| (4)

Given the GRS definition, the algorithm discovers all the global existence rules
whose items satisfy the user-defined minSuppG and minConfG thresholds.
Examples for discovered resource-aware global existence patterns are: evc(a1, g2)
(group-based existence), evs(a2, o2) (originator-based existence), evc(a1, g2) →
evs(a2, g3) (group-based responded existence).

5 Transformation of Patterns to Rule Templates

In this section, we describe how to create pattern templates for frequently
extracted patterns of the same type. Subsequently, these pattern templates are
transformed to logical formulae used in commonly known rule-based process
modeling languages and are therefore applicable to contemporary rule-based
process mining approaches.

Fig. 3. Composition of pattern templates for frequent pattern types
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Table 1. Transformation of some resource-aware patterns to logical rule templates

Type Description Pattern/Itemset FOL/LTL semantics

static orig.-based allocation A → o1 A → o1

group-based allocation A → g1 A → g1

prohibited group-based A → ¬g1 A → ¬g1
allocation

local orig.-based chain response A(0), o1(0) → B(1) �(A ∧ o1 → ©B)

dynamic orig.-based chain precedence B(1), o1(1) → A(0) �(©B ∧ o1 → A)

group-based chain response A(0), g1(0) → B(1) �(A ∧ g1 → ©B)

group-based not A(0), g1(0) → ¬B(1) �(A ∧ g1 → ©(¬B))

chain succession

global orig.-based existence A, o1 ♦(A ∧ o1)

existence group-based existence A, g1 ♦(A ∧ g1)

group-based absence ¬A, g1 ¬♦(A ∧ g1)

org.-based resp. existence A, o1 → B, o2 ♦(A ∧ o1) → ♦(B ∧ o2)

group-based resp. existence A, g1 → B, g2 ♦(A ∧ g1) → ♦(B ∧ g2)

group-based co-existence (A, g1 → B, g2) ∧ ♦(A ∧ g1) ↔ ♦(B ∧ g2)

(B, g2 → A, g1)

group-based not co-existence A, g1 → ¬B, g2 ¬(♦(A ∧ g1) →
♦(B ∧ g2))

Figure 3 exemplarily illustrates the procedure of finding frequent types of pat-
terns. First, extracted patterns are sorted by their type, i.e., static, local or global
coherency and by the concerning resources or groups. Since each pattern can be
seen as a function pi(o) or pj(g) they are assigned to sets P (o) and P (g) for each
type. Finally, if |P (o)| or |P (g)| goes beyond a user-defined threshold, a parame-
trized pattern template, e.g., α(A) : A → g1 with A being an event is composed.
In order to be usable in contemporary rule-based process mining approaches,
these pattern templates need to be transformed to logical rule formulae. For sta-
tic pattern templates, i.e., coherencies regarding a single process event where the
time aspect is not crucial, rules can be expressed in First-Order Logic (FOL). For
expressing dynamic and existence patterns between events that refer to a process
instance as a whole we use First-Order Linear Temporal Logic (LTL-FO) which
is the first-order extension of LTL. Here, a basic LTL semantics is extended by
an additional condition on resources to hold. This formalizm has already been
introduced in [13] for Declare constraints and additional data conditions. In the
work at hand we focus on human resources where the additional condition is a
first-order formula considering originators and group memberships. Since details
regarding LTL are out of the scope of this paper, we refer to [3] for a detailed
explanation. Table 1 shows the exemplary transformation of extracted pattern
templates to rule templates expressed in FOL as well as LTL-FO formulae. The
“group-based chain response” template e.g., claims that every event A must be
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directly followed by an event B in case that A is performed by an originator of
group g1. Note, that A and B are parameters whereas g1 is a special user-group
like, e.g., trainees or secretaries. These extracted resource-aware rule templates
can finally be checked by existing rule-based process mining approaches.

6 Conclusion, Limitations and Future Work

This paper presented an approach to automatically suggest adequate resource-
aware rule templates for a given domain by pre-processing the provided event
log using frequent pattern mining techniques. Therefore, first of all frequently
occurring resource-aware patterns have been extracted. Subsequently, rule tem-
plates can be derived of patterns with a common structure. Since the approach
can be seen as a pre-processing step to traditional process mining, we limit
the observed language to important, i.e., only frequently occurring rules and
therefore avoid performance issues. First experiments using real-life logs of agile
university processes showed that the technique can discover resource-aware pat-
terns that describe the underlying coherencies more adequately. The limitation of
the approach clearly consists in its inability to discover global dynamic resource-
aware patterns, like e.g., a resource-based “response” constraint. Global dynamic
patterns need to be inferred by traditional mining methods and can then be
enriched by resource information. As future work, we will first of all enable the
approach to deal with global dynamic patterns. Furthermore, we will carry out
a more extensive validation comprising more event logs and use cases.

Acknowledgement. The presented work is developed and used in the project “Kom-
petenzzentrum für praktisches Prozess- und Qualitätsmanagement”, which is funded
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15. Marin, M., Hull, R., Vacuĺın, R.: Data centric BPM and the emerging case manage-
ment standard: a short survey. In: La Rosa, M., Soffer, P. (eds.) BPM Workshops
2012. LNBIP, vol. 132, pp. 24–30. Springer, Heidelberg (2013)

16. de Medeiros, A.K.A., Weijters, T., van der Aalst, W.: Genetic process mining: an
experimental evaluation. Data Min. Knowl. Disc. 14(2), 245–304 (2007)

17. Pichler, P., Weber, B., Zugal, S., Pinggera, J., Mendling, J., Reijers, H.A.: Impera-
tive versus declarative process modeling languages: an empirical investigation. In:
Daniel, F., Barkaoui, K., Dustdar, S. (eds.) BPM Workshops 2011, Part I. LNBIP,
vol. 99, pp. 383–394. Springer, Heidelberg (2012)

18. Schönig, S., Zeising, M., Jablonski, S.: Supporting collaborative work by learn-
ing process models and patterns from cases. In: Bertino, E., Georgakopoulos, D.,
Srivatsa, M., Nepal, S., Vinciarelli, A. (eds.) CollaborateCom, pp. 60–69. ICST /
IEEE (2013)

19. Schönig, S., Zeising, M., Jablonski, S.: Towards location-aware declarative busi-
ness process management. In: Abramowicz, W., Kokkinaki, A. (eds.) BIS 2014
Workshops. LNBIP, vol. 183, pp. 40–51. Springer, Heidelberg (2014)

20. Tung, A., Lu, H., Han, J., Feng, L.: Efficient mining of intertransaction association
rules. IEEE Trans. Knowl. Data Eng. (TKDE) 15(1), 43–56 (2003)
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Abstract. Efficient business processes are a critical success factor for
organizations in a competitive market environment. One of the key
potentials to increase efficiency of business processes is the optimiza-
tion of resource utilization. The contribution of this paper is a novel
approach for combining activities across running process instances to
optimize resource utilization; i.e., resources are shared across different
process instances. The main benefits of the suggested approach are the
identification, disclosure, and application of optimization potentials.

1 Introduction

The execution of business processes is typically managed by some workflow
management system which is able to handle multiple instances of a business
process. Given such a workflow management system, we subsequently present
the Combined-Instance Approach that exploits the current state of running
process instances to reveal optimization potentials of resources associated with
process activities. Typically, organizations pursue two ways to increase efficiency
of their business processes. The first way is achieved by specifying an “optimal”
sequence of activities to accomplish a given process goal. By contrast, the second
way addresses efficiency by increasing productivity and by optimizing the use of
resources associated with activities in running process instances. While the first
attempt reveals optimization endeavors on the process schema level, the second
attempt reflects resource optimization on the process instance level (but only
individual instances are considered). The idea of this paper is to bridge the gap
between optimization potentials on the schema and on the instance level (and
in-between instances). In particular, we suggest sharing resources across running
process instances thereby considering restrictions defined in the process schema.

The proposed approach can be applied to almost all types of resources includ-
ing physical, human, organizational, and financial resources. Concrete examples
for processes that can potentially share resources are, e.g., delivery processes,
production processes, (business) travel processes, ordering processes, and so on.
Considering production processes, the suggested approach can also deal with the
problem of small batch sizes and combine activities until a minimum-cost batch
size is reached. Hence, with our approach we address the goals of the Industry

c© Springer International Publishing Switzerland 2015
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4.0 project of the German government, which especially emphasizes the demand
for adaptable processes and resource efficiency in traditional industries.

2 The Combined-Instance Approach

In this section, we present our approach for combining activities across process
instances to optimize resource utilization. An overview of the approach applied
to a running example is shown in Fig. 1 and consists of four steps: (1) defining
business processes with data objects and constraints, (2) identifying possible
combinations, (3) determining the optimization potential, and (4) combining
business process instances.

2.1 Business Processes with Data Objects and Constraints

In the first step, the required business process definitions are provided. The
business process schema S defines the business process with its data objects
and resources and is the basis for all process instances. For our approach, S is
extended with (a) meta-information (mi) describing, e.g., resources and their
capacities, (b) type-level constraints (tc) specifying general restrictions that
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apply to all process instances either emerging from given data or being spec-
ified manually, and (c) combinable activities (C) which comprise a combinable
condition (cc) that defines the required matching of two instance activities for
a possible combination and an optimization function (of) that determines the
optimization potential of a combination. Every combinable activity is marked
with a’C’ in the process diagram. Considering type-level constraints, we fur-
ther distinguish hard and soft constraints, where the latter may not be satisfied
depending on the optimization function. All constraints must be formally speci-
fied (e.g., based on the Object Constraint Language (OCL)) to support business
process execution.

In our running example, S defines an order execution process comprising
activities for order handling, production, delivery, and invoicing with correspond-
ing data objects (e.g., order, product, and invoice) and resources (e.g., production
and transportation means). Due to space limitations not all of them are shown
in Fig. 1. S is then extended with meta-information like possible transportation
means and their capacity (Ship T1: 400t, . . . ), constraints like the capacity of a
ship (tc based on mi) or that a ship can only be used for cities with a harbor that
are connected by a river (manually specified tc), and combinable conditions, e.g.,
for a possible combination of delivery activities the routes must be overlapping.
In our example, the production activity and the delivery activity specify a cc
and an of , so these two activities are combinable.

An instantiation of S is called a business process instance I. During the
execution of I, data objects and corresponding constraints defined in S are
instantiated and provide concrete instance-specific data and restrictions. A run-
ning process instance rI further comprises one or more tokens that mark the
current position(s) in the process flow (shown by a black-filled circle in Fig. 1).

In our example, the order execution process is instantiated three times. In the
first process instance (I1), 200t of sand are ordered and must be sent from Linz to
Vienna until 12/31/14. The order of I2 has the same route but with 120t of sand
that must be delivered until 1/31/15. Finally, I3 (shown in step 2) comprises an
order with 40t of sand that must be sent from Linz to Bratislava until 1/15/15.
All three process instances are running but the current positions differ.

Finally, we require some auxiliary functions that return all rI, the current
position(s) of rI, the state of C (open, running, or completed), whether C is still
reachable, and the expected costs and execution time of activities.

2.2 Identifying Candidates of Process Instance Combinations

Inputs to the second step are all definitions of S and a set of rI. The goal then
is to identify candidate pairs of C that satisfy all constraints. The search for
candidate pairs is initiated whenever a token reaches a C and the triggering C
is compared with the corresponding activity of every other rI. If the other C is
open and reachable (auxiliary functions) and all hard constraints and the cc are
satisfiable, then the two C are a candidate pair. Several candidate pairs may be
combined to sets of higher cardinality.
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In our running example, searches are triggered by the production activity of
I2 and the delivery activity of I1. Candidate pairs are the production activities
of I2 & I3 (in I1 already completed) and the delivery activities of I1 & I2 and
I1 & I3 (which can further be combined to I1 & I2 & I3).

The actual combination of candidates depends on three further conditions:

1. If the “other” (not-triggering) C will ever receive a token (after a preceding
split an alternative path may be taken).

2. If waiting for the “other” (not-triggering) C will cause a currently satisfiable
constraint to be violated (e.g., a deadline).

3. If the combination provides an improvement (optimization potential). This
condition is evaluated within the next step.

2.3 Determining the Optimization Potential

Inputs to the third step are sets of combinable candidates. The goal then is to
identify whether a possible combination is economically worthwhile by applying
the optimization function (of) defined for every C. Instructions for defining an
of are provided by the mathematical domain under the terms multi-objective
optimization and constrained optimization (see Sect. 3). In our case, the of must
identify an optimal approach for the separate solution and the combined solution
(e.g., choose fitting production and transportation means) and calculate a value
for comparison (e.g., costs, time). Note that there is the possibility that candi-
dates satisfy the cc but can, nevertheless, not be fully merged, e.g., due to routes
being overlapping but not identical. In this case, we can split an activity so that
part of it can be combined and the remaining part is executed individually. Then
both sub-activities must be considered in the optimization function.

In our running example, we assume that the optimal transportation means
for I1 is a ship of type T1, for I2 two train wagons and for I3 two trucks. For
the combined solution, the of suggests a ship of type T1 from Linz to Vienna and
two trucks from Vienna to Bratislava (activity of I3 is split). Then the loading
and transportation costs for both solutions are calculated and compared. We
assume that we have an optimization potential of e 5,000 for the combined
delivery activities and no optimization potential for the production activities.

2.4 Combining Business Process Instances

Inputs to the fourth step are sets of combinable candidates with optimization
potential. The goal then is to combine the activities and update the process
instances, thereby providing runtime validation and (manual) authorization of
combinations for quality assurance. However, for combining activities of several
process instances, we require a new business process element, which we call
Combined-Instance Activity (X ). Syntactically, this element receives the data
objects and resources of all merged activities and must satisfy all constraints. It
will further be addressed by several incoming and outgoing flows coming from
different process instances. The semantics is that X will consume a token from
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every participating process instance, execute the combined activity thereby using
the recommended resource(s) and, finally, produce the same amount of tokens
and return them to the process instances. For the graphical representation, we
recommend two overlapping activities where the front activity is marked with a
bold ‘X’. A similar element with the required semantics is not available in any
other business process modeling language (BPMN, UML, EPC, or YAWL).

For replacing the individual activities with X we use a deferred approach.
The first activity already received a token which triggered the search. We now
have to wait for further tokens to reach corresponding candidates in other rI.
The waiting is restricted either by a predefined amount of time, by not delaying
the activity but considering the time before execution as implicit waiting, or by
the deadline of the activity minus the expected execution time. When a second
process instance reaches the required position in time, the two activities are
replaced by an X (if necessary an activity is thereby split). When a further
candidate receives a token, then the corresponding activity is also integrated
in X . The deferred approach is necessary, since some candidates may not be
reached at all (preceding split with alternative path) or not reached in time.
When all possible activities are integrated, X is executed and separately written
in the log-file of every process instance (together with further split activities).

3 Related Work

Related research is provided by different domains. For example, in the mathe-
matical domain, scheduling problems are studied and algorithms are defined that
calculate the optimal solution. Of particular interest are the resource-constrained
project scheduling problem, dynamic optimization problems, and constrained
optimization problems (see e.g. [3,6]). If several objectives have to be optimized
simultaneously, this issue is investigated within multi-objective optimizations [4].

In the business process domain, related research is available concerning opti-
mization of resources (e.g., in the sub-field of business process intelligence [5]),
typically based on goals or constraints. In addition, in the areas of service com-
position and dynamic resource allocation related work exists that deals with
similar problems. However, the focus of the suggested approaches is either on the
type-level (business process schema) or on individual running process instances
(sometimes in combination with previously completed process executions).

A similar approach that also synchronizes running process instances but
does not sufficiently address resource combination and optimization potentials
is described in [8]. An example in the context of the healthcare domain is pre-
sented in [1] and supports instance-level adaption of workflow schemas to prevent
repeating or overlapping activities. The paper builds on previous research on flex-
ible workflow management systems (e.g., by [9]) and introduces interesting ideas
but restricts the approach of activity crediting to a single workflow instance.

Finally, considering domains like logistics or production, applications and
methods have been designed that optimize the utilization of resources in the
specific domain (e.g., dynamic logistics process management problems [2,10]).



Optimizing Resource Utilization 125

However, our goal is to dynamically address resource optimization on a higher
level of abstraction, i.e., business processes, with the advantage that several
resources from different domains can be considered within the same business
process (e.g., optimization of production and transportation resources).

So, to the best of our knowledge, there is no other approach that suggested
sharing resources across several running process instances.

4 Conclusion

In this paper, we presented a novel approach for resource optimization in business
processes. The main idea is to combine activities with similar tasks of several run-
ning process instances, thereby sharing resources like transportation or produc-
tion means. Thus, we address the demand for adaptable processes and resource
efficiency identified by the Industry 4.0 project of the German government.

Our future goals are to implement a prototype and to extend the approach by
providing exception handling for Combined-Instance Activities, by also waiting
for future process instances with new combination possibilities (if the deadline is
not violated), and by considering similar activities derived from different process
schemas (e.g., based on the identification of similarities described in [7]).
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Abstract. This paper presents a planning-based approach for the enu-
meration of alternative data-centric workflows specified in ASASEL
(Abstract State mAchineS Execution Language), which define the coor-
dination of data and computation services for satisfying data require-
ments. The optimization of data-centric workflows is associated to the
exploration of the parallelization of the workflow activities. We address
the exploration of parallelism formalizing the enumeration problem in
the DLV-K language. Together, our ASASEL language and enactment
engine along with our enumeration approach provide the foundation for
a highly flexible mechanism for managing data-centric workflows.

Keywords: Workflows · Services · Answer set planning · Logic pro-
gramming

1 Introduction

We witness a proliferation of streaming and on-demand data services for access-
ing data pertaining to a multitude of domains, possibly involving temporal and
mobile properties. The availability of data services is accompanied by a democra-
tization in access to computational resources. Nevertheless, users typically must
rely on proprietary applications that delegate data processing to their backend,
which makes it difficult to share resources and add new features.

Therefore we propose ASASEL (Abstract State Machines Execution Lan-
guage) to build up systems from shared resources accessible as services via
data-centric workflow specifications. Our work considers both on-demand and
streaming data services producing complex values, operations on these data,
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 129–143, 2015.
DOI: 10.1007/978-3-319-22885-3 12
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and the ability to construct composite computation services to process them. In
addition, we propose a workflow transformation framework based on planning
techniques to meet quality of service goals. We present a concrete implementa-
tion of this framework covering parallelization through the workflow structure.

The remainder of this paper is structured as follows. Section 2 presents our
workflow model and language, while Sect. 3 introduces our complex values data
model and related operations. In Sect. 4 we present a planning-based workflow
transformation framework, whose experimental results are presented in Sect. 5.
Our system implementation is discussed in Sect. 6. Section 7 discusses related
work. Finally, we present our conclusions and discuss future work in Sect. 8. The
material in Sect. 2 is also presented in [3], which however does not cover the
contents of Sect. 3 onwards.

2 Data-Centric Workflows

Consider a Friend Finder application in which multiple users carry mobile devices
that periodically transmit their location. Assume that they have agreed to share
some of their personal information. A user in this scenario may want to Find
friends recently located no more than 3Km away from me, which are over 21
years old and that are interested in art.

Data services produce data in one of two ways: on-demand in response to a
given request, or continuously as a data stream. In either case, the data service
exposes an interface, composed of several operations and supported by standard-
ized protocols. The JavaScript Object Notation is used to represent the data.
Accordingly, objects are built from atomic values, nested tuples, and lists.

For instance, in our scenario the users’ location is available by a stream data
service with the interface

subscribe() → �location : 〈nickname, coor〉�
consisting of a subscription operation that after invocation will produce a stream
of location tuples, each with a nickname that identifies the user and his/her
coordinates. The rest of the data is produced by the next two on-demand data
services, each represented by a single operation

profile(nickname) → person : 〈age, sex, email〉
interests(nickname) → [s tag : 〈tag, score〉]
The first provides a single person tuple denoting a profile of the user, once

given a request represented by her nickname. The second produces, given the
nickname as well, a list of s tag tuples denoting the interests of the user by scored
tags (e.g. ‘music’ with 8.5).

In order to obtain the desired result we need to give to it an executable
form, in our case a workflow of activities implementing a service coordination.
Workflows are built by the parallel and sequential composition of activities that
are bound to data and computation services; the first provide the data, while
the latter process them as required.
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2.1 Workflow Model

The workflow is specified as an Abstract State Machine (ASM) [5], which can be
represented as a series-parallel graph. The ASM specification of the service coordi-
nation corresponding to our example application is presented in Listing 1.1, while
its workflow representation is given in Fig. 1. It includes the location, profile, and
interests data services, as well as computation services for various relational oper-
ations such as selections, joins, and a time-based window bounding the location
stream to recent data (e.g. location notifications obtained within the last 10 min).
seq

par
seq

par
seq

l o c a t i o n := l . l o c a t i o n ( )
locWin := comp . timeWin ( l o ca t i on , 1 0 )

d i s t S e l := comp . funCa l l S e l ( locWin ,
d . d i s t ( la t , lon , 4 8 . 8 5 , 2 . 2 9 ) <3.0 )

endseq
p r o f i l e := p r o f i l e . p r o f i l e ( )

endpar
lp := comp . bindJoin ( d i s t S e l , p r o f i l e , nickname=nickname )
ageSe l := comp . s e l e c t i o n ( lp , age > 21)

endseq
i n t e r e s t s := i . i n t e r e s t s ( )

endpar
l i p := comp . bindJoin ( lp , i n t e r e s t s , nickname=nickname )
tagSe l := comp . s e l e c t i o n ( l i p , tag=‘ a r t ’ )
output := comp . output ( tagSe l )

endseq

Listing 1.1. ASM specification for example application

A workflow W is modeled as a directed acyclic graph W =
(V,E, in, out, A,C) where:

V is a set of vertices
E ⊆ V × V is a set of edges

A ⊆ V is a set of activities
{in, out} ⊆ A are the initial and final activities of W

C ⊆ V is a set of composition operators {par1, ..., parn}
.

There are three types of vertices: activities perform a service method invocation
and always have ancestor and descendant vertices, in vertices have no ancestors
and their only goal is to launch the first activity of the workflow, out vertices

Fig. 1. Data-centric workflow for example application
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have no descendants and stop the workflow execution after the last activity.
A series of construction rules enable to generate a workflow graph from a given
ASM, which are detailed in [2].

2.2 Computation Services

Two kinds of computation services form part of our approach: simple computation
services and composite computation services specified in the ASASEL language.

Simple computation services involve a single service operation invoca-
tion to process data. For instance, a distance computation service that relies
on a geo-distance service, which provides the capability to calculate the geo-
graphical distance between two points, e.g., by Vincenty’s formula.

Composite computation services process data by multiple operation
invocations, possibly from different services, and often also by the manipula-
tion of local data. These tasks are organized in a service coordination specified
in the ASASEL language and represented as a workflow, following a model in
which we add data items as well as conditional and iteration constructs to our
basic parallel and sequential composition workflow model illustrated in Fig. 1.

The specification of a time-based window composite service in ASASEL is
presented in Listing 1.2, based on a simple calendar-queue service. It has a
corresponding workflow representation as detailed in [2].
i f ( c t l s t a t e = ‘ a c t i v e ’ )

seq
inTuple := readTuple ( )
i f ( inTuple = n i l )

sk ip
e l s e

seq
oldTuple := cq . peekF i r s t ( )
i t e r a t e ( oldTuple != n i l )

i f ( oldTuple . t s + range < inTuple . t s )
seq

oldTuple . s i gn := −1
oldTuple . t s := oldTuple . t s + range
output ( oldTuple )
cq . removeFirst ( )
oldTuple := cq . peekF i r s t ( )

endseq
pq . enqueue ( inTuple )
output ( inTuple )

endseq
endseq

Listing 1.2. ASM specification for the time-based window

3 Complex Values Data Model

Our workflow model is complemented by a data model consisting of complex
values and operations to flexibly manipulate them. Due to space restrictions
we only specify two representative operators while the full specification and
semantics of the model is given in [2]. Concretely, we first define complex values
and then present a recursive operator and a nesting operator over them.
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The set T of all complex value types over a set A of type names is defined
inductively as follows.

1. if D is a domain, then A : D is an atomic type named A, where A ∈ A;
2. if t̂ is a type, then A : {t̂} is a set type named A;
3. if t̂1, ..., t̂n are types with distinct names, then A : 〈t̂1, ..., t̂n〉 is a tuple type

named A and each t̂i is an attribute type.

3.1 Recursive Complex Value Operators

Inspired in the traditional relational operators, they apply to complex values in a
recursive manner; meaning that through an expression it is possible to apply the
operator to structures nested within a complex value. In particular, we present
next the specification of the projection operator.

Projection. Enables to retrieve certain data elements in a complex value
instance. Such data elements may be nested and multivalued. The data ele-
ments to retrieve are specified in a (possibly recursive) projection expression
πexp, which is applied to the input complex value instance s.

– Notation: πexp(s)
Projection expressions πexp are constructed as follows, we use A to represent
type names that occur in the complex value instance

πexp ::= π ( list )
list ::= term | term , list
term ::= A | πexp

– Operation type: π : t̂ → t̂′, where t̂′ is defined below
– Semantics : πexp(s) is defined as follows.

First, we define the function eval(A : v, L), where A : v is a tuple complex
value of the form A : 〈..., A′ : v′, ...〉 and L an expression term (as defined by
the notation third rule above).
1. If L is of the form A′ then eval(A : v, L) = A′ : v′

2. If L is of the form π(A′, L′
1, ..., L

′
n) then eval(A : v, L) =

π(A′, L′
1, ..., L

′
n)(A′ : v′)

The value of πexp(s) is then given by
1. If s = A : 〈A1 : v1, ..., An : vn〉 = A : v, i.e. s is a tuple complex value, and

πexp = π(A,L1, ..., Ln), then
πexp(s) = A : 〈eval(A : v, L1), ..., eval(A : v, Ln)〉 and
t̂′ is A : 〈type(eval(A : v, L1)), ..., type(eval(A : v, Ln))〉

2. If s = A : {A′ : v1, ..., A
′ : vm}, i.e. s is a set complex value, and πexp =

π(A, πexp′) with πexp′ of the form π(A′, L′
1, ..., L

′
n), then

πexp(s) = A : {πexp′(A′ : vi)|A′ : vi ∈ val(s)} and
t̂′ is A : {type(πexp′(A′ : vj))} for an arbitrary A′ : vj ∈ val(s)
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Consider the following complex value

s = person:〈 sex:‘M’, nick:‘Charles’, email:‘charles@gmail.com’, age:40,
interests:{stag: 〈tag: ‘art’, score: 6.5〉, stag: 〈tag: ‘sports’, score: 7.5〉}〉

The expression π(person, nick, age, π(interests, π(stag, score)))(s) produces the
value

person:〈 nick:‘Charles’, age:40, interests: { stag:〈 score:6.5 〉, stag:〈score:7.5 〉}〉

3.2 Nesting and Unnesting Operations

These operators take into consideration common values occurring in several
tuples, therefore facilitating grouping or ungrouping them (which gives the oper-
ators their names). The specification of the group operator is presented next.

Group. Intuitively, grouping a set of tuple complex valuesR over a set of attributes
X implies aggregating the tuples that are equal in all attributes except those in X
to create a single tuple. This tuple will contain a new set attribute with new tuples
containing all of the X-values of the aggregated input tuples. This set attribute is
given a new name, as are the tuples built from the X attributes that are contained
in it; both of which are specified in the group expression.

– Notation: groupexp(R)
Group expressions exp are constructed as follows, we use A to represent the
type names that occur in the complex value instances, and B and B′ to
represent the new names of the grouped tuples set and its constituent tuples,
respectively

exp ::= group (A, B : list [B′] )
list ::= A | A , list

– Operation type:
group : {A : 〈â1, ..., âm, b̂1, ..., b̂n〉} → {A : 〈â1, ..., âm, B : {B′ : 〈b̂1, ..., b̂n〉}〉}

– Semantics :
group exp(R) =
{A : 〈A1 : v1, ..., Am : vm, B : w〉 | (
∃t ∈ R | ∀i|1≤i≤m t.Ai = vi ∧ w =
{B′ : 〈B1 : u1, ..., Bn : un〉|A : 〈A1 : v′

1, ..., Am : v′
m, B1 : u1, ..., Bn : un〉

{B′ : 〈B1 : u1, ..., Bn : un〉|A : 〈A1 : v′
1, ..., Am : v′

m, B1 : u1, ..., Bn : un〉
∈ R ∧ ∀i|1≤i≤m t.Ai = v′

i}
) }
where all values Ai : vi and Ai : v′

i are of type âi and all values Bi : ui are of
type b̂i.

Consider the following set of tuple complex values

R = { person:〈 nickname:‘Bob’, tag:‘sports’, score:6.5 〉
person:〈 nickname:‘Bob’, tag:‘cars’, score:8.0 〉
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person: 〈 nickname:‘Alice’, tag:‘fashion’, score:7.0 〉
person:〈 nickname:‘Alice’, tag:‘novels’, score:8.5 〉 }
The expression group(person, interests : tag, score[s tag])(R) thus yields:

R′ = { person:〈 nickname:‘Bob’,
interests:{s tag:〈 tag:‘sports’, score:6.5 〉,

s tag:〈tag:‘cars’, score:8.0 〉 },
person:〈 nickname:‘Alice’,

interests:{s tag:〈 tag:‘fashion’, score:7.0 〉,
s tag:〈tag:‘novels’, score:8.5 〉 } }

4 Workflow Enumeration

This section decribes the process of enumerating all the equivalent workflows
that satisfy the same functional requirements given by an ASASEL specification.
The enumeration leads to a search space of workflows with increasing levels of
parallelism in their structure. The levels of parallelism can privilege the cost
preferences such as response time or the communication cost. The enumeration
is subject to constraints for composing the required activities by the ASASEL
specification. In order to make a proof of concept, we model these constraints as
action rules in the language DLV-K1.

In DLV-K, planning problems have a set of facts that represent the problem
domain named background knowledge. The facts are predicates of static knowl-
edge and are the input of the planning problem. Planning problems are modeled
as state machines described by a set of fluents and a set of actions. A fluent is a
property of an object in the world and is part of the states of the world. Fluents
may be true, false or unknown. An action is executable if a precondition holds
in the current state. Once an action is executed, the fluents and thus the state
of the plan are modified. The action rules define the subset of fluents that must
be held before the execution of an action (i.e. pre-conditions) and the subset of
fluents to be held after the execution (i.e. post-conditions). Finally, a goal is a
set of fluents that must be reached at the end of the plan. A goal is expressed
by the conjunction of fluents and by a plan length l ∈ Z+.

The mapping from workflow enumeration to a planning problem is shown in
Table 1. The APIs and the required activities by the ASASEL specification are
modeled as facts of the background knowledge. The execution state of a workflow
is modeled as fluents and the activities to perform as actions.

Next we show, through an example, how we represent the background knowl-
edge for workflow enumeration. Afterwards, we show how the workflow state and
activities are expressed in DLV-K rules. Given such rules, the DLV-K engine per-
forms the workflow enumeration.

1 http://www.dbai.tuwien.ac.at/proj/dlv/k.

http://www.dbai.tuwien.ac.at/proj/dlv/k
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Table 1. Mapping to a planning problem

Workflow Planning problem

APIs, required activities Facts (background knowledge)

Workflow states Fluents

Workflow activities Actions

Result delivery Goal: finished?(l ∈ Z+)

4.1 Background Knowledge

The background knowledge contains a set of facts of the form fact/# where #
is the arity of the fact. Facts serve as the input for the workflow enumeration.
It includes (1) the service methods and (2) the required activities derived from
the ASASEL specification.

Service methods are represented by the facts method/2. The bound and free
attributes associated to such a method are represented by the facts bound p/4
and free p/4. The rule att/4 represents the normal form of an attribute.
method (p , p r o f l ) .
bound a (p , p ro f l , nickname , s t r ) .
f r e e a (p , p ro f l , age , i n t ) .
f r e e a (p , p ro f l , sex , s t r ) .
f r e e a (p , p ro f l , email , s t r ) .

a t t (DSN,ON,PN,T) :− bound a (DSN,ON,PN,T) .
a t t (DSN,ON,PN,T) :− f r e e a (DSN,ON,PN,T) .

Required activities are derived from the ASASEL workflow specification and
represented through facts (with the underscore at the end). The required activi-
ties derived from a workflow implementing “What are the interests of my friend
Joe?” are represented by the following facts.
p r o j e c t (p1 , nickname , n) .
p r o j e c t ( i1 , score , s ) .
p r o j e c t ( i1 , tag , t ) .
r e t r i e v e (p , p ro f l , p1 ) .
r e t r i e v e ( i , i n t e r e s t s , i 1 ) .
f i l t e r (p1 , nickname ) .
j o i n (p1 , nickname , i1 , nickname ) .

These required activities express the need over the methods p:profl and
i:interests. Both data are retrieved by retrieve /3 and represented by p1
and i1. The nickname attribute of the profile is filtered by filter /2 and cor-
related by join /4 interests through the nickname attribute. The attributes
nickname, score and tag are projected. Observe that the filter over the nick-
name attribute is only indicated as the equality operators are not relevant for
the workflow transformation.
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4.2 Workflow Activities

Workflow activities are represented as actions in DLV-K. Such actions are pred-
icates that require facts from the background knowledge to be true. There are
also activities that are independent from facts.

init and finish. These activities have the special purpose to initialize and ter-
minate the workflow execution. Thus their semantics is not associated with the
application and there is no dependency with the background knowledge.

data service establishes a connection with a data service method. It requires
from the knowledge base a service method and the expressed need to retrieve
data from it.
da t a s e r v i c e (DS) r e qu i r e s method (DSN,ON) , r e t r i e v e (DSN,ON,DS) .

bind selection invokes a service method and retrieves data from it. The invo-
cation is done by providing a bound attribute.
b i n d s e l e c t i o n (DS,BP) r e qu i r e s method (DSN,ON) ,

r e t r i e v e (DSN,ON,DS) , bound a (DSN,ON,BP, ) , f i l t e r (DS,BP) .

bind join correlates data from two service methods w.r.t. an attribute from
each one. The attribute from the outer method must be bound. This activity
is analogous to bind selection but it takes the value from another method
attribute.
b ind j o i n (DS1 , P1 ,DS2 ,BP2) r e qu i r e s

method (DSN1,ON1) , r e t r i e v e (DSN1,ON1,DS1) ,
a t t (DSN1,ON1,P1 , ) , method (DSN2,ON2) , r e t r i e v e (DSN2,ON2,DS2) ,
bound a (DSN2,ON2,BP2 , ) , j o i n (DS1 , P1 ,DS2 ,BP2) .

filter performs the filtering over an attribute of a required service method.
f i l t e r (DS,P) r e qu i r e s method (DSN,ON) , r e t r i e v e (DSN,ON,DS) ,

a t t (DSN,ON,P, ) , f i l t e r (DS,P) .

project projects an attribute of a service method.
p ro j e c t (DS,P) r e qu i r e s p r o j e c t (DS,P, ) .

The semantics of these activities is completed with constraints that define their
pre-conditions and post-conditions.

4.3 Workflow Constraints

The workflow constraints define the pre-conditions and post-conditions associ-
ated to the execution of the workflow activities. A condition is a state of knowl-
edge modifiable by the execution of activities. Through the satisfaction of such
conditions, the workflows are transformed. In the following, we present the intu-
ition of these constraints along with their rules in DLV-K.
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init and finish. The init activity has no previous activity and its pre-condition
is that the workflow has not been initiated. As post-condition, it produces the
state initiated. The last activity is finish and there is no other activity to
be executed afterwards. Its pre-condition is that there is not evidence that the
workflow is finished and the result has been delivered (See output activity
below for details about delivered). The post-condition of finish is finished
and this is the goal to be reached for the workflow transformation.
executab l e i n i t i f − i n i t i a t e d .
caused i n i t i a t e d a f t e r i n i t .
executab l e f i n i s h i f not f i n i s h ed , d e l i v e r ed .
caused f i n i s h e d a f t e r f i n i s h .

data service. Once initiated the workflow, the data services must
be connected(DS). This fluent is produced by the execution of the
data service(DS) activity.
executab l e d a t a s e r v i c e (DS) i f i n i t i a t e d .
caused connected (DS) a f t e r d a t a s e r v i c e (DS) .

In order to retrieve all the required data, all data services should be connected.
The fluent all connected that is false if there is not evidence that a data service
is connected. Otherwise, it is true.
caused −a l l c onne c t ed i f not connected (DS) .
caused a l l c onne c t ed i f not −a l l c onne c t ed .

bind selection. It is only executable if there is not evidence that data from the
data service DS have been retrieved and if there is a connection with DS. Once
the bind selection is executed, the fluent retrieved(DS) is true.
executab l e b i n d s e l e c t i o n (DS,BP) i f not r e t r i e v e d (DS) , connected (DS) .
caused r e t r i e v e d (DS) a f t e r b i n d s e l e c t i o n (DS,BP) .

filter. It is executable if there is not evidence that the attribute P of DS has
been filtered. It is required that the data from DS have been retrieved and the
activity select (DS,P) must be required. The execution of the filter makes the
fluent filtered(DS,P) true.
executab l e f i l t e r (DS,P) i f not f i l t e r e d (DS,P) ,

r e t r i e v e d (DS) , f i l t e r (DS,P) .
caused f i l t e r e d (DS,P) a f t e r f i l t e r (DS,P) .

As might several filter activities over DS are required, the all filtered from
becomes true if there is no other attribute pending to be filtered.
caused −a l l f i l t e r e d f r om (DS) i f not f i l t e r e d (DS,P) , f i l t e r (DS,P) .
caused a l l f i l t e r e d f r om (DS) i f not −a l l f i l t e r e d f r om (DS) ,

r e t r i e v e d (DS) .

There is the fluent all filtered that becomes true if there is no other attribute
of the method DS pending to be filtered.
caused −a l l f i l t e r e d i f −a l l f i l t e r e d f r om (DS) , f i l t e r (DS,P) .
caused −a l l f i l t e r e d i f −a l l f i l t e r e d f r om (DS) , not f i l t e r (DS,P) ,

a t t (DSN,ON,P, ) , r e t r i e v e (DSN,ON,DS) .
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project. This activity is executable if there is not evidence that the attribute P of
DS has been projected. The execution of projection makes the fluent projected
true.
executab l e p r o j e c t (DS,P) i f not p ro j e c t ed (DS,P) , r e t r i e v e d (DS) ,

p r o j e c t (DS,P, ) .

During the workflow execution, all the projection activities have to be performed.
For the method DS, the fluent all projected from is true if there is no other
attribute from DS pending to be projected. The fluent all projected is true if
there is no other DS with an attribute pending to be projected.
caused −a l l p r o j e c t e d f r om (DS) i f not p ro j e c t ed (DS,P) , p r o j e c t (DS,P, ) .
caused a l l p r o j e c t e d f r om (DS) i f not −a l l p r o j e c t e d f r om (DS)

a f t e r p r o j e c t (DS,P) .
caused −a l l p r o j e c t e d i f −a l l p r o j e c t e d f r om (DS) , p r o j e c t (DS,P, ) .

output. Once all the required activities are performed, the result is
delivered by the activity output. To model this pre-condition, the fluent
activities performed is true if all the required activities have been processed.
Otherwise, the fluent is false -activities performed.
caused a l l p r o j e c t e d i f not −a l l p r o j e c t e d .
caused −a c t i v i t i e s p e r f o rmed i f not a l l c onnec t ed , not a l l r e t r i e v e d ,

not a l l f i l t e r e d , not a l l p r o j e c t e d .
caused a c t i v i t i e s p e r f o rmed i f not −a c t i v i t i e s p e r f o rmed .

Once the result is delivered by output, the fluent delivered becomes true and
the workflow can be finished (cf. finish pre-conditions).
executab l e output i f a c t i v i t i e s p e r f o rmed , not d e l i v e r e d .
caused d e l i v e r ed a f t e r output .

5 Experiments

We performed experiments to measure the amount of alternative workflows with
sequential compositions and with parallel compositions for a given ASASEL
workflow. We setup seven different ASASEL workflows WF 1, ...,WF 7 with
increasing number of activities and different potential grades of parallelism.

The generated workflows were classified by analyzing the data dependencies
among activities and their structures. A workflow whose independent activities

Fig. 2. Classification of alternative workflows
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Fig. 3. Enumeration of the space of alternative workflows with different grade of par-
allelism

are composed in parallel is classified as par+, cf. Fig. 2a; otherwise it is classi-
fied as seq+, cf. Fig. 2b. The charts in Fig. 3 show the search spaces with the
classification of workflows and the required time for each ASASEL workflow
WF 1, ...,WF 7.

In Fig. 3a, the search spaces of the workflows WF 1−WF 3 only contain par+

workflows because they have few activities and there are no independent activi-
ties. The search spaces of the workflows WF 4 − WF 7 have ∼1/3 of par+ work-
flows and ∼2/3 seq+ workflows. This correspondence is not constant and depends
on the data dependencies among activities, e.g. a workflow with many activities
may have only sequential alternatives if there are no independent activities.

The par+ workflows represent good opportunities for improving time related
costs while the seq+ ones privilege the resource usage. This classification can be
used for improving the enumeration performance (cf. Fig. 3b) by incorporating
user’s preferences over the costs or QoS measures associated to the workflow
execution.

6 System Implementation

The ASASEL system was developed on the Java platform. Workflows are entered
textually via a GUI illustrated in Fig. 4 and their corresponding visualization is
generated. The system interacts with DLV-K through intermediate input and
output files generated and parsed as required. The enactment of a selected work-
flow is supported by two main components. First, a scheduler determines which
service is executed at a given time according to a predefined policy. Second, com-
posite services are executed by an interpreter that implements the full ASASEL
language. Computation service workflows can also be visualized through the
GUI, as shown at the right part of the screenshot in Fig. 4.

During the execution of a workflow, data flows from the data services to
complex value operators as well as several computation services via queues, as
determined by the ASASEL specification. These computation services run on a
Tomcat container supported by the JAX-WS reference implementation, which
enables to create stateful services. Additional output services can be specified to
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Fig. 4. Caption of the ASASEL GUI

output data in textual form in the GUI or to transmit it to another application.
For instance, in our example application we output as a result a data stream
that denotes the tuples that are added and the tuples that are removed from the
result dataset.

We implemented two test scenarios and their corresponding data and com-
putation services. The first one is the location-based application introduced in
Sect. 2. The second scenario is an adaptation of the online auctions NEXMark
benchmark2 for XML stream query processing which we employed to obtain per-
formance measurements. In brief, the measurements indicated a tolerable over-
head for the use of services, which we consider outweighed by the advantages.

7 Related Work

Data-centric workflows involving services share some similarities with queries
over Web services as presented in [10]. There the authors propose an optimization
approach by ordering the service calls in a pipelined fashion and by tuning
the size of service call batches. An algebraic approach for the optimization of
workflows with relational and map-reduce operations is presented in [8]. Our
approach is to enable workflows with a broader variety of operations defined
through service compositions, thus requiring alternative optimization techniques.

Planning techniques have been applied for automatic service composition, for
instance in [7] and [9]. The problem addressed in those works is to create a service
composition from atomic actions (services) based on a propositional goal. The
Roman Model [1] alternatively employs finite state transition system descriptions
for the available and target services, but with the same basic objective in mind.
However, we use planning techniques instead for the optimization of a workflow
that includes possibly composite computation services.

Alternative formalisms for the specification of workflows include, for exam-
ple, process algebras [4] and petri nets [6]. The use of ASMs provides a formal
2 http://datalab.cs.pdx.edu/niagara/NEXMark/.

http://datalab.cs.pdx.edu/niagara/NEXMark/
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semantics, as in the aformentioned formalisms, but also fully compatible text
and workflow representations that are easy to specify. Although ASMs have
been used to study and model the properties of workflows, less effort has been
given to using them in a fully operational manner.

8 Conclusions and Future Work

In this paper we presented a language and system for the specification and
enactment of data-centric workflows based on service composition. In addition,
we introduced a planning-based approach for the enumeration of the search space
of workflows implementing requirements specifications. Concretely, we proposed
a set of constraints modeled in an action language, specifically DLV-K, in order
to characterize the transformation of workflows with sequential and parallel com-
positions. This work is envisaged to be a foundation for incorporating a full cost
model that covers the specification of composite computation services, leading to
the selection of the most suitable workflow w.r.t. the user’s preferences. Future
work also includes validating the practicality of ASASEL for the specification
of data-centric workflows for diverse users, which would require a more sophis-
ticated GUI-based editing tool than our current prototype.
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Abstract. With the emergence of contextual enterprise, organizations
increasingly tend to analyze the adherence of the day to day execution
of internal business processes with their stated goals. This is needed so
that they can continuously evaluate and readjust their operating models
and corresponding business strategies. However organizations often find
it very difficult to discover and categorize the process variants in terms
of their stated goal adherence from process execution logs. This is due
to the challenges in resolving the extent of goal compliance as it necessi-
tates the classification of process variants first in terms of the contextual
factors associated with the process execution. In this paper, we propose
our approach for discovering goal adherence of process variant instances
mined from event logs. We first generate goal-service alignment mod-
els to establish correlation of process fragments with specific sub-goals
of the organization’s goal model. Subsequently we discover the extent
of goal adherence of individual process instances by the composition of
correlated sub-goals. We also associate the contextual factors with each
process instance that are goal preserving in nature. Leveraging the dif-
ference in correlation and association of contextual factors we classify
the instances as goal preserving executed process variants. This bottom-
up approach enables the organizations to study the depth and breadth
of goal adherence in their organizations. Also the impact of any specific
change in the goal decomposition models and the associated contextual
factors can be studied with our approach. We evaluate our approach
using a real industrial case study in IT Incident Management using a
event log of 25000 records.

Keywords: Variability · Reuse · SOA · Process mining · Event logs

1 Introduction

Today, organizations tend to continuously adapt their operation strategies due
to changing business dimensions. One aspect of this adaptation is continuous
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 144–157, 2015.
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evolution of the goal models governing the internal business processes. This
necessitates assessment of such evolutionary changes in their internal opera-
tions mostly characterized as business process models. From the history of past
execution of a given process in the form of event logs, assessing the alignment
of executed process instances for a proposed change/deviation in their current
strategies is an important business need. On the other hand, the emergence of
adaptive Process Management Systems (PMSs) [12], have contributed to aris-
ing challenges of non-conformance and misalignment to organization goals and
strategies [7]. The goal of this paper is to discover and categorize goal adherence
information of process variants from transaction logs. This we see as an impor-
tant aspect of variability management (VM) [13]. VM has received considerable
research and industry attention over the past decade [3] due to increasing need
for differing alignments to organization’s strategies and goals. Process mining
techniques focus on extracting process execution insights from event logs [2].
While the existing body of work contains useful results in the space of leveraging
schema and ontology [4] to discover and differentiate process capabilities, much
remains to be done in the space of mining goal alignments from process logs
and thereby improvising process designs as discussed in the IEEE Task Force
Manifesto on Process Mining [18]. In the context of organization’s goal align-
ment, an adequate (and formal) definition of what makes a process instance a
variant of another has remained elusive [9]. There is also considerable challenge
in mining process varaints from event logs, as they are generally scattered across
different business units of the organization. Also most often these logs have dif-
fering maturity levels of data completeness leading to difficulty in discovering
patterns of non-compliance [16]. This has meant that there is considerable room
for improvement in the support that many existing approaches to VM offer for
key functions such as context-driven variant substitution [20], variant validation,
variant identification from process log.

A goal is basically a formal assertion (a condition or a partial state descrip-
tion) that an organization seeks to realize. This paper argues that the notion of a
goal must underpin any process variability mining framework . Goals provide an
adequate basis for a formal definition of variation at the time of process design
and engineering. We argue that an artifact is a variant of another if and only
if it realizes the same goal (but in possibly different ways). In this paper, we
propose our approach for discovering goal adherence of process instances mined
from event logs. We assume the following inputs to our proposed approach: (a)
a goal model (e.g., as depicted in Fig. 1) with goals and associated decomposi-
tion of sub goals (AND, OR) represented as a collection of boolean conditions
in conjunctive normal form (CNF) [10]. For our evaluation, we have developed
a goal modeling eclipse plugin to design a goal model with end effect annota-
tions; (b) a process event log containing a set of event records. The event log
contains multiple process instance execution data along with association state
transitions and associated contextual factors, (c) a standard list of state transi-
tion events that are represented as end effect annotations and (d) a semantically
annotated process design created with the composition of services, said process
design adhering to the goal model. We first generate Process Instance Goal
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Alignment (PIGA) model to discover the extent of goal adherence at the process
instance level by formalizing it as truth satisfaction in propositional logic. We
also associate the environmental factors with each process instance that are goal
preserving in nature. From such discovered goal preserving process instances,
we categorize the instance variants based on the extent of goal adherence and
associate with a contextual reasoning of environmental factors.

This paper is organized as follows. Section 2 discusses our case study example,
which is drawn from the IT Ticket Management domain. In Sect. 3 we discuss
how we leverage goal models for variability analysis to generate process instance
goal alignment and categorization of process instances. In Sect. 4, we evaluate
our proposed approach by running experiments on an real world industrial case
study. We discuss the related work in this area in Sect. 5 and conclude the paper
in Sect. 6.

2 Running Example

Our running example is based on an actual industrial case study of IT incident
resolution process. This is illustrated in Fig. 4. The goals and derived sub-goals
of this process are depicted in Fig. 1. As Fig. 1 illustrates, when a new incident
is reported, it needs to be determined whether there was an earlier reported
incident matching with the newly reported incident. If so, then the new incident
is linked with the problem ticket of the matched incident. Depending on the
status of the linked problem ticket being closed or pending, the new incident is
kept open or closed. If there exists no similar incident, then the new incident is
subjected to a standard list of diagnostic tests to enrich the data. Then based
on the identified level of complexity, corresponding known fixes are tried to solve
the incident. If the incident is solved, it is closed. Otherwise, it is escalated to
the next level of support. Once the escalation happens, the steps of identifying
level of complexity, trying out the known fixes to solve the incident or to escalate
to the next level are repeated. The different paths of activity flows are also best
captured by differentiating the links between the goals as either being AND
or XOR types, as depicted in Fig. 1. An AND link in Fig. 1 specifies that all
sub-goals of a goal need to be satisfied for the goal to be satisfied; an XOR
link specifies that the sub-goals are mutually exclusive, and only one is needed
to satisfy the goal. For example, the goal of Incident and Problem management
fulfills the goals Fix Problem, Detect Problem and Verify Problem, viz., a case of
AND relationship. If we consider the goals Isolate Problem or Escalate Problem
they share an XOR Relationship as in any given situation only one of the goals
can be fulfilled and they are mutually exclusive in nature.

We collected and consolidated process logs consisting of 25000 records. Each
of the records signify a specific state transition of ticket. A ticket in start state
signals the initiation of Incident resolution process. A ticket in closed state
signifies the conclusion of the process. We used PROM [15] process miner to
identify 1500 process instances from this log. As illustrated in Fig. 2, the num-
ber of state transitions is not constant among the process instance executions.
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Fig. 1. Goals & Sub-goals

This indicates that a significant percentage of process instances have higher exe-
cution cycles for achieving incident resolution. We identified two scenarios for
the difference in execution among the process instances: One contributed by
the contextual factors such as incident complexity, unavailability of customer,
resource constraints and so on as illustrated in Fig. 3; The other contributed by
varying levels of adherence to the goals stated in Fig. 1. In the rest of this paper,
we focus on addressing both of these scenarios.

3 Goal Aligned Process Variant Mining

In this section, we argue for the centrality of goals in mining, categorizing and
reasoning of process variants in terms of goal alignment and associated contex-
tual factors. The effectiveness of our approach relies on a correct and complete
goal decomposition model as illustrated in Fig. 1. For a given goal decomposition
model, we assert the following:

– A1: a set S of sub-goals will achieve a parent goal G(entailment);
– A2: S |= G will never be incorrect (consistency).
– A3: S will be the smallest set of sub-goals to achieve G (minimality);

The key idea is to leverage such a goal model to organize and categorize the
process variants to identify the extent of goal adherence in an organization. This
involves the following as depicted in Fig. 5: We start with discovering unique
process instances from event logs using a process mining tool. Each process
instance contributes to a varying number of events generated as part of its exe-
cution. Using the assertion A1 and A2, we tend to identify “faultly executed
instances”. That is, if a given process instance does not satisfy the set S, it
violates entailment of G. We subsequently categorize the process instances as
variants based on the alignment to the OR-refinements of sub-goals in S and
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Fig. 2. State transitions of incident tickets

satisfying the assertion A3. For each category of variant instances, we initi-
ate reasoning based on contextual factors by leveraging association rule mining
approaches. The rest of this section discusses each of these steps in detail.

3.1 Process Instance Goal Alignment (PIGA)

In this section, we discuss our approach for generating goal correlation based
identification of “valid” process instances. We achieve it through the generation
of what we call Process Instance Goal Alignment. In Sect. 2, we discussed
how we mined around 1562 process instances on incident resolution management.
The objective is to evaluate each of such mined instance against the root goal
correlated with the given process model. This is achieved by positioning a subset
of state transitions in the process instance as a correlation to one of the sub
goals realizing the root goal. Each sub goal in the goal model is annotated
with an intended end effect resulting from the realization of the goal. Then
leveraging a standard semantic matching tool such as [6], we begin from the
initial state transition and iterate with the succeeding state transitions till we
identify correlation with atleast one mandatory sub goal of G. For this, we
assume a standard ontological schema specific to the domain (such as Insurance,
Health Care) is used to express the end effect annotations. For our evaluation
we have considered ITIL’s Common Information Model (CIM). We leverage the
cumulative similarity match score to identify the closest correlated goal for a
given task in the process. Once we identify a correlation, we group all of its
preceding state transitions and call this as maximally refined correlation group
for that goal. Like this we split the process instance into one or more such groups
as follows:
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Fig. 3. Process instance characteristics

Given a goal model (AND-OR goal graph) G, a group of state transitions ST
will be referred to as the maximally refined correlation group for a sub-goal G1
if and only if all of the following hold:

– C1: A group ST is always correlated with one mandatory sub goal G1 only.
ST |= G1′ is always false

– C2: There exists no state transition e in a given goal correlation group ST
that is part of another group correlating a different sub-goal If e ⊆ ST the,
e ⊂ ST ′ does not arise.

– C3: The number of state transitions in the group ST is the smallest set of
state transitions that are required to entail the goal G1.

At the end of this exercise, if any of the mandatory sub goals of root goal G is
not correlated, it implies that the process instance P is not correlated with the
goal G and is rejected. We repeat this evaluation for each of the mined process
instance to identify the “valid process instances”. The expression of the process
instance in terms of list of goal correlation groups, along with the correlated
mandatory sub-goal constitutes the Process Instance Goal Alignment. In this
technique, we can observe that two aspects are ignored: One, we did not discuss
the state transitions that are not part of any maximally refined correlation group.
Two, we have only focused on the correlation of mandatory sub-goals G1..Gn of
G, without focusing on the actual entailment of a particular OR-refinement of
a given sub goal G1. This we will discuss in the next section. Figure 6 depicts
the distribution of state transitions across the 1562 process instances in our
running example. We illustrate the generation of PIGA with a small number
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Fig. 4. Incident resolution process

of process instance data from the running example as depicted in Table 1. We
observe that the process instance INS0001 is split into three groups GR1, GR2
and GR3 respectively. Each group correlates with one of the mandatory sub-
goals in the goal model in Fig. 1. This leads to the conclusion that INS0001 is
a valid goal preserving process instance of Fig. 4 as it satisfies the conditions
C1 and C2. The complete validation of condition C3 is subjective to identifying
similar groups that correlate the goal Fix Problem from other process instances.
In the case of instance INS0024, even though logically the ticket is closed, there is
no entailment of the mandatory sub-goals Fix Problem, Verify Problem. This
violates condition C1 and therefore, INS0024 is not a valid instance. The instance
INS0033 is also not a valid instance as it has not have a group correlating the goal
Verify Problem, even though the problem is actually fixed. The verification of
fix was not performed in this instance. This is an interesting scenario, as without
the notion of goal adherence, the instance INS0033 would have been confirmed
as a successful execution of the incident resolution process.

3.2 Process Instance Variants Categorization

A process instance P ′ (with a set of effect scenarios E′ observed from its state
transition events) will be deemed to be a variant of another process variant P
(with a set of final effect scenarios E) if and only if any one of the following hold:
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Table 1. PIGA generation for goal alignment and categorization

Event groups State transitions Instance ID Correlated goal

GR1 (Start, Open Notification, ticket
opened, Acknowledge Notification,
Investigation Started, problem
identified)

INS0001 Detect Problem

GR2 (Tech Note identified, solution
identified, Fixing Started, Pending
Customer, Incorrect Solution, Tech
Note identified, solution identified,
Fixing Started, Pending Customer,
problem fixed)

INS0001 Fix Problem

GR3 (Service Restored, Ticket Closed) INS0001 Verify Problem

GR4 (Start, Open Notification Not Sent,
System Alerted, Notification Sent,
ticket opened, Acknowledge
Notification, Investigation Started,
problem identified)

INS0024 Detect Problem

GR5 (Tech Note Identified, Solution
Identified, Customer System Not
ready, Ticket Closed)

INS0024 Not correlated

GR6 (Start, Open Notification Not Sent,
System Alerted, Notification Sent,
ticket opened, Acknowledge
Notification, Investigation Started,
problem identified)

INS0033 Detect Problem

GR7 (Tech Note Identified, Solution
Identified, Fixing Started, Problem
Fixed)

INS0033 Fix Problem

GR8 Ticket Closed INS0033 Not correlated

GR1 (Start, Open Notification, ticket
opened, Acknowledge Notification,
Investigation Started, problem
identified)

INS0034 Detect Problem

GR9 (Reassigned-Additional Work,
Solution Identified, Customer
Notified)

INS0034 Fix Problem

GR10 Customer Confirmed, Ticket Closed INS0034 Verify Problem

– Post-condition entailment (C1): For every e′ ∈ E′, there exists an e ∈ E
such that e′ |= e and for every e ∈ E, there exists an e′ ∈ E′ such that
e′ |= e.

– Goal entailment (C2): For some maximally refined correlated goal G of P ,
e′ |= G for every e′ ∈ E′.
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Fig. 5. Systematic view of proposed approach

– Disjunctive entailment (C3): A maximally refined correlated goal G′ of P ′

is an OR-alternative of a maximally refined correlated goal G of P or obtained
via a series of OR-refinements of an OR-alternative of G.

Given the process instances P and P ′, if a maximally refined correlated goal G′

of P ′ can be obtained via a series of OR-refinements of a maximally refined cor-
related goal of P , then condition C2 (goal entailment) holds. This also applies to
the maximally refined correlation groups of the process instances that we have
discussed in the previous section. We start by leveraging the PIGA model that
constructs the correlation groups and perform the initial categorization of “Valid
vs invalid” process instances. In PIGA Model, if two process variants share the
same set of event groups, then we establish that they are similarly executed
instances. If they are expressed respectively by different set of event groups,
we initiate variation categorization and create a new category. Any subsequent
process instance from the event log is first matched with all existing variant cat-
egories before creating a new category. This is achieved in an iterative manner
till we complete categorization of all the process instances discovered from the
event log. We illustrate with our running example as follows: Let us compare the
process instances INS0001 and INS0034 in Table 1. By observing their correla-
tion groups alignment to mandatory sub-goals, we establish that both are valid
process instances that adhere to the root goal in 1. We can express INS0001 as
GR1, GR2, GR3 � INS0001, and INS0034 as GR1, GR9, GR10 � INS00341.
We can obviously infer that these two instances are not executed similarly. In the
case of INS0001, the identified solution is locally applied by the support execu-
tive and only confirmed by the user. But in the case of INS0034, given the nature
of the customer system, the customer is instructed to follow the guidelines to
apply the fix and fixing is subsequently confirmed. These two are two different
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Fig. 6. List of state transitions and occurances

realizations of the goal and belong to two categories (Remote fix, Local fix with
guidance) of process variations. If we refine the goal correlation, we can estab-
lish that the group GR1 of INS0001 can be aligned with the child goal Execute
Diagnostic Fix, which is the OR-refinement of the goal Fix Problem. But the
group GR9 of INS0034 is aligned with the goal Fix Problem. On reflection, we
can further establish that the instance INS0001 is a derived variant customiza-
tion of the instance INS0034. These are useful insights from understanding the
functional relationships of process instances from a goal adherence perspective
and to assess the ripple effects when the associated goals are changed.

Subsequent to the categorization of valid process instances into different data
sets, we proceed to reason the categorization by applying association rule min-
ing(ARM). For this, we have used a simple ARM mining tool [17]. We start
by identifying a list of candidate contextual factors using which we want to
mine the association rules. For each category of adherence to an OR-refinment
sub goal, the contextual factors with maximum support and confidence will
be associated at the end of this exercise. In addition to that, the same con-
fidence factors affecting different such goal adherence will also be discovered.
This further enables deriving dependency insights between a pair of goals that
are not necessarily the OR-refinements from the same parent goal. For exam-
ple, as depicted in Table 1, the instances INS0034 and INS0001 align with the
goals Fix Problem and Execute Diagnostic Fix respectively. For the instance
INS0034, we identify Email Notification, Remote Connection Issues and
Manual Solution Fix as the associated contextual factors. Similarly for the
instance INS0001, we identify Email Notification, Wrong Assignment as the
associated contextual factors. A simple inference by just comparing these two
instances (before evaluating the support and confidence against the entire data
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set of 1534 instances) is the factors Remote Connection Issues and Manual
Solution Fix leads to adherence of goal Fix Problem. Given that Fix Problem
is a parent goal of textttExecute Diagnostic Fix, such observations can eventu-
ally lead to augmenting the current goal model with creating additional OR-
Refinement child goals for the goal Fix Problem.

4 Experimentation

The purpose of the evaluation is to establish the following:

– The Goal Refinement procedure and semantic end effect annotations of state
transitions enable reasonably correct identification of goal preserving valid
instance variants for a given process from a large pool of event records.

– Our proposed approach can also leveraged to categorize the valid process
variants in terms of the goal alignments for a given goal model.

Therefore, our evaluation will primarily demonstrate the scalability and cor-
rectness of our approach. A prototype implementation supporting list of state
transitions of a process instance and using them as effect annotation of goal mod-
els is implemented an Eclipse-based plugin called VAGAI (Variability Analysis
with Goal Annotations and Integration). Also for the sake of simplicity, we have
restricted the annotations to the same domain schema based on CIM1. We have
extracted the process instances using PROM [15] from the event record data
with 23124 event records. As depicted in 6, using PROM we extracted 15000
records along with associated events. The evaluations were done on a 64 bit
Windows 7 machine with Intel Celeron @ 1.07 Ghz, 4 GB RAM. We ran the
events with the VAGAI tool, taking the list of events and annotated goal model
to generate PIGA. As depicted in Table 2, the generated PIGA for all the 1562
event instances contains a total of 74 event correlation groups. Out of which, 55
groups were correlating with a mandatory sub-goal from the goal model depicted
in Fig. 1. This resulted in 681 instances being categorized as valid instances out
of the total set. The distribution of the valid instances across different categories
based on respective goal adherence is depicted in Table 3. As we observe for
example, most of customer self-help fixes have been contributed by remote sys-
tem connection issues. Also issues due to third party software have been raised
taking considerable effort in diagnosing and closing the problem. Most of the
escalation issues have been contributed by either wrong email address or avoid-
able human errors on wrong ticket assignments. These operational insights thus
provide different contextual aspects on execution of process instances and help
improvising overall goal adherence.

5 Related Work

The area of Process mining has gained relatively recent research focus and is
cross disciplined in nature [1,5]. It leverages data mining techniques on one
1 dmtf.org/standards/cim.

http://www.dmtf.org/standards/cim
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Table 2. View of goal correlated groups in an industrial data set

Instances Total correlated groups Goal aligned groups Valid instances

1562 74 55 681

Table 3. Categorization of goal adherence

Goal aligned
groups

Category Contextual factor

Name Max. Max.

Support Confidence

5 Fix Problem Remote Connection Issues .07 .9

10 Execute Diagnostic
Fix

Known Solution .08 1.0

9 Close Problem Third party Vendor Issues .09 0.9

10 Create New Problem Event Trace Missing .07 .8

1 Escalate Problem Wrong Ticket Assignment .009 0.6

6 Enrich Problem Additional Diagnostics .05 0.7

1 Detect Problem Known Solution .008 0.6

9 Verify Problem Email Sent .09 0.9

4 Re-escalate Problem Wrong Email Note 0.06 .9

hand, and process modeling and analysis techniques on the other hand. The
existing works in the area of process mining have mostly focused on the data
mining aspects [18] such as control flow discovery and model conformance. But
aspects such as concept and goal conformance drift that arises with evolution-
ary changes in process executions have been mostly ignored [7]. The emergence
of adaptive Process Management Systems (PMSs) while providing some flexi-
bility by enabling dynamic process changes during run time have also widely
contributed to such non-conformance and mis-alignment issues [2,8,12]. This
is not necessarily applicable in practical considerations of processes adhering to
different domain standards and changing business requirements.

Our proposed approach complements works such as [11], where the mined
variation instances are only utilized to construct a common reference model
without validation and proper categorization of such mined variants. Our work
can lead to constructing multiple reference model variants, each preserving the
intended organization’s objective in its own way. In [7], the authors provide an
approach for mining process changes from execution logs, but without subjecting
to conformance or goal-alignment validation. Our work complements these, in
mining such functional variants at the process level, but also focuses on catego-
rizing variants in terms of the contextual aspects. On similar lines, [14] describes
an approach to quantitatively calculate similarity between any two variants of a
business process, so that activities such as process reuse, analysis and discovery
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can be facilitated. This is done via the modeling of process constraints on tasks,
such as which tasks should (or should not) execute together. Such methods
undoubtedly possess effective variability management techniques, but without
the notion of alignment and conflict resolution with the governing goal model
and underlying service models. In [19], the authors discuss approaches for repre-
senting goal models and transformations to variability modeling representations
such as feature models, component-connector views and state charts. They pro-
pose identifying alternate functionality from AND/OR dependency relationships
between goals and sub-goals. But all such alternate functionality identified from
goal models may not necessarily be supported due to variability constraints with
the process and underlying service design models. Our proposed work enables
the identification of specific goals in the goal model that are subjected to higher
degree of realization based on the mined variants.

6 Conclusion

Organizations increasingly tend to analyze the adherence of the day to day exe-
cution of internal business processes with their stated goals. The emergence of
adaptive Process Management Systems have enabled dynamic ad-hoc changes
even in a single process instance. But such approaches have also contributed to
arising challenges of non-conformance and misalignment to organization goals
and strategies. In this paper, we have proposed a goal oriented process variabil-
ity mining and categorization approach. This bottom-up approach enables the
organizations to study the depth and breadth of goal adherence in their orga-
nizations. In our future work, we would like to study the impact of any specific
change in the goal decomposition models and the associated contextual factors
based as an hind sight assessment based on historical data. We also would like
to focus on leveraging the reasoning of goal adherence categorization for refining
a given goal model in terms of adding or deleting OR-refinement sub goals.
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Abstract. In an evolutionary environment, many changes can be triggered by
enterprise in order to cope with increased development. These changes can be
critical if they are not well identified and addressed. In this context, Enterprise
Architecture (EA) operates to provide holistic and coherent enterprise vision and
aims to guide enterprise change. One of these changes depends on competence
which is related to actors’ performance assessment. In doing so, we define a
formal approach that accompanies changes and provides strategic guidance
based on actors performance assessments. Then, we identify the multilevel
character of changes using hierarchical linear model (HLM) to compute linear
correlation coefficient. Our method is based on the prediction and helps in
anticipating the changing impacts. Finally, a prototype is developed to evaluate
this approach in a case study.

Keywords: Actor � Change � Competence � Enterprise architecture �
Performance

1 Introduction

Enterprises are increasingly aware that their existences depend on their ability to adapt
in a rapidly changing environment. So enterprises need an efficient management of
resources and competencies [1]. This allows the enterprises to address complex social
and environmental problems, provide better customer service and to deal with advances
in information technology and communication that create both opportunities and
challenges for the enterprise [2]. Then, the EA is positioned as one of the best man-
agement practices that can provide a consistent view in all areas of programs and
services to support planning and decision making. EA standards promote the success of
changes’ mission thanks to the promotion of functional integration and the resource
optimization [3]. EA has to deal not only with technical difficulties because of the
complex information system (IS) that becomes a constellation of different applications,
architectures, infrastructure (operating system, network, databases), but also with actor
attitude to change. In fact, the human factor issues are often more difficult and less
predictable. Thus any process change within EA should take into account the actors’
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reaction and impact otherwise the risks to fail [4]. Actors are essential to support
changes’ mission, also to maintain the skills and abilities and to contribute to the
continuous improvement process. Actors’ negative attitudes to change are often based
on fears of downsizing, loss of status or previous failures of changing application. This
reaction is generally due to a lack of impacts’ consideration on actors by managers
when planning the transformation process [1]. So, it is a priority to clearly explain the
reasons for change and to communicate proposed changes to actors at all levels.
Certainly, technical problems may provide considerable challenges but the human
factor and cultural issues are often more difficult and less predictable, which requires
attention at the different phases of change.

In this context, we are interested in supporting enterprise change based on actors
performance. The core contribution of this paper is to support EA by offering a
guideline process approach to support change. This process aims to carry decision
making by performance assessment based on actors’ competence. The idea is to study
the impact of changes in order to anticipate an appropriate action plan. To that end, we
develop methods of explanation using hierarchical linear model (HLM) to compute
linear correlation coefficient. This will help us in the prediction, classification and
correlation analysis in anticipating enterprise changes.

The remainder of this paper is structured as follows. Section 2 presents the context
and the problem statement. Section 3 introduces the approach and explains the different
steps in the changing process based on the actors’ performance assessment, including
the mathematical methods to anticipate changes. Section 4 validates our work. In
Sect. 5, we conclude and discuss future directions.

2 Context and Problem Statement

2.1 Enterprise Architecture (EA)

The EA can be defined as: “the set of artifacts and primitive descriptions that constitute
the enterprise‘s knowledge infrastructure” [5]. EA is generally considered to be an
engineering discipline with systemic view of the enterprise [6, 7]. Several EA frame-
works exist for example the Zachman Framework, TOGAF and a French EA approach
entitled “urbanization” [8]. The role of an EA is to help facilitate and support a
common understanding of enterprise needs, help formulate recommendations to meet
those needs, and facilitate the development of a plan of action that should not only meet
needs but is also implementable within financial, political, and organizational con-
straints. In addition, enterprise architects have an important role to play in the
investment, implementation, and performance measurement activities and decisions
that result from this planning [3]. So, success in accomplishing the EA’s mission
requires a coherent and consistent understanding of the existing situation, planning
changes, and target situation. Thus, Enterprise models are claimed to be crucial not
only for understanding and/or engineering the enterprise but also for adequately
developing on top a supportive software system. The Unified Enterprise Modelling
Language (UEML) project leads to an unified modelling language [9]. UEML has a
“meta-model” that depends on content and specific area of enterprise modelling.
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UEML proposes a consensus in the scientific community, both at the terminology and
conceptual structures used to represent an enterprise. In this context, some researches
try to work on complementary language for competencies ‘modelling such as the
Unified Enterprise Competence Modeling Language (UECML). UECML is mainly
considered as an extension of UEML. UECML is an enterprise modeling approach
based on competences presents specific requirements. UECML is based on a set of core
constructs and sets of additional constructs. These additional constructs are specialized
constructs required by the competence and resource based enterprise modelling needs
[10]. Despite the competence extension, UECML is still lacking of a systematic
approach for the evaluation of competences based on resources. Moreover, there is the
Model for the Organization and the Validation of Enterprise Structures (MOVES),
which considers the underlying concepts of both competence modeling and the
enterprise process performance estimation approach. Moves can link qualitative aspects
associated with competence classes and quantitative aspects such as competence pat-
terns or performance evaluation. MOVE is the result of an analysis of a set of enterprise
meta-models (IDEF3, GRAI, CIMOSA, MECI, and UEML) and collaboration with
industrial partners. Actor is defined in MOVES as an enterprise object. There is a
distinction between human and material actor. Human actor is composed of group and
individual, whereas the material is composed of software and machine. Competence is
linked to human actor and capacity is linked to material [11].

2.2 Change Management

Transition from one stage to the next requires substantial investment of time and money
in process management, technology and cultural change (people) over a number of
years. Opt’ land et al. position enterprise architecture explicitly as a means for informed
governance of enterprise transformation, requiring indicators and controls to govern
enterprise transformations [12]. The EA can show the way the company should operate
and what transformation should be done. It helps to control the transformation. It
provides a target, a gap analysis and a migration plan (roadmap) [13]. Consequently,
the need to manage change is one of the EA’s success keys. Change management is
generally divided into three steps [14]: (i) the change definition, (ii) the change
implementation by following a chosen implementation strategy, and (iii) the change
consolidation to guarantee change assimilation.

These three steps represent the life cycle of a change process [15]. To facilitate the
realization of these steps, there are several approaches for managing change such as: The
socialized approaches integrate the changes ‘recognition as a social activity involving
people from different social groups. And the rationalist approaches that integrate the
analysis, planning and management of change and give a great importance in the con-
trollability of change [16]. In this paper, we will be interested in the rationalist approach.

2.3 Performance Measurement in EA

EA play a pivotal role in governing the continuous improvement process of an
enterprise [17]. The continuous improvement is one of the basics of quality managed
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by a set of standard such as the ISO 9000, ISO 9001, ISO 9004, ISO 10011 that
describe the requirements for a system of quality management [18, 19]. The ISO 9001
emphasizes the continuous improvement of the overall performance of the company.
This principle means that management must measure performance due to quality.
Performance measurement methods are attractive to researchers. As stated by Phusavat
et al. [20]. ISO 9001:2008 clearly specifies performance measurement as part of its
requirement no. 8. Performance measurement helps to bring more scientific analysis
into a decision-making process. It underlines the change towards management by
information and knowledge, instead of primarily relying on the experiences and
judgment [21]. Several studies have highlighted the importance of human resource
management in controlling enterprise performance [22]. Since 1980s, the focus of
performance measures shifted from purely financial factors to a combination of
financial and non-financial ones. The factors affecting performance measurement in
different research studies are based on one, or a combination of some criteria like
finance, operations, quality, safety, personnel and customer satisfaction. Effective
strategies to motivate and enhance employee competency are of urgent need for
companies. Literature does not show much work on employee performance. Medlin
and Green examined the relationship between the constructs of employee engagement
and employee optimism, as a means to improve employee performance [23]. The
competence concept is multifaceted and many definitions exist. The definition that has
been adopted for the development of UECML describes the competence as the ability
to combine in an efficient manner a number of non-material resources (knowledge,
know-how and social attitude) and material resources (instruments, machines, etc.) in
order to respond to the need of an activity [24]. This definition has been considered as
the best suited in our context because it provides clear boundaries between resources
and competences, concepts that are known to be difficult to distinguish [25, 26]. The
process of competence management aims to improve the enterprise performance
through the effective deployment of resources mobilized in the business process.
Competence management involved several steps: (i) Analysis of existing data;
(ii) Analysis of decision change, and (iii) The design of the new organization.

2.4 Synthesis

The lack of guidance approaches in EA implies the need to develop an accompanying
change process. However, there is a lack of change management methods that consider
the actors’ impact when making decision. Thus, we aim to elaborate a support change
process that focuses on actors’ impact. We notice that actors’ behaviour in a changing
situation is an important factor that contributes greatly to ensure alignment between the
various IS’s components and so ensures the success of the change management in the
enterprise. Indeed, evolution is obsolete without an investment in the affected actors.
Thus, this process is based on performance assessment oriented competence. Consid-
ering competencies can provide a consistent view across all program and service areas
to support planning and decision-making.
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3 Proposed Approach

A consistent approach to improve and manage actors’ competencies within an enterprise
can lead to significant improvements at the operational level of the enterprise and can
also lead to new opportunities. An enterprise that adopts a competence management
approach needs to acknowledge that competence cut across organisational boundaries,
both internal and external. This approach aims to guide transformations triggered in EA
context. It aims to improve the ability of enterprise to respond to new requirements
quickly and effectively by providing a clear definition of desired change, identifying the
impacted component and measuring the actor performance. The approach consists on an
actor-centered Process to Support Changes called “PSC” based on performance
assessment. The performance assessment is driven by actor’s competencies. In this
section we will present the sequence of steps of “PSC” to facilitate progression towards
the target and a mathematical equation used for performance assessment.

3.1 Construction of Accompanying Change Process

The process of supporting change (PSC), shown in Fig. 1 is a simple, repeatable
process that consists of impact analysis that results in recommendations to guide
changes.

The PSC consists of three phases detailed in several steps inspired from compe-
tence management process and performance assessment process:

• Change Definition Phase: In order to understand change concept we are interested
in Regeves’s taxonomy based on flexibility. It focuses on changes that may occur
during the life cycle of a business process [27]. The change is presented in several
dimensions such as the change’s subject for instance the change may involve
process activities (functional dimension), the control flows (behavioural dimen-
sion), process data (informational dimension) or the various protocols used in the
process (operational level), etc. And The change’s properties for example the degree
of change that can be partial, total or radical when creating a new process, the
duration of change that can be temporary or permanent, and the swiftness of
change’s implementation that can be either immediate or deferred and the antici-
pation of change that can be planned or ad hoc. This first phase serves a key role
facilitating the definition of the change. This phase aims to clearly identify the
subject, the nature and the type of the change. This stage needs collaboration
between leadership and various stakeholders to clearly identify and prioritize needs
of change and to formulate the set of change plans. So, the change definition phase
contains three steps: (i) the identification of the change’s type that specifies the type
of action to perform: update, addition, deletion; (ii) the identification of the change’s
nature which includes a description of change’s properties and (iii) and the iden-
tification of the subject to change that identifies the various aspects involved in the
change. So once the change is identified, the impact assessment phase starts.

• Impact assessment Phase: In general, the change occurs in intentional level (busi-
ness objectives) to the operational level (enterprise business processes) which is
supported by the information system. This means that a change occurs on one of the
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three levels and will affects the remaining levels. The impact assessment is based on
the knowledge of the existing level of actors’ competence and the target level
required because of changes which influences the strategies and/or business process

Fig. 1. Steps of the supporting change‘s process
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and/or computer system. Thus, regardless of the trigger level of change (business,
infrastructure or strategic), an assessment of the change’s impact should be
implemented to facilitate the success of this change. This phase is composed of a
first analysis activity that clarifies all impacted entities according to the existing
situation. This activity is based on the identification of the impacted stakeholders
processes and computer Systems; recognizing required and acquired competence
and the performance assessment. At this level we will detail the steps of assessing
performance. For that we are oriented to Performance Measurement Process.
A performance measure is composed of a number and a unit of measure. The
number gives us a magnitude (how much) and the unit gives the number a meaning
(what). Performance measures are always tied to a goal or an objective (the target).
This step involves performing several activities. Each performance measurement
consists of a defined unit of measure and collected raw data. These allow computing
performance as follows: (i) collect the necessary data; (ii) identify metrics;
(iii) Calculate existing performance and (iv) Calculate target performance.

• Validation Phase: Validation is an activity of decision support. In this phase, the
quantification of the change’s impact is performed. The validation is based on
mathematical models to make predictions about the impact on performance. Pre-
dictions identify a set of proactive actions based on the obtained results. The
mathematical model adopted will be explained in the next section.

3.2 Performance Assessment Based on Actor’s Competence

In order to determine the relation between competence, actor and performance, we
focus on enterprise models. We notice that there is an evolution with regards to actors’
considerations in enterprise models. We estimated that every model was interested in
actors in a definite point of view. The construction of enterprise models oriented
competence is motivated by practical needs such as a better definition of enterprise
modeling concepts, engineering methods and competence oriented business processes,
clarification of the role of competence and its components and direct integration of
human resources aspects with the objective to manage and control competence. These
findings have allowed us to identify the elements that should be considered to define
the performance of the actors. So, The performance of the actor is well connected with
the actor’s entity and especially the actor’s roles and the required/acquired compe-
tences. The performance of the actor is also linked to the business component via the
“role” entity. This entity assigns an actor to a business process activity. This assign-
ment depends on required competence for a given role. Another aspect related to the
actors must be taken into consideration regarding actors’ interactions. We can identify
two main types of interactions: Horizontal interactions based on the concept of
teamwork and vertical interactions based on hierarchical relations. These interactions
lead us to the collective dimension of competence. In order to emerge and develop,
collective competence involves conditions for the creation of appropriate combinations
of individual competencies.

So the actor performance depends on:
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• The actor type: So we suggest to consider a coefficient “ν” that reflects the actors’
type (individual or team; internal or external). This coefficient value varies
depending on the enterprise type.

• The assigned role: we suggest presenting the importance rate of each actor’s role by
the coefficient “η”. It is based on the extent and nature of the activity.

• The competence concept: So we suggest considering various factors such as:
– A value “θ” that reflects the type of competence (collective, individual, etc.).
– A competence’s importance rate “Ϭ” is determined according to the compe-

tences’ family rates. EMSI [28] present for instance 5 competence families
related to the design, operations, the infrastructure, the business and the
management.

– A competence’s level of an actor such as: novice, junior, expert, etc. is presented
by the variable “μ”.

The global actor performance Pc can be presented as shown in the Table 1.

Table 1. Performance description
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Pacl depends on the considered change’s scenario, change level and change fea-
tures. In addition, it is based on a set of business rules specific to each enterprise. These
business rules are based on a set of a given KPIs and metrics. So in order to measure
competence performance, we agree to implement business rules and to deploy them as
services. Depending on changing scenario the invocation of a set of services will allow
us to get a performance value.

(1), (2) and (3) allow us to define the global actor performance as follows:

Pc ¼ gv
Xn

k¼0

Xm

l¼0

Ac
k

l
hkllFðAcl; rl; llÞ

3.3 Validation

In the EA context, our approach aims to help managers who intended to make decisions
about change’s applications. The main basis for a good management is anticipation.
We recognize tow type of anticipation prediction (anticipation in space) and prevision
(anticipation in time). Hierarchical linear model (HLM) allows us to study the rela-
tionship between an explained variable y and an explanatory variable x within a group
of individuals.

For an actor “i” with a performance Pci inferred from competence we have a global
actor performance Paci. So, we aim to determine the linear regression. Regression is
used to create mathematical models and make forecasts on the change’s impact on
performance. Linear regression attempts to model the relationship between two vari-
ables by fitting a linear equation to observed data. One variable is considered to be an
explanatory variable, and the other is considered to be a dependent variable [29]. In our
case, we think that the global actor’s performance is an explained variable and the
competence’s performance is the explanatory variable. So we propose the following
equation:

Pci ¼ aPaciþb

The estimation of a and b allows us to draw regression lines for a set of actor
performance assessment. The relevance and significance of this regression line consist
in the verification of the calculated performance pertinence using the proposed math-
ematical model and the credibility of forecast based on this model.

4 Developed Prototype

4.1 Prototype and Developed Interfaces

The prototype development is done in the context of an internship in a shipping
company. The architecture of the solution as shown in Fig. 2 includes a web com-
ponent that sets the desired change’s scenario; a business component consists of
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business rules which can perform calculations of performance and an integration
component consists of a mediation which provides a set of service to be consumed by
the developed prototype. All these components interact with a given database in which
we save the computed values in order to perform regression calculations.

The user can define the change scenario in a web form. This description represents
the input of the PSC. The form allows the user to define the type, the subject and the
nature of the change scenario. In this Table 2 we will present some services used in our
use case.

In order to get responses, the SCP runs and invokes the appropriate Web services.
In fact each business rules used in performance assessment is exposed by a web service
in order to make easier its exploitation. By doing that we minimize the impact of
business rules modification because we have separated web services.

4.2 Results Interpretation

For a set of actors we calculate the global performance and the competence’s perfor-
mance. These values allow us to calculate for each actor the slope b and the intercept a
of the regression line. These lines are presented in the Fig. 3.

For this, the linear correlation coefficient is calculated.

qi ¼
covðPaci;PciÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðPciÞvarðPaciÞ

p

The interpretation of ρ allows us to plan the actions to take:

• If ρ = 0 then there is no impact.

Fig. 2. Prototype overall architecture
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• If ρ tends to 1 then the change is beneficial.
• If ρ tends to −1 then preventive action must be planned such as training, recruitment

or outsourcing, depending on the situation.

5 Conclusion

At present, there is no other management best practice, other than EA, that can serve as
a context for enterprise-wide planning and decision making. The EA becomes a cat-
alyst for consistent methods of analysis and design, which are needed for the organi-
zation to remain agile and effective with limited resources. The proposed approach is to

Table 2. Services’ description

Service Input/Output Business rules

Getactorratebyexperience
(id,y)

The Input is composed of an
actor identifier (id) and the
years of work experience
(Y)

The Output is an Actor rate

For every year of work we
add 10 % to the actor rate. If
the work period exceeds 10
years than the actor rate is
100 %

Getcompetencerate(,
idcompetence,
IdFamily)

The Input is composed of a
competence identifier
(Idcompetence) and the
competence family
identifier (Idfamily)

The Output is a competence
rate

For each competence family
we assign a rate value:
infrastructure 20 %, design
50 %, business 90 % and
management 100 %

SelectEligiblector
(Idactivity)

The Input is composed of an
activities’ identifier
(Idactivity)

Output: a Set of actor Id

Every actor that has the
suitable competence can be
assigned to the activity. An
actor cannot be assigned to
more than 4 activities in a
week

Fig. 3. Regression lines
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build a process in order to support change. This process is based on performance
assessment. We have defined a relation between the performance of the actor and his
competencies. We consider that the actor, the role and the competence are the key
elements that allow us to predict the impact of change. We also think that knowledge of
existing and/or the target competence of all involved actors in a business process
greatly facilitate the management of all improvement approaches especially in the EA
context. The proposed approach in this paper will be improved. We are implementing a
BPEL Process in order to synchronize web service used in the calculation of the
competence’s performance and we are treating semantic dimension of collected data by
developing an ontology oriented competence. The ontology Integration in the process
will guarantee a semantic interoperability.
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Abstract. Following the crisis in 2008, the financial industry has faced
growing numbers of laws and regulations globally. The number and complexity
of these regulations is creating significant issues for governance, risk and
compliance management in almost all industrial sectors; however some of these
sectors are characterized by being heavily-regulated including the financial
industry. This paper proposes a semantically-enabled compliance management
framework. In the heart of the framework is an integrated semantic repository
incorporating regulatory, business and compliance knowledge; i.e., CMKB. The
approach is underpinned by legal Subject Matter Experts (SMEs) interpreting
financial regulations and encoding them in the Semantics of Business vocabu-
lary and Business Rule (SBVR) standard. As a proof-of-concept, we have
integrated the SBVR and CMKB repositories with a validated compliance
solution for design-time compliance verification. However, the approach could
be integrated with other compliance solutions at different phases of the business
process lifecycle.

Keywords: Business process compliance management � Financial services �
Semantic compliance management � Compliance patterns � SBVR

1 Introduction

The global regulatory environment has grown in complexity and scope since the
financial crisis in 2008. This is causing significant problems for organisations in the
financial industry, as the complexity of hard and soft regulations little understood or
appreciated [1]. Take, for example, that the Dodd-Frank Wall Street Reform and
Consumer Protection Act of 2010 has an estimated 1,500 provisions and 398 rules,
which are being drafted by relevant regulatory agencies—approximately 40 % of these
rules are in force in 2013 at the time of writing1. The U.S. Bank Secrecy Act
Anti-Money Laundering (AML) rules are equally complex and far-reaching, with a raft

1 http://www.usatoday.com/story/money/business/2013/06/03/dodd-frank-financial-reform-progress/
2377603/.
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of major banks found not to be in compliance in 2012. Standard Chartered Bank,
London, for example, was fined a total of $459 million by U.S. regulators in December
2012. Worse still HSBC Holdings Plc. had pay a record $1.92 billion in fines to U.S.
regulators for similar anti-money laundering offences.

In a broader perspective, compliance is about unambiguously ensuring confor-
mance to a set of prescribed and/or agreed upon rules [2]. These rules may originate
from various sources, including laws and regulations, standards, public and internal
policies, partner agreements and jurisdictional provisions. To address this emergent
business need, many organizations typically achieve compliance on a per-case basis
resulting into myriad ad-hoc solutions. In practice, these solutions are generally
handcrafted for a particular compliance problem, which creates difficulties for reuse
and evolution. Furthermore, compliance and business concepts may be treated differ-
ently by different stakeholders, this ambiguity results in inconsistency, which makes it
infeasible to share and re-use business and compliance specifics. All these problems
make it infeasible for automated compliance checking and analysis at any of the phases
of the BP lifecycle; design-time, runtime and off line monitoring.

In this paper, we draw our ongoing research to propose a generic semantically-
based compliance management framework, which addresses a number of important
compliance challenges:

• Compliance Requirements Interpretation: Compliance requirements embedded in
regulatory sources are often high-level, vague and sometimes ambiguous [1].
Hence, they require interpretation by legal subject matter experts (SMEs) in col-
laboration with business SMEs. We have developed and field-tested an approach to
capturing compliance requirements in a structured natural language using the
Semantics of Business Vocabulary and Business Rules (SBVR) standard [3]. This
interpretation approach is integrated into a semantic compliance management
framework. Encoding interpreted regulations in a structured natural language sig-
nificantly improves communications between different stakeholders, removes any
potential ambiguity in interpreting regulations and enables the sharing and reuse of
compliance knowledge.

• Compliance Management Knowledge Base: The need to manage regulatory and
compliance data especially in the financial industry exceeds the abilities of current
information systems. Our research indicates that a framework for compliance
management should be founded on a semantic knowledge base that incorporates
and integrates a set of ontologies capturing the different perspectives of the com-
pliance and business spheres (cf. [4]). In the heart of the framework is a uniform
conceptualization of the process and compliance space, enabling the sharing and re-
use of compliance and business knowledge, the elimination of any ambiguity, and
improves the level of automation.

• Proof of Concept implementation: As a PoC, we have applied the SBVR inter-
pretation approach on an Anti-Money Laundering (AML) case study relevant to the
financial industry. And we have integrated CMKB to a well-recognized approach
[5] in the compliance research community for automated design-time compliance
verification. Our results show that the SBVR interpretation approach and CMKB
could be smoothly instantiated and integrated with the compliance verification

172 A. Elgammal and T. Butler



approach proposed in [5], which utilizes a pattern-based compliance language as an
intermediate layer between SBVR statements and their formal representations
(LTL). This ascertains the feasibility and applicability of our framework. It is worth
noting that the framework is generic and we are working on its realization for
runtime compliance monitoring.

The rest of this paper is organized as follows: The semantic compliance manage-
ment framework is presented in Sect. 2. A simplified AML BP model, which we have
also developed (based on the Financial Action Task Force (FATF) 40 recommenda-
tions2) is presented in Sect. 3, and acts as a running scenario throughout this paper.
Section 4 applies the approach on the running scenario. Section 5 presents the status of
our implementation and validation efforts. Related work is discussed in Sect. 6. Finally
conclusions and future work are highlighted in Sects. 7.

2 Semantic Design-Time Compliance Management
Framework

Figure 1 presents a high-level view of the generic semantic compliance management
framework. As shown in Fig. 1, the CMKB knowledge base represents the backbone of
the framework, which incorporates and integrates a set of ontologies to capture the
different perspectives of the compliance and business spheres. There are two primary
abstract roles (SMEs) involved: (i) a business expert, who is responsible for defining
and managing BP in an organization, and (ii) a compliance/legal expert, who is
responsible for refining, interpreting, specifying and managing compliance require-
ments in close collaboration with the business expert. Given the semantic knowledge
base and the SMEs involved, there are four major iterative steps:

1. The refinement and interpretation of relevant compliance sources and then encoding
interpreted regulations in a Structured Natural Language (SNL); SBVR.

2. The specification of interpreted SNL statements in a formal language to enable their
automated verification and analysis against impacted BP models.

3. The definition of new business processes or the re-use of existing ones.
4. The automated compliance checking of formally-represented compliance require-

ments against the impacted business process models.

Figure 2 represents one possible refinement of the generic sematic framework,
which instantiates each of the major compliance-related steps described in Fig. 1. The
top right hand-side of Fig. 2 represents the CMKB, highlighting one of the main
contributions of this paper. CMKB incorporates two main ontologies, represented in
the Ontology Web Language (OWL2.0). As a PoC, we have focused on the financial
domain. Therefore, these ontologies capture the regulatory and the financial business
domain; i.e. the Financial Industry Regulatory Ontology (FIRO) and the Financial
Industry Business Ontology (FIBO)3.

2 FATF recommendations: http://www.fatf-gafi.org/topics/fatfrecommendations/.
3 FIBO: http://www.omg.org/hot-topics/fibo.htm.
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FIBO is a collaborative initiative led by industry members of the Enterprise Data
Management Council (EDMC) in collaboration with the Object Management Group
(OMG). FIBO aims to bridge the language gap between business and technology by
capturing business meanings, rather than being a mere data dictionary. The main
components of FIBO are: (i) a Business Conceptual Ontology (FIBO-BCO), (ii) a
web-accessible business presentation layer, (iii) a set of operational ontologies, and
(iv) the FIBO Object Management Group Specifications. The web-accessible business
presentation layer is the EDM Council Semantics Repository. It presents FIBO-BCO,
alongside its OWL representation, in a business readable format that avoids technical
representations or the need to learn new languages.

FIBO is an adopted OMG standard. The development of FIRO is paralleling that of
FIBO and is also intended to be submitted to OMG for standardization. However,
FIRO is focusing on capturing the semantics and regulatory rules from regulations
focusing on the AML domain, in line with the problems being experienced in the
industry. As shown in Fig. 2, FIRO and FIBO represent the Terminological part
(TBox) of the CMKB. Instances of FIRO and FIBO populate the Compliance
Requirements Repository (CRR), and Business Process Repository (BPR), representing
the Assertional part (ABox) of the knowledge base. Figure 2 integrates the design-time
compliance management in [5] as one possible realization of the generic semantic
framework (Fig. 1).

Compliance practices may commence with the interpretation of compliance con-
straints into a set of organization specific compliance requirements (‘Step 1’ in Fig. 2).
This step is achieved by following the SBVR interpretation approach we propose and is
detailed in Sect. 4.1 for interpreting regulations and encoding them in SBVR.
Following [5], the approach enables automated design-time compliance verification.

1. Disambiguation 
and Interpretation in 
a Structured Natural 

Language

2. Specification of 
interpreted

regulation in a 
formal language

4. Formal 
Verification over 

business processes

3. Design new 
business processes 
or use existing ones

Compliance
/ Legal 
Expert

Business
Expert

Semantic Compliance Management Knowledge Base

Feed in

Feedback Loop, guidance to redesign 
the business processes

Informs

Fig. 1. Generic semantic design-time compliance management framework
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This includes checking interpreted compliance requirements (represented in SBVR as
proposed in this paper), against BP designs. ‘Step 2’ of the framework addresses this
significant challenge. This can be basically achieved by utilizing formal reasoning and
verification techniques. However, formal languages are well-known of their difficulty
and complexity, therefore in [5] a pattern-based graphical compliance language
(CRL) is introduced, which enables the abstract specification of compliance constraints.
CRL is formally grounded on Linear Temporal Logic (LTL), therefore, from CRL
expressions capturing SBVR statements, corresponding LTL formulas are automati-
cally generated for automated verification by means of model checkers.

‘Step 3’ involves the design of relevant BP models. As a PoC, we adopt BPMN
v2.0. As shown in ‘Step 4’ of Fig. 2, BPMN models is then mapped into a formal
representation (Promela code as proposed in [5]) and SPIN model-checker is adopted
for compliance checking. Having the verification results from the model-checker, the
SMEs can then alter the BP model to resolve any detected compliance violation.

3 Money-Laundering Detection Process: Running Scenario

Anti-money laundering is a pressing concern to any organization operating in the
financial industry, as it is tightly adjunct to terrorism and proliferation financing. Despite
the fact that it is not possible to precisely quantify the amount of money laundered every
year, in [6], it has been shown that billions of US dollars certainly are. On-going work in
GRCTC in collaboration with respectable Irish financial organizations focuses on
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developing an end-to-end AML business process encoded in the BPMN v2.0 standard,
which is established based on best practices and the Financial Action Task Force (FATF)
40 recommendations.

Figure 3 presents the money laundering detection and reporting BPMN process.
The process proceeds as follows: it starts by a customer initiating a money transfer.
Once the order is received by the bank, and if the order amount is greater than a given
threshold (interpreted as 5 k Euros in our BPMN model), an automated check is carried
out to detect if the transaction is suspicious. If the automated module detects that the
transaction is suspicious, an authorized personnel is required to re-check the transaction
manually by reviewing clearance records and all other available records, and contacting
the customer for further information, if necessary. If the transaction is proved to be
suspicious, the transaction is flagged as suspicious and then deferred, and a Suspicious
Activity Report (MSB) is sent to FinCEN4. The customer will be notified in both cases
on the status of her transaction, while retaining all supporting documents in case they
are requested by FinCEN during its investigation. Next, Sect. 4 presents some of the
AML compliance requirements of the U.S. Patriot act of 2001 that are relevant to this
BPMN model.

4 Application on the Case Study

As outlined in Sect. 2, the design-time compliance management practices commence
with legal experts (SMEs) interpreting and refining relevant compliance requirements
to produce a set of concrete organization-specific constraints that a financial services
organization has to comply with. Figure 3 introduced a part of the AML BPMN
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4 Financial Crimes Enforcement Network: http://www.fincen.gov/.
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process. Next in Sect. 4.1, the adopted refinement methodology that is followed by our
legal SMEs is summarized, and the SBVR representations of some of these constraints
are presented. Then, the representation of the SBVR specifications as pattern-based
expressions (in CRL) is discussed in Sect. 4.2.

4.1 Interpretation and Refinement of the AML Financial Regulations

Legal SMEs play an important role in addressing the complexity of regulations and
more precisely in consolidating and making sense of regulatory text. SMEs follow an
interpretation methodology consisting of the following tasks:

• Follow reference chains in regulations and produce self-contained sentences.
• Define terms iteratively until all confusions are clarified.
• Identify, describe and constrain relationships between terms.
• Capture regulatory requirements using the vocabulary from previous steps.

Table 1 presents four interpreted compliance requirements of the U.S. Patriot act of
2001 that are relevant to the BPMN model in Fig. 3 (R4 below is coming from the
Bank’s internal policy). SBVR [3] is an OMG specification for a Business Natural
Language. SBVR defines a Concept as a ‘unit’ of knowledge created by a unique
combination of characteristics.

The two main categories of concepts in the SBVR meta-model are Noun and Verb:

• Noun Concepts are a group of things in the domain of discourse or the domain of
interest. For example: regulator, financial institution, etc. Individual Noun Concepts
are a particular type of Noun Concepts representing actual entities or individuals.
E.g., Wells Fargo Bank (Regulated Entity).

• Verb Concepts (or Fact Types) capture the relationships between Noun Concepts.
For example, the Verb Concept ‘money services business submits suspicious activity
report’ captures the submission relationship between a money services business and
a suspicious activity report.

Table 1. SBVR specification of the AML compliance requirements

ID SBVR Specification

R1 It is obligatory that each money services business reports a suspicious transaction that
involves or aggregates funds of at least $5,000

R2 and It is obligatory that the identification of the suspicious transaction is identified
from a review of clearance record or other record of money order that are sold and
processed

R3 It is obligatory that each money services business maintains each copy of each
Suspicious Activity Report-MSB filed and original record or business record
equivalent of any supporting documentation

R4 It is obligatory that each money services business notify the Customer with either the
acceptance or deference of the money order
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Typically an SBVR document has two parts: a Vocabulary and a Rulebook.
An SBVR Vocabulary is a Terminological Dictionary where entries are Noun Concepts
and relationships represented by Verb Concepts. It also contains Definitional Rules—
which constrain, in the form of alethic modalities (modifiers such that ‘it is necessary
that’, etc.)—and related advices of possibility. An SBVR Rulebook is a set of guidance
statements containing behavioural rules in the form of deontic modalities (e.g. it is
obligatory that, must, etc.) and advices of permission/prohibition.

SBVR relies on text styles to visually identify elements from the SBVR Meta-
model. In Table 1, Noun Concepts are underlined with a single line. Individual Noun
Concepts are doubled underlined. The verb part of a verb concept is in italic-bold font
face. Keywords are in a bold font face.

4.2 Pattern-Based Specification of SBVR Statements

After the refinement of compliance constraints and encoding them in SBVR as a
structured natural language-such that concepts and verbs used in SBVR specifications
are coming for the underlying CMKB ontologies-the underpinning ontologies and
SBVR specifications could be used as the backbone of any compliance solution at any
of the BP lifecycle phases; design-time, runtime and offline monitoring. As a PoC, we
have integrated our approach to the design-time verification framework proposed in [5].
To facilitate the work of the compliance experts as proposed in [5], they may apply and
combine compliance patterns. This serves as an auxiliary step to represent interpreted
compliance requirements into their formal statements (as LTL formulas for our case).

Table 2. Representing SBVR specifications in CRL and generated LTL rules
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These CRL expressions are automatically transformed into LTL formulas. Due to
space limitations, we will explain CRL by applying it on the SBVR specifications
produced in Table 1. Table 2 presents the textual representation of these SBVR
specifications using compliance patterns, and the automatically generated LTL rules
[7]. G, F, U, X in Table 2 correspond to ‘always’, ‘eventually’, ‘until’ and ‘next’
temporal modalities, respectively. LeadsTo, isFollowedBy and MutexChoice are
examples of the compliance patterns used in Table 2. The mapping scheme of the
compliance patterns used to represent compliance requirements R1-4 into LTL for-
mulas are presented in Table 3. P and Q in Table 3 (and their instances in Table 2) are
basically compliance and/or financial business concepts coming from the CMKB
Knowledge base (cf. Figure 2).

5 Implementation

The implementation of an integrated tool-suite as a PoC and an instantiation artefact of
the semantic compliance management approach proposed in this paper is a first key
step towards its validation and evaluation. Figure 5 shows a high-level architecture
view of the interacting components of the prototypical implementation. Designs for
Management™ (DesignsForManagement.com) is an SBVR-based application that is
used to ensure that the SBVR regulatory business vocabulary, and the regulatory
guidance rules content are complete, consistent and compliant with SBVR standard.

Having interpreted compliance requirements encoded in SBVR using concepts
from the CMKB, compliance experts can then use the graphical Compliance Rule
Manager (CRM) [5] to build pattern-based CRL compliance expressions5. The upper
left-hand side part of Fig. 2 depicts the internal architecture of the CRM, its

Table 3. A subset of CRL‘s compliance patterns and their mapping rules into LTL

Compliance
pattern

Description LTL representation

P LeadsTo Q P must always be followed
by Q

G P ! F Qð Þð Þ

P Precedes Q Q must always be preceded
by P

:Q U Pð Þ _ G Pð Þ

P IsAbsent P should not exist
throughout the BP model

G :Pð Þ

P isFollowedBy
Q

P is directly followed by Q G P ! X Qð Þð Þ

P MutexChoice
Q

Either P or Q exists but not
any of them or both of
them

F Pð Þ ^ G : Qð Þð Þð Þ _ F Qð Þ ^ G : Pð Þð Þð Þ

LeadsTo, Precedes and isAbsent compliance patterns and their mapping rules are based on
Dwyer property specification patterns [8]

5 http://eriss.uvt.nl/compas/.
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components, and their interaction
with the semantic compliance man-
agement knowledge base. The CRM
comprises two sub-components:
Compliance Rule Modeller and Text
Template Transformation Toolkit.
The Compliance Rule Modeller is a
graphical modeller that is used to
visually design and create pattern-
based expressions of compliance
requirements in a drag-and-drop
fashion.

Operands used in building CRL
expressions constitute instances of
concepts defined in the compliance
and financial business ontologies
(FIRO and FIBO as described in
Sect. 2). Figure 4 presents a snapshot
of EDM’s implementation of the
FIBO business entities ontology6.

From graphical CRL expressions
capturing interpreted compliance
requirements in SBVR, correspond-
ing formal rules (i.e. LTL rules) and
other meta-data information are
automatically generated by CRM.

As shown in Fig. 5, the WSAT7

tool will then be used to map BP
models into promela code, and SPIN
model Checker will check the com-
pliance between the LTL rules
(capturing compliance requirements)
and the promela code (capturing the
BP model).

Several experiments are ongoing
to validate the feasibility and utility
of the approach presented in this
paper. This includes an experiment
that concerns itself with encoding
the U.S. Bank Secrecy Act Anti-Money Laundering (AML) in SBVR. Future experi-
ments will involve the application of the approach on large scale case-studies provided
by GRCTC’s industrial partners. Another experimental direction is the integration of our

Fig. 4. EDM implementation of FIBO business
entities ontology

6 https://www.youtube.com/watch?v=bNeHmvdX69E.
7 http://www.cs.ucsb.edu/*su/WSAT/.
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semantic compliance approach with dominant frameworks for runtime and offline
compliance monitoring. This will allow us to validate the applicability and utility of our
approach, and detect the limitations and possible enhancement and extension points.

6 Related Work

With the increase in attention paid to the role of compliance in organizations, several
work efforts have been produced in the area of compliance management, attempting to
address the current needs of organizations. Since the main contributions of this paper
are: (i) providing a set of business and compliance ontologies as the backbone of any
compliance solution; CMKB, and (ii) using a structural natural language for encoding
refined regulations that are interpreted by legal SMEs, who use concepts and rela-
tionships from the CMKB; therefore, the next discussion will focus on related-work
efforts in these two areas, by aligning them to the work in this paper.

Notably, the COSO framework is an early work introduced as a key guidance to
establish internal control systems in organizations. The COSO framework does not
propose concrete model to describe compliance concepts, however, it elucidates the
way the organization progresses from objectives, abstract requirements, to controls
instituted into the processes. Other initiatives, such as COBIT and OCEG’s GRC
provide a governance model with control objectives for particular domains.

In [9], a compliance conceptual model is introduced to manage and connect
compliance and business process concepts. The authors identified a set of first class
entities and relations in business process compliance. The set of relationships among
these entities are also identified and structurally represented. Similarly, a compliance
conceptual model is proposed in [10] based on OCEG’s GRC framework. The REALM
model is proposed in [11], which constitutes (among others) a concept model and

Fig. 5. A high-level architectural view of the implementation
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metadata. The concept model captures the concepts and relationships related to a
certain domain (domain ontology), which are used to build up compliance rules. In
[2, 12] a compliance refinement methodology and compliance conceptual model is
proposed based on the COSO framework.

These approaches particularly address the management of compliance specifics, but
no refinement methodology is proposed (except for [2, 12]). Furthermore, we consider
the SBVR [3] standard as an integral part of a semantically-based compliance man-
agement framework. SBVR is a structured natural language that enables the sharing
and re-usability of compliance knowledge, removes any ambiguity, which facilitates
the communication between different stakeholders.

A parallel stream of research uses semantic technologies to model the business and
compliance space and possibly check the satisfaction of structural compliance con-
straints. Semantic technologies have the main objective of providing a uniform rep-
resentation of an organization process space at a semantic level mainly for knowledge
sharing and reusability. The core idea is to use an ontology language, e.g. the Ontology
Web Language (OWL) standard to represent relevant process and compliance ontol-
ogies. OWL is formally grounded on Description Logic (DL); therefore, compliance
requirements can also be specified in DL or a semantic rule language such as SWRL.
Then OWL automated reasoning tools, e.g. FaCT++, Pellet, can be used to check the
compliance. Prominent work efforts in this direction are [13–16]. However, as pointed
out in [15] ontology languages, such as OWL and DL can only capture the structural
part of a specific domain. They are not particularly suited to capture the dynamic
behaviour, which concerns itself with how the flow proceeds within a process.
Behavioural aspects can be better captured using formal languages for workflow, such
as petri-nets and state machines.

The semantic compliance management framework proposed in this paper utilizes
semantic technologies to provide a uniform conceptualization of the process and
compliance space; facilitates the interpretation of compliance requirements and encodes
interpreted regulations in the SBVR standard. As a PoC, we have integrated the SBVR
interpretation methodology and the semantic CMKB to a well-experimented
design-time compliance verification approach in [5], which is capable of specifying
and verifying structural and the behavioural compliance constraints.

The body of research on compliance management has been intensive especially
after the financial crisis in 2008, and many research projects have been/are running to
fill in this gap, e.g. COMPAS, SeaFlows…etc. Providing a compliance verification/
checking solution is not the main focus of the paper, therefore, we have integrated the
design-time checking approach in [5], due to the maturity of the approach and its
recognition by the research community. Other prominent work examples addressing
design-time compliance management include: [11, 17–19]. For a detailed analysis of
design-time and runtime compliance management approaches, we refer the reader to
[20, 21], respectively.
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7 Conclusions and Future Work

Business process compliance management is an emergent business need, as it has been
witnessed that without explicit BP definitions, effective and expressive compliance
frameworks, organizations may face litigation risks and even criminal penalties.
Financial institutions usually operate in highly-regulated environments and are gov-
erned by large number of regulatory requirements, which raise many complex research
and development problems. These problems became more challenging after the
financial crisis due to the enactment of a broad body of strict financial regulations.

It is worth noting that the approach presented in this paper is also applicable on
compliance problems in other industrial sectors rather than the financial industry. This
can be enabled by building relevant business ontologies; e.g., healthcare ontology,
manufacturing ontology…etc. This paper contributes by an integrated semantic man-
agement framework focusing on the financial industry. This can serve as the backbone
of any financial compliance solution at any of the stages of the BP lifecycle;
design-time, runtime and offline monitoring. CMKB provides a uniform conceptuali-
zation of the regulatory and business compliance space, enables the sharing and
reusability of this knowledge, and improves the level of automation. Furthermore, the
interpretation of financial regulations and encoding interpreted regulations in a struc-
tured natural language using concepts from CMKB, i.e., the SBVR standard, removes
any ambiguity and significantly facilitates the communication between different
stakeholders.

As a PoC, we have incorporated our sematic approach to the design-time com-
pliance verification framework proposed in [5]. This approach adopts a pattern-based
compliance specification language, which significantly facilitate the work of the
experts. The expressive power, efficiency and the computational complexity of the
approach will depend heavily on the underlying formal languages and reasoning
techniques. While it takes some time and effort to build relevant business and com-
pliance ontologies, and to interpret relevant regulatory bodies in SBVR, however, it is
one time investment, which will pave the way for subsequent analysis and reasoning
techniques, and eliminate much potential for errors and mistakes.

Future work involves the further evaluation and validation of the approach pro-
posed in this paper by its application on large-scale case studies provided by GRCTC’s
financial partners. Future work also focuses on the integration of the semantic
design-time compliance management approach proposed in this paper with the sub-
sequent runtime and offline monitoring phases.
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Abstract. In this paper we tackle the problem of reconstructing infor-
mation about incomplete business process execution traces proposing an
approach based on action languages.

1 Introduction

In the last decades, the use of IT systems for supporting business activities
has notably increased, thus opening to the possibility of monitoring business
processes and performing on top of them a number of useful analysis. This has
brought to a large diffusion of tools that offer business analysts the possibility
to observe the current process execution, identify deviations from the model,
perform individual and aggregated analysis on current and past executions, thus
supporting process model re-design and improvement.

Unfortunately, a number of difficulties may arise when exploiting information
system data for monitoring and analysis purposes. Among these, data may bring
only partial information in terms of which process activities have been executed
and what data or artefacts they produced, due to e.g., manual activities that are
scarcely monitorable and therefore not present in within the information system
data.

To the best of our knowledge, none of the current approaches has tackled
the latter problem. Only recently, the problem of dealing with incomplete infor-
mation about process executions has been faced by few works [1,2]. However,
either the approach proposed in these works relies on statistical models, as in [1]
or it relies on a specific encoding of a particular business process language, with
limited expressivity, as in [2].

In this paper we tackle the problem of reconstructing information about
incomplete business process execution traces, proposing an approach that, lever-
aging on the model, aims at recovering missing information about process exe-
cutions using action languages. In order to address the problem we exploit the
similarity between processes and automated planning [3], where activities in a
process correspond to actions in planning. A (complete) process execution cor-
responds to a sequence of activities which, starting from the initial condition,
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 185–191, 2015.
DOI: 10.1007/978-3-319-22885-3 16
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leads to the output condition satisfying the constraints imposed by the workflow.
Analogously, a total plan is a sequence of actions which, starting from the initial
state, leads to the specified goal.

Given a workflow and an observed trace, we provide an algorithm to con-
struct a planning problem s.t. each solution corresponds to a complete process
execution and vice versa. In this way, by analysing all the possible plans we can
infer properties of the original workflow specification. The advantage of using
automated planning techniques is that we can exploit the underlying logic lan-
guage to ensure that generated plans conform to the observed traces without
resorting to an ad hoc algorithm. In the literature different languages have been
proposed to represent planning problems and in our work we use the language K
based on the Answer Set Programming engine DLV K (see [4]). The language
is expressive enough for our purposes and the integration within an ASP system
enables a flexible and concise representation of the problem.1 On the other hand,
the main ideas behind the encoding are general enough to be adapted to most
of the expressive planning languages.

We focus on block structured workflows which, broadly speaking, means that
they are composed of blocks, where every split has a corresponding matching
type join, and of loops with a single entry and exit points ([5,6]). This assump-
tion rules out pathological patterns that are notoriously hard to characterise
(e.g. involving nested OR joins); but they provide coverage for a wide range of
interesting use cases.

2 The Problem and Its Encoding Using Planning

In this section we report a description of the problem and its encoding in K .

The Problem. We aim at understanding how to reconstruct information of
incomplete process execution traces, given some knowledge about the process
model. The input to our problem consists of an instance-independent component,
the process model, and an instance-specific component, i.e., the (partial) input
trace.

Process models we deal with in this paper are described in the YAWL lan-
guage [5]. YAWL is a workflow language inspired by Petri Nets, whose main
constructs are reported in Fig. 1.

Fig. 1. YAWL

As a simple explanatory example of the problem we
want to solve, consider the process described in YAWL in
Fig. 2. The process takes inspiration from the procedure
for the generation of the Italian fiscal code: the registra-
tion module is created (CRM), the personal details of the
subject are added (APD) and, before assigning the fis-
cal code, according to whether it is for a foreigner or for
a newborn, either the passport/stay permit information
(APPD) or the parents’ data (APARD) are added respectively. Once the data

1 A brief introduction of K is available as appendix after the bibliography.
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Fig. 2. A simple process for the generation of the Italian fiscal code.

(APDC) and the fiscal code (AFC) are added, both the user (NU) and the
administrative offices (NA) are notified in parallel, in order to see whether they
have objections; only at this stage, the fiscal code is checked once again (CFC).
If no problem occurs, the module can be registered (RRM), otherwise the fis-
cal code has to be added again and the notification and validation procedure
iterated until successful.

We can suppose that a run-time monitoring system has been able to trace
some knowledge about the execution of this process, by logging only the observ-
able activities ADP and NU , marked in Fig. 2 by using small engine icons. An
example of partial trace listing 3 executions of observable activities and their
observed data, enclosed in curly brackets, is:

APD {name : JohnSmith, f oreigner : FALSE}
NU {name : JohnSmith, f oreigner : FALSE,FC : xyz}
NU {name : JohnSmith, f oreigner : FALSE,FC : xxz}

Exploiting the available knowledge about the process model and the observed
trace, we would like to know whether it is possible (and how) to reconstruct
the missing information of the partial trace. For instance, being aware of the
process control flow in the example and of the fact that the APD and the
NU activities have been executed, suggests that (i) the CRM and the APDC
activities have also been executed; (ii) either the APPD or the APARD activity
has been executed; (iii) AFC, NU , NA and CFC have also been executed at
least once. By inspecting the value of the condition variable (foreigner) after the
split activity, it is possible to understand which branch has been taken among
the two alternative paths, i.e., the one passing through the APARD activity.
Moreover, since the observable activity NU has been executed twice, it is possible
to understand that the loop has been executed two times.

Although in this simple example understanding how to fill “gaps” in the
incomplete trace is relatively easy, this is not the case for real world examples.
For lack of space in this paper we do not include the general encoding but we
aim at providing the intuition on how it is possible to encode complex workflows
so as to understand how to reconstruct the missing information.2

2 The example is not presenting the OR-join which has a rather involved semantics
which we capture in the general case. Full details and proofs are included in [7].
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Translation of Workflows. The key of the bisimulation of the workflow
processes using an action language lays in the fact that the semantics of YAWL is
provided in terms of transition systems, where states are defined in terms of con-
ditions connected to activities. Conditions may contain one or more tokens and
the execution of activities causes the transition between states by moving tokens
from incoming to outgoing conditions according to their type (AND/OR/XOR
join or split). Moreover, block structured workflows are safe in the sense that
no more than one token accumulates in a single condition; therefore we do not
need to keep track of the number of tokens in each condition.

To each activity it corresponds an action with the same identifier. The states
are represented by the inertial fluent enabled(·) ranging over the set of condi-
tions in the workflow. Intuitively, the executability of an action depends on join
conditions over the enabled(·) fluents whose values are manipulated according
to the split conditions.

The encoding is based on the activities in the workflow; each activity with
input and output conditions corresponds to a set of statements. The kind of
join determines the executability of the corresponding action according to the
input conditions; while splits induce a set of causation rules involving the terms
associated to output conditions.

Figure 2 introduces two kinds of patterns: AND and XOR split/join repre-
senting parallelism and decision respectively. In the translation below implicit
conditions are named using the starting and ending activities. Parallelism makes
sure that all the alternative branches are activated by activating all the output
conditions and waiting for all the input conditions before enabling the closing
activities:
caused enabled(afc nu) after afc.
caused enabled(afc na) after afc.
executable cfc if enabled(nu cfc), enabled(na cfc).

All tokens in input conditions are “consumed” by the activities and this is cap-
tured by using strong negation; e.g. for CFC :
caused −enabled(nu cfc) after cfc.
caused −enabled(na cfc) after cfc.

Decision patterns (XOR) select only one condition on the basis of a split pred-
icate associated to the edge and the corresponding join expects just one of the
input conditions to be activated:
caused enabled(apd appd) if foreigner, not enabled(apd apard) after apd.
caused enabled(apd apard) if not foreigner, not enabled(apd appd) after apd.
executable apdc if enabled(appd apdc).
executable apdc if enabled(apard apdc).

The workflow contains two special conditions called start and end respec-
tively. These are encoded in the initial state and goal specification:
initially: enabled(start).
goal: enabled(end)?

Encoding of Traces. Activities are divided in observable and non-
observable. Traces are sequences of observed activities and generated plans
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should conform to these sequences in the sense that observable activities should
appear in the plan only if they are in the traces and in the exact order.

In order to generate plans in which observable activities appear in the correct
order we introduce a set of fluents of the form observed (·,·) where the first
argument is the name of the activity and the second one an integer representing
the order in the sequence. An additional fluent observed (end, k+1) is included
to indicate the end of a trace of length k. The additional fluents are used to
“inhibit” observable actions unless they are in the right sequence. The trace
APD, NU, NU of the example corresponds to the sequence of fluents
observed(apd,1), observed(nu,2), observed(nu,3), observed(end,4)

The additional integer argument is necessary to account for multiple activations
of the same activity in the trace.

All the pre-conditions of the executability conditions for observable actions
are augmented with the corresponding trace fluents:

executable nu if observed(nu, ), enabled(afc nu).

The execution of an observable action should enable the following action in the
sequence and disable the previous one to avoid multiple activations:
caused observed(nu,2) after observed(apd,1), apd.
caused −observed(apd,1) after observed(apd,1), apd.

The value of the flag foreign is not set by any of the activities, but it is necessary
to understand which branch should be activated. Note that, according to the
trace, its value is observed by the first action apd. This fact is encoded by the
causation statement
caused foreign if observed(apd,1).

Finally the initial status and goal should be modified in order to enable the first
observable action and ensure the completion of the whole trace:
initially: enabled(start), observed(apd,1).
goal: enabled(end), observed(end, )?

With the additional constraints related to the observed trace, the planner will
select only plans that conform to the observation among all the possible ones
induced by the workflow specification. In particular, even without any knowledge
about the predicates governing the loop, only plans where the loop is executed
twice are produced.

3 Conclusions and Related Works

The paper aims at supporting business analysis activities by tackling the lim-
itations due to the partiality of information often characterising the business
activity monitoring. To this purpose, a novel reasoning method for reconstruct-
ing incomplete execution traces, that relies on the formulation of the issue in
terms of a planning problem, is presented.

The problem of incomplete traces has been faced in the field of process
mining, where it still represents one of the challenges [8]. Several works (e.g.,
[9]) have addressed the problem of aligning event logs and procedural models.
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In our case, however, both goal and preconditions are different since we assume
that the model is correct.

The reconstruction of flows of activities of a model given a partial set of
information on it can be related to several fields of research in which the dynam-
ics of a system are perceived only to a limited extent and hence it is needed
to reconstruct missing information. We can divide the existing proposals into
quantitative and qualitative approaches.

The former rely on the availability of a probabilistic model of execution and
knowledge. For example, in a very recent work [1], the authors exploit stochastic
Petri nets and Bayesian Networks to recover missing information (activities and
their durations).

The latter stand on the idea of describing “possible outcomes” regardless
of likelihood; hence, knowledge about the world will consist of equally likely
“alternative worlds” given the available observations in time. Among these
approaches [2], the same issue of reconstructing missing information in execu-
tion traces given the process model, has been faced in [2], where the problem
has been tackled by reformulating it in terms of a Boolean Satisfiability Problem
(SAT), rather than by applying a planning approach.

Planning techniques have already been applied to process models in
YAWL [10], by translating workflow tasks into plan actions and task states
into causes and effects, similarly to our approach though with a different plan-
ning technique and purpose. To the best of our knowledge, indeed, planning
approaches have not yet been applied to specifically face the problem of incom-
plete execution traces.

Although preliminary experiments with significantly more complex workflows
than the one used in the paper show that the approach can cope with real
workflows, we plan to perform an exhaustive empirical evaluation to understand
whether the planner can scale up to workflows deployed in practice. Another
aspect to investigate is the different kind of data used in workflows and their
interaction with the observed traces in order to discriminate relevant plans by
augmenting the workflow with annotations.

Overview of Action Language K . The main elements of action languages
are fluents and actions. The formers represent the state of the system which may
change by means of actions. Causation statements describe the possible evolution
of the states and preconditions associated to actions describe which action can
be executed according to the current state. A planning problem in K is specified
using a Datalog-like language where fluents and actions are represented by liter-
als (not necessarily ground). A problem specification includes the list of fluents,
actions, initial state and goal conditions; moreover a set of statements specifies
the dynamics of the planning domain using causation rules and executability
conditions.

A causation rule is a statement of the form
caused f if b1,. . ., bk, not bk+1, . . ., not b� after a1,. . ., am, not am+1, . . ., not an.

where f is either a classical literal over a fluent or false (representing absurdity),
the bi’s are classical literals (atoms or strongly negated atoms, indicated using -)
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over fluents and background predicates and the aj ’s are positive action atoms
or classical literals over fluent and background predicates. Informally, the rule
states that f is true in the new state reached by executing (simultaneously)
some actions, provided that the condition of the after part is true with respect
to the old state and the actions executed on it, and the condition of the if part
is true in the new state.

An executability condition is a statement of the form
executable a if b1,. . ., bk, not bk+1, . . ., not b�.

where a is an action atom and b1, . . . , b� are classical literals (known as pre-
conditions in the statement). Informally, such a condition says that the action is
eligible for execution in a state, if b1, . . . , bk are known to hold while bk+1, . . . , b�

are not known to hold in that state.
A fluent can be declared inertial, expressing the fact that it should stay

true, unless it explicitly becomes false in the new state.
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Abstract. The main objective of e-government information systems is to
provide integrated, transparent, and efficient services to citizens by exploiting
the potential of new information and communication technologies. The current
trend in this field is the use of semantic technologies, especially semantic web
services (SWS) which enable enriching E-Gov services description with addi-
tional semantic information. However, besides making available e-services, a
number of gaps must be filled such as services discovery, integration and col-
laboration. In this paper, we propose a SWS approach to overcome these gaps in
government-to-government (G2G) context which is distributed environment.

Keywords: E-Gov � Semantic web services � Semantic web services
discovery � Matchmaking � Mobile agent

1 Introduction

To face the problems of traditional public administrations such as high costs, poor quality
services and the time consuming tasks, E-government have now been considerably
developed to cover the basic services that should be delivered to citizens and enterprises.
For that, Moroccan Government has launched the strategic plan “Digital Morocco 2013”
in October 2009. Its main objective is to provide efficient e-government services which
meet the expectations and the needs of the business sector and the population at large.
The realized projects fall into two categories; the first category is related to particular
sectors such as e-justice, e-finance, e-health, e-consulate …etc. The second category
concerns transverse projects such as the National Portal and the e-Wilaya.

However, the most exiting E-Gov projects deal with different issues such as the
high costs of development, the complexity of maintenance, the difficulty of integrating
an external e-service, and the exchange and collaboration between different adminis-
tration e-services is almost impossible. Semantic technologies and semantic web ser-
vices remains as the suitable solution to tackle these issues, thanks to their
interoperability and reusability.

The main advantages of combining semantics technologies and web services are an
explicit semantic description of their functionality understood by software agents as well as
by human users, also a correct interpretation of information sent and received. On the other
hand, finding the suitable SWS that satisfy the user request is an emergent and challenging
research problem especially if the SWSs are published in different hosting sites.
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In this work we propose to use the advantages of SWS to tackle the issues of E-Gov
exiting systems. Thus, Developing SWS oriented systems instead of developing or
using complex software and systems allow an administration to link its applications
with those of other administrations via the Internet. Also, administrations can view and
use partners’ information as if it were their own (SWS which is developed in agency
“X” can be easily used in an agency “Y” without facing the interoperability issues). Not
only that but administrations also can link their own applications within the adminis-
tration, even those coded in different programming languages, to reduce redundancy
and increase efficiency. This paper is organized as follows. Section 2 discusses some
related works to semantic technologies in E-Government field. Section 3 describes our
proposed approach while the last section outlines the conclusions and future works.

2 Background Review

2.1 Background Review of Semantic Web Services

Semantic Web technologies, such as ontology, can be used for describing and reasoning
the capabilities of a Web service. The existing SWS description languages can be basi-
cally grouped under two main categories, which are the languages modeling SWS from
the top by defining high-level conceptual models of SWS such as OWL-S [1], and the
languages modeling SWS from the bottom by defining semantic elements for WSDL
descriptions of a Web service. On the other hand, SWS vision highlights the need of SWS
discovery tools and mechanisms that can extract and exploit these semantic descriptions.

The SWS discovery process depends on the location of the web services descrip-
tions. It may be a centralized repository such as UDDI (Universal Description Dis-
covery and Integration) or web portals (www.webservicelist.com, www.xmethods.com).
This mechanism has several limitations as discussed in [2].

Peer-To-Peer(P2P) networks provide a scalable alternative to centralized systems
by distributing data (web services) and load among all peers, this architecture is
complicated (difficulties in implementation) and sharing web services information
among peers is not practical due to lack of trust among peers [3]. Another alternative is
the internet based architectures in which a web crawler or search engine is used to
gather web services. For more efficient result, intelligent agents can be used in the web
services discovery process.

Semantic web services in distributed environment is becoming a challenging
research problem, the authors in [4] propose an approach to find SWS in distributed
environment but it is limited just to SWAM enabled sites. This highlighted the need of
an approach to discover SWS in different hosting sites which is one of the main
motivations of our approach.

2.2 Background Review of Semantic Technologies in E-Gov

Many e-gov projects have been developed and various architectures have been pro-
posed for the development of e-gov semantic information systems. Table 1 illustrates
the most relevant projects in this field.
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Such projects and approaches have demonstrated the add-value of integrating
semantic technologies in E-Gov but they didn’t explore the possibility of using SWS
for the interoperability and integration of different services (expect [7] which is IRS-II
based). Also, the major part of the proposed approaches is government-to-citizens
(G2C) driven; however there is a need for a tool to facilitate the interaction and the
collaboration among heterogeneous government organizations services (G2G collab-
oration), the development of such tool is the objective of our proposed approach.

3 Agent and SWS Based Approach for Collaboration
in E-Gov Context

The lack of collaboration between E-Gov agencies can contribute to a significant waste
of financial and material resources. For example, developing taxes payment as SWS
requires the collaboration with the property conservation administration as shows in
Fig. 1.

Finding the requested SWS among several services published in different hosting
sites is the principal objective of our approach which is based on our previous work [9].
The main components of this architecture are illustrated in Fig. 2.

User interface provides a set of features that can help the developer to better
express his request. This interface has several fields: the web service’s name in which
the user enters the desired value. Then, he selects the requested inputs (NIC code) and

Table 1. Semantic projects and Approaches in E-GoV

Project/Approach SWS? Objectives

OntoGov [5] No Platform that facilities the configuration, the
compostion and the evaluation of e-gov web services

An e-gov case study [6] No Platform that can be used to integrate Government
services across different service providers

SWS in an E-Gov
knowledge network
[7]

Yes A framework to improve services matching process in
the context of IRS-II SWS infrastructure

Public administration
services access [8]

No Infrastructure that help the public administration clients
to find the services that fulfill their needs

Property Conservation Administration Taxation Administration 

Inputs :   NIC 
Outputs :Properties 

Inputs :Properties 
Outputs :paymentreceipt 

Fig. 1. Taxes payment SWS
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outputs (properties list) on the basis of predefined domain ontology (in our case is an
E-Gov ontology). After gathering user requirements, an OWL-S request is automati-
cally generated according to the OWL-S profile sub-ontology.

Manager agent analyzes the owl-s request that contains the semantic description of
the user request. This agent has the following roles:

Decide if an index of the requested service is in the local repository of the taxation
administration.
If the requested service is not found in the local repository, the manager agent sends
the request to the pool of mobile agents to search for the requested service in
different sites (other E-Gov hosting sites).
Update the data included in the repository.

Local repository contains a set of useful information related to the collected web
services (by previous crawling) such as the semantic description, the provider site link,
etc. These information aren’t stored arbitrarily but according to a specific categorization
to facilitate the access and the update process.

Mobile agents collect the semantic web services that fulfill the manger agent
request; this is done by crawling the web and finding the E-Gov web sites that contains
the required SWS. To accomplish this task, we have proposed a focused web crawler
by adapting the crawler proposed in [10]. The main enhancements we have proposed
are the use of matching algorithm [11] that measure similarities between owl-s request
and the founded SWS based on their inputs, outputs and domain. Also, the use of
mobile agents instead of using a web crawler. This choice is recommended by [12]
since it has several advantages.

The proposed crawler selects a random link from the URLs queue (the E-Gov web
sites); then for each valid link i.e. a link which doesn’t exist in robots.txt and it is not an

Fig. 2. Proposed architecture for SWS discovery
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image or PDF document, the crawler verifies if it contains SWS that may satisfy the
user’s request. The main steps of the proposed algorithm are as follows:

Inputs: (starting URL in queue, user’ request)
Begin:

While (URLs queue is not empty){
Get first URL from queue
If (the actual link is valid){

Visiting the actual link
If (the OWL_S descriptions exist){

For each SWS {
Invoke matchmaking algorithm
If the SWS is a candidate to satisfy the user request 

Store an index of the selected SWS}  } }
Else {Extract links from the actual page

Add linked URLs in queue}}
End;

In our case, only three services (as illustrated in Table 2) are selected in the
discovery process with different degrees of similarities; the adequate SWS to satisfy the
user request is the one with the highest score.

The main advantages of our approach are:

It enables collaboration between public administration services
It can be applied successfully in other domains such as E-business.
It’s a distributed architecture that enables the discovering of web services over
several hosting sites. Thus, it’s not limited to the UDDI which has several limits [2].
And it’s not just to SWAM enabled sites [4].
It’s based on mobile agents that increase the crawling speed and minimize the
network overhead [12].
It does not enforce the providers or the consumers of SWS to use a specific
annotations or technologies, either than OWL-S, to perform their tasks.
Several functionalities are provided in a convivial user interface which helps the
user to better express his request using predefined domain-ontologies.

Table 2. Administrations SWSs discovery result

Property conservation
administration SWSs

Matchmaking score

SWS name Inputs Outputs

Land list NIC Land 5
Properties list NIC properties 6
Estate list Code Estate 3
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4 Conclusion and Future Work

In this paper we have presented a mobile agent approach to discover SWS in a dis-
tributed environment. The few approaches that takes into account the distribution of the
web services require the use of a specific annotations to describe the web service or to
find it, while we can’t enforce the web service’ publisher to use these specific anno-
tations, the only annotation to consider for him is the standard semantic one and in our
approach is the OWL-S.

The E-Government information systems deal with several problems such as ser-
vices integration and interoperability. SWSs are an efficient solution to overcome these
issues; it provides interoperability within and between administrations. For that, we
have applied our approach in the E-Gov context.

Sometimes web services requesters need the use of several atomic web services to
achieve their requests, thus the composition of web services - taking advantage of
currently existing web services to provide a new service that does not exist on its own-
will be taking into account in our future work.
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Abstract. The fast development of Cloud-based services and appli-
cations have a significant impact on Service Oriented Computing as
it provides an efficient support to share data and processes. The de-
perimeterised vision involved by these Intelligent Service Clouds lead to
new security challenges: providing a consistent protection depending on
the business environment conditions and on the deployment platform
specific threats and vulnerabilities. To fit this context aware protection
deployment challenge, we propose a MDS@run.time architecture, cou-
pling Model Driven Security (MDS) and Models@run.time approaches.
By this way, security policies (that can be generated via a MDS process)
are interpreted at runtime by a security mediator depending on the con-
text. This proposition is illustrated thanks to a proof of concept proto-
type plugged on top of the FraSCAti middleware.

1 Introduction

The fast development of Cloud-based services and applications provides an effi-
cient support to share data and processes, leading to deperimeterised Informa-
tion Systems. The flexibility and agility provided by these so-called Intelligent
Service Clouds enables new styles of inter-enterprises Collaborative Business,
taking advantage of service reusability to create new collaborative workflows
and of the Cloud plasticity allowing to use different access devices. This de-
perimeterised and evolving vision of Information Systems leads to enforce the
call for protection mechanisms to mitigate potential vulnerabilities or threats
related to any potential business (i.e. the specification of the organizations and
workflow in which the service may be involved) or deployment context (namely
access device, interconnection network or deployment platform configuration
information). To avoid a systematic and costly over-protection deployment, we
propose a context-aware security architecture to select at runtime the security
policy rules that fit the current business and technical execution context. To
this end, we couple the MDS [6] and Models@run.time approaches to set a
MDS@run.time architecture. In brief, security policies (defining the different pro-
tection services depending on environmental conditions) are seen as an abstract
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 201–212, 2015.
DOI: 10.1007/978-3-319-22885-3 18
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Models@run.time specification used to select, compose and orchestrate security
services depending on the current execution context. This architecture plugged
on hosting middleware allows outsourcing security concerns from the business
services. The service invocation is captured and processed to compose and orches-
trate the convenient security services depending on the execution context. We
call this process Security Mediation as it is built in a similar perspective of
the classical outsourced mediation components. A proof of concept prototype
plugged on FraSCAti is used to evaluate the “execution cost” of the dynamic
security deployment. We first present the context and a motivating example
before defining the way MDS is extended in a MDS@run.time vision (Sect. 2).
The related architecture and its implementation plugged on the FraSCAti mid-
dleware is detailed in Sect. 3 and its performance are evaluated in Sect. 4. We
lastly confront our proposal with related work (Sect. 5).

2 Context and Motivating Example

The openess and deperimeterized information system organization involved by
intelligent service clouds takes advantage of service reusing abilities to support
new business processes. A dynamic supply chain organisation can be seen as a
motivating example of such service ecosystem. In this use case a food product
tracking process (see Fig. 1) relies on a dynamic workflow interconnecting the
business services of the different partners, sharing products production, storage
and transport information. Such collaborative workflow combines services and
personal workflows from both companies, challenging new security features such
as partner authentication, access control on the product storage information,
non repudiation features. While setting on the fly collaborative organisations,
taking advantage of the dynamic service selection provided by the service ecosys-
tem, each partner can compose shared services to create ad-hoc workflows. This
involves that a business service can be invoked on the fly by different own partner
workflows. To provide end to end consistent protection of a given service, one has
to take context into account related to the business workflow in which the service
takes part and to the end to end execution platform configuration (namely the
hosting platform, the access devices and the interconnetion network). Thus, the
consistent security services must be composed and orchestrated depending on
the execution context. For example, a secured transport is required while access-
ing logistics information via the unsecured Internet network whereas it is use-
less while using the safer logistics company LAN, authentication/access control
must integrate new partners. Differents methods (EBIOS, MEHARI, OCTAVE,
SNA)1 can be used to identify perceived security risks/system vulnerabilities.
Based on the ISO/IEC 27002, the OASIS Service Reference Model2 defines dif-
ferent security requirements (confidentiality and privacy management, integrity,
authentication, authorization, availability and non repudiation) that require the
1 https://www.enisa.europa.eu/activities/risk-management/current-risk/risk-manage

ment-inventory/rm-isms.
2 http://docs.oasis-open.org/soa-rm/v1.0/soa-rm.html.

https://www.enisa.europa.eu/activities/risk-management/current-risk/risk-management-inventory/rm-isms
https://www.enisa.europa.eu/activities/risk-management/current-risk/risk-management-inventory/rm-isms
http://docs.oasis-open.org/soa-rm/v1.0/soa-rm.html
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Fig. 1. This collaborative business process is organized in different lanes associated
to the different supply chain participants. Services such as Track shipping are tagged
depending on their patrimonial value. Global information on the collaborative environ-
ment is also attached to the different lanes. Restricted access control features can also
be defined while defining the collaboration agreement between partners.

deployment of security means from the network layer, which is rather focused
on the availability requirement and protection against deny of service attacks,
and transport layer, which has to provide secured confidential channels between
transmitters and receivers, to the application layer, which manages most of the
security requirements such as authentication, authorization, non repudiation,
confidentiality and privacy. Different standards such as WS-Security, SAML,
XACML, BSLA, etc. have been developped to support and implement these
security requirements. Such protection means can either be deployed directly in
the service operation or “attached” to the service interface specification.

Based on the way the OASIS service reference model organizes the different
security services, we have proposed in previous work [7] an XML extension to
define these security services and protection requirements in the service security
policy using exiting standards such as SAML, XACML.

Focusing on the service attached to the logistic application form, a security
policy can be set to define the different protection means to be deployed (see
Fig. 2). This service includes an operation named TrackShipping, which is con-
sidered as a resource (Line 2 in Fig. 2). Its protection requires an authentication
(lines 2–9) using a simple login/password process (Line 4) refering to a check-
ing file defined in Line 5. Besides authentication, according to the user network
domain (public at Line 14) or company B private network at Line 19) access
control rules have to be performed (lines 10–22). If a public network is used,
ACL (Line 12), should be applied to this resource. Figure 3 describes the con-
tents of the authorization file allowing only user1 and user2 of the company A
to access the resource whereas any user of B can access it freely from the B’s
local network.
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Fig. 2. Security policies associated to the Logistic resource.

Fig. 3. AccessControlList.xml authorization file.

As these business services can be invoked dynamically by ad-hoc collabora-
tive workflows,or via different devices such as smartphone or classical computing
environment, protection services must be deployed according to the execution
context paying attention on both organisational (i.e. which partner, trusted or
not, invokes the service) and technical (which kind of cloud hosts the collabo-
rative workflow, which kind of transport service is provided, etc.) environment.
The protection requirements are defined globally in the security policies attached
to the different business services (for example see Fig. 4, Line 3). These security
policies are seen as security models at runtime that will be used at runtime by
the security mediator to select, compose and orchestrate the security services
depending on the execution context.

In our example, the tracking service and the related information must be
protected in the new opened context as it can be accede by partners, with
differnt access devices (smartphone for executive members, or PC). This con-
fidentiality requirement impacts both application layer, which is in charge of the
access control, i.e., authentication and authorization management, and trans-
port layer (see Fig. 2). The systematic composition of the authentication and
authorization services may be costly. Table 1 shows a comparison of service exe-
cution time with/without authentication and authorization, testing conditions
and environment are detailed in Sect. 4.

To avoid this costly over protection or risky under protection depending
on the runtime environment vulnerability, we propose to turn these security
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Fig. 4. Link policy file with the TrackShipping operation of the Logistic service.

Table 1. Service execution time.

Executed components Execution time (ms)

1-100 101-201

Business service 71 58

Business service + Authentication 82 68

Business service + Authentication + Authorization 85 70

policies as Models@run.time so that they can be analysed to select, compose
and orchestrate the most convenient security services depending on the exact
runtime environment. This requires a new architecture to outsource the security
management as a new high-level service that can be plugged on the hosting
middleware. In next sections, we present this new architecture and a proof of
concept based on the FraSCAti middleware.

3 MDS@run.time with FraSCAti

Our architecture is plugged on the traditional service/middleware/hosting plat-
form architecture (see Fig. 5(a)). In order to avoid under or over protection
depending on the runtime context, we propose to outsource the security man-
agement thanks to our MDS@run.time architecture (see Fig. 5(b)) which con-
sists in:

– A middleware specific Interceptor component plugged on the middleware
intercepts each service/middleware interaction (Step 1) and routes this inter-
action to the MDS@run.time component (Step 2).

– The MDS@run.time component is the core component to achieve the dynamic
security deployment. It consists in three sub components:
• The policy manager parses the service description, extracts and loads the

associated policy files before launching the context acquisition process.
• The context manager collects information associated to the execution con-

text (steps 3 and 4). It transfers the results to the security mediator.
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• The security mediator parses the security policy to get the protection
level associated to each security service. Depending on the execution con-
text, it selects and composes security services to implement the required
protection. Then it orchestrates the security service invocations (steps 5
and 6) and if succeeded, it routes back the business service/middleware
interaction to the middleware (steps 7 and 8).

– The Security as a Service component gathers implementation of various
security services (authentication, authorization, integrity controls, etc.).

(a) Multi-layer architecture. (b) Multi-layer architecture with MDS@run.time.

Fig. 5. MDS@run.time architecture.

FraSCAti3 [10] is an open source middleware framework to build, program,
deploy, and execute adaptable service-oriented business applications. FraSCAti
is based on the OASIS Service Component Architecture (SCA) standard4. FraS-
CAti applications can be deployed in different clouds (Amazon EC2, Amazon
Elastic BeanTalk, Google App Engine, CloudBees, etc.) [8,9]. The adaptability
at design time is based on the fact that the FraSCAti platform was designed
as a plugin-based architecture to adapt it to different execution environments
and to select on demand the required application functionalities composing a
FraSCAti instance [1]. The adaptability at execution time is based on the FraS-
CAti reflective features, which encompass introspection and reconfiguration of
applications at runtime [11]. For dealing with web services and REST, FraSCAti
embeds Apache CXF5, a well-known open source services framework.

To ensure the BP security deployed on cloud infrastructures, we propose a
MDS@run.time framework based on SCA components, which can be plugged to
3 http://frascati.ow2.org.
4 http://www.oasis-opencsa.org/sca.
5 http://cxf.apache.org.

http://frascati.ow2.org
http://www.oasis-opencsa.org/sca
http://cxf.apache.org
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the FraSCAti platform. Our prototype takes advantage of Aspect Oriented Pro-
gramming (AOP) features and of the SCA model, both provided by FraSCAti,
to deploy the three Interceptor, MDS@run.time and Security as a Service
components shown in Fig. 6.

Fig. 6. MDS@run.time with FraSCAti.

3.1 FraSCAti Intent for MDS@run.time

SCA provides the notion of intent, which is an abstraction for designating a
non-functional property such as security, transaction, logging, etc. With FraS-
CAti, SCA intents are implemented as SCA components, then both business and
non-functional concerns are designed then implemented in the same framework
aka SCA.

The Intent component is responsible for detecting and intercepting busi-
ness services invoked by clients. This component uses AOP techniques provided
by FraSCAti to perform actions before, during and after each business service
invocation. These techniques use the Apache CXF interception mechanism. The
Intent component creates a Request object, which plays the intermediary role
between the FraSCAti middleware and security services. This object provides a
bidirectional interface that allows the Intent component to formalize the inter-
action messages received from Apache CXF and also to specify orders towards
Apache CXF. The Request object ensures a total independence between our
MDS@run.time components and the underlying service-oriented middleware,
allowing on one hand the security services to be able to deploy and run on
any other middleware and on another hand to deploy on a specific platform just
the required security services.

3.2 Composite MDS@run.time

The MDS@run.time composite6 is invoked by the Intent component of the
Interceptor composite. It includes:
6 An SCA composite is an SCA component containing a set of SCA components.
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– The Mediator component is responsible for analyzing called service requests
intercepted by the Intent component and encapsulated into a Request object.
It also identifies the security policy rules associated to business services
invoked by clients. Thus, through the Request object, the Mediator receives
information of the services involved in the interaction. This information is
used to get policies associated to resources (the business services functional-
ity implemented by the service operation). These policies are then analyzed
and orchestrated by the Mediator to call the required security services.

– The PolicyManager component manages the policies. It receives from the
Mediator the resource or service reference requested and the link to the policy
file. It returns to the Mediator the list of security policies to apply.

– The ContextManager component analyses security policies associated to ser-
vices and identifies the different policies to be applied according to the user
context, the execution environment and security policies associated to the
client and service provider. It also provides to the Mediator component infor-
mation such as policies and policy rules related to the execution context.
These policy rules are used by the Mediator component to call the technical
security services.

3.3 Composite SecaaS

The Security as a Service (SecaaS) composite is invoked by the Mediator
component. It includes various security services, which allow protecting resources
and business services according to a security as a service approach. This com-
posite contains the following components:

– The SecaaS component is the composite entry point. It receives from the
Mediator component the security policies to be applied. It is responsible for
analyzing these policies, to identify the type of security services (authentica-
tion, authorization, etc.) to call.

– The Authentication component is used to prove the user identity (of human
or other service). This component receives from the SecaaS component the
policy rule to apply, extracts information about the security pattern and
invokes the security mechanism to be applied. It can be a weak authentication
mechanism such as login/password or strong authentication such as One Time
Password (OTP) or two factors authentication. This Authentication compo-
nent includes subcomponents such as SSORegistry (Single Sign On Registry)
component used to store information about authentication of sessions and to
allow to retrieve user information without restarting authentication.

– The Authorization component allows managing access to resources and
services, and allows grant or deny the user access to them. As the
Authentication component, it receives the security policy rule and invokes
the authorization mechanism to be applied. This mechanism can be based on
an authorization by role (RBAC) implemented by the XACML authorization
protocol or a simple Access Control List (ACL).
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– The Encryption component provides data and messages encryption/decryp-
tion mechanisms and secure communication protocols (SSL).

– The Integrity component ensures the integrity of exchanged data and mes-
sages by using message signatures or hash functions.

– The NonRepudiation component is responsible for recording user actions
(authentication, access to data or service, data modification/destruction, etc.).
This information can then be used for auditing and monitoring.

– The Availability component is responsible for the services’ availability pro-
viding access to the service or a clone (redundant service) if the original target
service is unavailable. This component also provides backup mechanism to
restore system data and services after disaster.

The Encryption, Integrity and NonRepudiation components can use secu-
rity protocols such as WS-Security XML Encryption and XML Signature, which
provide encryption and signing exchanged message mechanisms.

4 Evaluation

Our performance evaluation is based on the use case presented in Fig. 1, focus-
ing on the TrackShipping operation. This operation is implemented thanks to a
service associated to a security policy including authentication (see Fig. 2, lines
2–8) by login/password (Line 4) and access control (lines 9-16) using ACL (Line
11) combined with a used network constraint (Line 13). As far as the collab-
orative service is concerned, the business service is encapsulated in an Logis-
ticService, which is associated to the convenient security policy and refers to
the MDS@run.time composite (Fig. 7, Line 6). By this way, the business service
can be intercepted and MDS@run.time is invoked before invoking the business
service itself.

To evaluate the impact of our MDS@run.time with FraSCAti prototype on
the service execution time, we set a test environment using FraSCAti version 1.6
with Oracle Java Virtual Machine 1.7.0 51 on Microsoft Windows 7 Professional
(32 bit) using a 2,54 GHz processor Intel(R) Core(TM)2 Duo CPU with 4Go
of memory. We set different types of measures: A first execution invokes the
business service without invoking our security architecture (measure 1 used to set
a reference time), the time between the intent invocation and the MDS@run.time

Fig. 7. Link the Logistic component with MDS@run.time.
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Table 2. Mean execution time of MDS@run.time components.

No Component Average execution Average execution time/

time (ms) time (ms) Total execution time

1–100 101–201 1–100 101–201

1 FraSCAti +
Apache CXF +
Business service

63 53 74 % 75 %

2 FraSCAti Inter-
ceptor

1 1 2 % 2 %

3 MDS@run.time 7 4 8 % 6 %

4 Authentication 11 10 13 % 14 %

5 Authorization 3 2 4 % 3 %

Total 85 70 100 % 100 %

invocation measures the cost for the service interception. Then, the time required
to get the policy file and parsed it is expressed by the mediation measure. Lastly
execution times related to the authentication process and to the authorization
process are given. We manage a test loop to compute an average time for the
first request to evaluate the setup time and on 200 client requests, so that extra
factor impacts can be smoothed, such as bootstrapping effects, Just-In-Time
compilation, etc.

The main result is that the interception and mediation process represents
only 8 % (101–201 requests) of the total execution. This overhead could certainly
reduced within an industrial implementation of MDS@run.time. However this
demonstrates that our MDS@run.time approach, i.e. interpretation of security
policies at runtime, introduces a small overhead compared to over protecting
services (Table 2).

5 Related Work

Different strategies can be used to provide a consistent protection on distributed
information systems, paying attention on both organisational and infrastructure
related risks.

On one hand, Security by Design approaches integrate protection require-
ments while designing the information system. To this end, different frameworks
have been defined to manage security annotations on UML diagrams (such as
the multi-purpose UMLSec or the rather access control oriented Secure UML
domain specific languages) or BPMN diagrams [12]. Taking advantage of such
high-level specification, MDS [5] adapts the Model Driven Engineering (MDE)
approach to the security field. Several studies have focused on the use of the
MDS approach to secure BP and led to frameworks definition like OpenPMF
[4], and SECTET [2]. Nevertheless, none of them support the full transformation
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process. While BPSec is focused on the requirement engineering part (it includes
CIM and PIM models), SECTET and Open PMF provide PIM, PSM and code
generation features. Moreover, the generation process is achieved according to
a static environment vision (perimetrised information system and well-known
deployment platform). This does not fit the dynamic service ecosystem context.

On the other hand, the security stack defined in the OASIS Service reference
model defines the way protection requirements should be implemented in a multi-
layer architecture (application/Middleware-Transport/network) to improve the
global protection consistency while deploying security features associated to a
standardized security policy. Nevertheless, this coarse-grain model does not inte-
grate any platform dependent risks/protection models (such as works achieved
for cloud based infrastructure by the Cloud Security Alliance (CSA)7, Intru-
sion Detection System [6], vulnerabilities checking [3], etc.) nor any governance
loop so that the execution context can be taken into account while deploying
the required protection. This can lead to either over or under protection. To
overcome this limit, our MDS@run.time approach takes advantage of the OASIS
security model and of the MDS approach to generate security policies depending
on the collaborative BP organisational context so that services can be secured
on demand. Moreover, it provides a fully oursourced security environment that
can be plugged on any service-oriented middleware. Thanks to the execution
platform information, collected by the Mediator component, security services
are selected, composed and orchestrated in a transparent and consistent way,
avoiding the costly over protection and the risky under protection.

6 Conclusion

Securing collaborative business processes deployed on cloud systems requires
paying attention on both organisational and platform-related vulnerabilities.
Taking advantage of the intrinsic flexibility provided by the association of secu-
rity policies to services, we propose to use them as Models@run.time to select,
compose and orchestrate security services depending on the required protec-
tion and on the execution context. To this end, a MDS@run.time component
is plugged on the middleware, intercepting service invocation and capturing
context information. The experiment reported in this paper shows how our
MDS@run.time architecture can be plugged on the FraSCAti middleware and
evaluate its performance level. Further works will focus on the integration of
more detailed platform models and on vulnerability monitoring loops so that
our coarse-grained vision of the execution context will be refined to increase the
protection efficiency.
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Abstract. This paper proposes a monitoring framework that has business
concepts at its core. Rather than relying on generic mechanisms to provide
monitoring data, it proposes the notion of concept probes that fully match the
business concepts used in the definition of business processes. These concept
probes combine monitoring information from business process execution as well
as service execution into aggregate information that makes sense from a busi-
ness concept point of view. The approach has far-reaching implications: firstly,
it provides superior understanding of the various execution parameters of the
business concepts used in processes (including performance, correctness and
context), with potential to aid Business Process Management (BPM) and Service
Oriented Architecture (SOA) governance. Secondly, it helps with setting
application-wide alarms and constraints potentially corresponding to Service-
Level-Agreements, on a concept-level. For a given concept, such constraints can
be set-up with immediate effect in all the business processes that use it. Thirdly,
this approach gives technical users a deep understanding of the contribution of
each of multiple application layers (BPM, SOA, operating system, various other
technical layers) to the combined performance of a particular business concept.
This can lead to faster reaction time in fixing problems, changes in business
partners (that provide better services) or improvements in the underlying
infrastructure or application parameters.

Keywords: BPM � Monitoring � SOA

1 Introduction and Scope

Business Process Management (BPM) and Service Oriented Architecture (SOA) are
two important paradigms in today’s enterprise solutions. They each bring a level of
agility to business applications. BPM addresses the methodology and tools that enable
the management of business processes (BPs) including their evolutions throughout
their lifecycle. BPM Suites (BPMS) are complex software stacks that execute business
processes and connect them to various enterprise resources such as the personnel
directory, the various legacy applications and potentially the organization’s SOA. An
enterprise SOA typically manages the reusable technical services used to execute tasks
that occur in business processes and it is often hosted in a cloud environment. Their
functionality, granularity and interfaces define their level of reuse across a multitude of
business processes. In general, the closer the SOA services match the business
requirements, the faster it is to implement new business processes. In practice, SOA has
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often drifted away from its initial promise of matching IT with business and has
evolved in the IT domain, enabling a certain kind of agility at the IT solution level, i.e.
making it faster for IT departments to implement new applications, much like previous
paradigms such as component-based software or object-oriented development.

The typical approach to develop business applications using BPM and SOA with
today’s state of the art tools involves the definition of business processes using a
generic language such as the widely-used Business Process Model and Notation
(BPMN) [1]. This language contains elements such as “activity”, “gateway”, “signal”
or “flow”. Users need to describe their BPs by assigning textual labels such as “pay-
ment” or “customer registration” to the generic BPMN elements. Users who design
BPs are generally users with good business knowledge and understanding of the
various roles in the organization.

In contrast, users who design and create SOA services are typically architects and
developers with much less business know-how. There is a certain connection between
these two classes of users (business and technical) as, naturally, the SOA must even-
tually fulfil some useful functionality for the business applications, yet they have
fundamentally different concerns. This translates into a disconnect between BPM and
SOA which is solved through manual “glue” in the form of SOA connectivity
parameters in the BP descriptions. This connectivity typically translates into configu-
ration forms that are associated to certain BPMN activities.

Once the BPs are designed and fully configured, they can be run by the BPMS.
The BPMS will manage their execution and will also direct SOA calls to the appro-
priate SOA services, as required. It is very important to be able to extract information
related to the execution of the BPs. Such information can be used to understand what
really happens with the various activities, whether they execute correctly or not, how
long it takes to execute them, what data is passed around and whether pre-established
thresholds for various parameters are exceeded or not. Such information is extracted
using monitoring infrastructure that connects to the BPMS and collects data as the BPs
execute. The monitoring infrastructure is typically tightly woven into the BPMS.
Similarly, for SOA data collection, the monitoring infrastructure can leverage the
execution environment, such as a specific Enterprise Service Bus in order to collect
metrics of interest.

The fundamental problem with the state-of-the-art approaches is that they collect
and present data at the level of process definition, which is generic. The fact that BPs
have been designed and deployed using a generic language such as BPMN inherently
means that monitoring data is collected in a generic way, with respect to the business
domain. Therefore, reusing the example above, monitoring data will be collected for
elements such as “activity”, “gateway”, “signal” or “flow” with no correlation to the
business concepts of “payment” or “customer registration” apart from the simple
matching of the textual labels to the monitored generic elements. This causes a number
of problems:

• It is hard to make use of the monitoring data in order to present meaningful metrics
to business users, without significant configuration efforts for each BP.

• It is difficult to correlate the execution of business concepts to the execution of
services in the SOA layer as well as to the parameters of the runtime infrastructure.
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• It is difficult to set wide-ranging Service-Level-Agreements (SLA) that affect all
BPs equally. For instance it may be necessary to specify that all “payment” oper-
ations, regardless of the BP in which they occur, must execute in less than 20 s. In
today’s BPM solutions this would typically imply manually changing each of the
BPs in which the payment activity occurs in order to establish this SLA, or
refactoring all BPs to use the “payment” activity as a sub-process and then setting
the SLA to the sub-process.

In summary, the above-mentioned problems with today’s monitoring approaches
are due to the fact that most existing solutions are domain-independent and technology-
dependent. In contrast, the approach presented in this paper is domain-dependent and
technology-independent with a focus on BPM/SOA environments.

2 Overview of the Approach

This proposal aims to address the shortcomings of today’s monitoring capabilities for
BPMS/SOA applications. It does so by adding a layer of abstraction on top of existing
capabilities, rather than replacing them. This ensures compatibility with a wide range
of existing systems and platforms. In fact the proposed approach is technology-
independent. The approach entails the creation of Concept Probes (CPs) that are
monitoring entities corresponding directly to business concepts. These CPs provide an
aggregated view of the various execution layers involved in the execution of a par-
ticular business concept present in BPs. Once the CPs are created, they need to be
bound to the monitoring capabilities of the existing infrastructure, effectively acting as
an extra monitoring layer on top of BPMS and SOA monitoring capabilities. In
addition to the CPs, this approach introduces the notion of Business Process Probe
(BPP) which corresponds to each deployed business process and which is essentially a
composition of the CPs that correspond to the concepts used in the BP.

Figure 1 below uses an example to illustrate the conceptual placement of the probes
in the context of a typical BPM/SOA environment. The figure illustrates a simple
business process deployed into the BPMS and connected to the SOA services by links
from activities Aa and Ac, with Aa requiring services S1 and S3, and Ac requiring S6
respectively. These links represent regular web service calls such as SOAP or RESTful
invocations. The rectangle represented above the BPMS represents the monitoring
capabilities that are available for the respective BPMS. Usually these capabilities
include the generation of events when activities execute, the computation of execution
times for activities and generally the reporting of various states in which the BPs
operate. The rectangle below the SOA Runtime represents the monitoring capabilities
of the SOA environment (which is typically an Enterprise Service Bus or other forms of
SOA-based middleware such as an SCA runtime [2]). These capabilities typically
include monitoring the service invocations, computing execution times for various
service operations and general reporting of the states in which the services operate.

To reduce clutter, the image above does not present other monitoring layers that
may be available in an enterprise environment, such as cloud monitoring, operating
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system monitoring or network monitoring. These are however taken into account and
mentioned in the description of the probe structure below.

Figure 1 presents three concept probes CPa, CPb and CPc that correspond to the
business concepts a, b and c, used in the illustrated BP through the activities Aa, Ab
and Ac. In addition to the CPs, the image also shows a business process probe, the
BPPx. This corresponds to the example BP and it uses the three CPs to aggregate
BP-level information. The outgoing lines from the CPs represent their connections to
the BPMS and SOA monitoring systems. For example, since CPa is a probe specifi-
cally generated for concept a, it will interrogate the BPMS monitoring system with
regard to the activity Aa and the SOA monitoring system with regard to services S1
and S3. These connections are generated based on the knowledge that concept a is used
in activity Aa and it requires services S1 and S3. This knowledge comes from concept
mappings described in the section below. The lines are labeled with abstract functions
that simply illustrate what kind of data they collect from the monitoring systems.

The CPs therefore leverage existing monitoring capabilities using specific bindings
related to the concepts they need to match. They aggregate the required data from the
various BPMS and SOA monitoring systems into meaningful information that matches
the business concepts used throughout a business application. Similarly, the BPPs
aggregate the monitoring data from CPs corresponding to the monitored BP with
additional BP-specific monitoring information that is generated by the BPMS moni-
toring system (such as timestamps and duration for the process execution, user roles

Fig. 1. Approach overview
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and other process-specific data). Note that the information provided by a BPP is
significantly richer than that provided by BPMS monitoring systems for a given BP
because it includes the breakdown of monitoring information for each of the concepts
used in the BP as well as the aggregated BP-level data. Naturally, modern BPMS
monitoring systems can make the correlation between a BP and it composing activities
but this approach consolidates monitoring information in a conceptual layer that adds
the semantics of the contained concepts.

3 Concept Mappings

In their simplest form, concept mappings are connections between business concepts
and the SOA services that are used by them. The concepts are then used in all of the
BPs in various combinations, resulting in a variety of BPs.

The starting point is the following sets that are known:

1. Set of services S = {s1, s2, … sq}
2. Set of processes P = {p1, p2, … pm}
3. For each process pk, a set of activities Ak = {ak1, ak2, …. aky where y depends on

the complexity of pk}.
4. The set of all activities in all the processes A = A1 [ A2 [ … [ A |P|

The goal of concept mapping operations is to determine the following sets

1. Set of concepts C = {c1, c2, … cn}
2. CM = {(cj, Sj): 8 cj 2 C; Sj � S} which contains for each concept its list of

services, e.g. (c4, (s1, s3, s8))
3. AMk = {(aki, cj): 8 aki 2 Ak; cj 2 C} which contains for process pk its activities and

the concepts they map to
4. AM = AM1 [ AM2 [ … [ AM|P| which contains for each activity in all processes

the concept it maps to

This paper does not make a claim about a particular method of obtaining concept
mappings. However, this section briefly discusses this aspect in order to demonstrate
feasibility of the entire approach. The existence of the sets described above is a
requirement for the proposed method to function. There are two important aspects to be
discussed about concept mappings, namely concept identification and concept use,
which can be seen as two required stages in the application of the method.

3.1 Concept Identification and Use

Obtaining the sets C and CM, described above, requires that the business concepts that
are used over and over again in the business processes be clearly identified together
with their required usage of the SOA. There are three main potential approaches for
concept identification:

• Automatic Top-Down: this approach corresponds to the desirable approach for
modern organizations that will create new business processes in the future.
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It assumes that the concepts are defined by business experts and eventually bound
to SOA services in a deployment stage where their service requirements are
mapped to available SOA assets. An in-depth discussion of this approach is pre-
sented in [3].

• Automatic Bottom-Up: this approach assumes existing legacy BPs are already
deployed and functional in an organization, so it is best suited for existing BPs
deployed in BPMS/SOA environments. It leverages extraction capabilities from
execution logs to cluster and identify commonly used concepts and their
correlations to SOA services. Many such approaches are possible, for instance
[4, 5].

• Manual Top-Down: this approach is a downgraded version of the first approach
(Automatic Top-Down) and it can be applied in organizations that do not use a
deployment stage for BPs that connects them automatically with the SOA. It has the
same characteristics as the first approach but it requires the manual annotation of
concepts with SOA services, rather than using the service binding information that
the first approach has.

The three approaches can be used in combination in some cases, for instance the
Automatic Bottom-Up may need help from Manual Top-Down to increase quality of
the results. In all cases the result is a list of concepts with their related SOA services.

After concepts are identified, it is necessary to obtain the AM set by mapping the
BPs (existing or future) to the concepts. This involves matching BP activities to
concepts. Such matching is closely related to the method for identifying concepts.
When using Automatic Top-Down, the BPs are in fact composed of activities directly
matching concepts, so there is no ambiguity, each activity corresponds to a clearly
identified concept. When using Automatic Bottom-Up identification, the concepts are
extracted from BP activities so matching activities to concepts requires simply storing
the correlations between the activities and the extracted concepts. When the Manual
Top-Down approach is used, BPs need to be annotated with the concepts manually, this
requires the manual creation of the connection between activities and concepts (i.e. Aa
activity to concept a in the example above).

When all the required mappings are available, the probes need to be created,
instantiated and deployed. The specific technical means for generating and running
monitoring probes are out of the scope of this proposal. The generation can be done
using a variety of existing methods such as code generation or template instantiation for
instance. Once they are generated they need to be executed as they need to be running
entities managed by a monitoring framework. There exist a variety of monitoring
frameworks that can be used for managing these probes and this proposal does not aim
to propose a new monitoring system. Rather it proposes a new layer of monitoring
probes that can be executed in any extensible monitoring system. A very common
technology that can be employed for merging the proposed approach with existing
monitoring frameworks is Java Management Extensions,1 supported by a large variety
of infrastructures, both commercial and open-source.

1 http://en.wikipedia.org/wiki/Java_Management_Extensions.
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4 Probe Structure and Functionality

The concept probes are capable of collecting an arbitrary number of metrics, such as
execution time or execution status. The approach described here does not focus on a
particular metric, as the same approach can be used to measure several metrics. For
illustration purposes, execution time is used when an example is required. In the
description of the structure of the probe, metrics are identified by Greek symbols such
as Metric α or Metric β…

The connections of the probe to the various existing monitoring infrastructures are
explained in the paragraphs below. All CPs contain the same three main components,
illustrated in Fig. 2. The first, Raw Data Collection is charged with collecting data for
any given metric from any of the collection points, represented in the image to the right
edge of the CP composite structure. For a given concept cj, its corresponding data
collection points are:

• One BPMS monitoring point that collects data from the BPMS with regard to
activities that map to this concept, i.e. CAj = {axy: (axy, cj) 2 AM}. This effectively
means that there is one probe per concept regardless of the number of activities that
correspond to this concept. The reason for this is that the approach emphasizes the
value of monitoring each individual concept regarding of where it is used in the
business processes. So each time an activity is executed, the concept probe corre-
sponding to the concept associated to the activity is notified.

• Several SOA collection points that each map to the SOA Runtime monitoring
capabilities for each of the SOA services that this concept maps to, i.e. Sj. These
points extract execution information for the services that are related to the concept.

• Several other collection points that can collect information potentially to be cor-
related with the above-mentioned collection points. This includes Network

Fig. 2. Concept probe structure
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Monitoring, App Server Monitoring and Operating System Monitoring. These extra
collection points can give useful information regarding the context of the metric
values. For instance, a service execution can be perceived as slow if network
latency is very high. Similarly, if the OS processes are not scheduled properly by
the OS or if the Application Server is not scalable, these can impact the execution of
the BPMS and the SOA layers. Therefore, these extra collection points can
potentially be very useful, although they are not essential. They are given here as an
example of extra aggregation capabilities of the probes.

The second component, Concept Analysis, is tasked with aggregating raw data
obtained from the collection component into composite metrics. These composite met-
rics are data structures that present the aggregate monitoring information combining the
individual metric data for the BPMS, SOA and other collection points, for the concept.

The data structures give an aggregate value if appropriate (such as total execution
time), as well as a breakdown of this value or contextual information pertaining to this
value for the individual collection points. This can include the individual execution
time of services and of the process activity in the BPMS, as well as values for network
latency, resource utilization in the application server or process scheduling in the
operating system. Similarly, cloud-related data can be obtained such as the virtual
machine utilization for the server executing the SOA services or BPMS elements.
Individual methods for obtaining these values are out of the scope of the presented
approach, as the approach is concerned with the architectural entities that the moni-
toring framework has, not their detailed implementation which is often straight-
forward. This concept is also queried by outside entities for metric values (represented
as the Monitoring Service port of the CP).

The third component, Concept Alerts and Reporting relates to the ability of the
probe to give specific reports about the execution of the concept and most importantly
to register alerting rules and react accordingly. This component allows the registration
of SLA requests through the Configure Alerts port and uses the Concept Analysis
component to constantly compare the aggregated metric values with the required
thresholds. If SLA thresholds are exceeded it can notify registered Monitoring Lis-
teners. These listeners are external entities (out of scope of the presented approach),
which can be connected to the monitoring probe and notified of important alerts and
events.

There is one Business Process Probe (BPP) per business process deployed.
Similarly to the concept probe, the business process probe contains a set of three
components with distinct responsibilities, as illustrated in Fig. 3.

The Raw Data Collection component collects the monitoring data from the CPs
that correspond to the activities of the business process monitored by the BPP.

For the BPPk corresponding to a process pk, the data collection points are:

• One BPMS collection point that collects monitoring data for the execution of pk in
the BPMS. This can include contextual information (e.g. user name) for the required
metric as well as metric values for the business process (e.g. execution time of pk as
seen from the BPMS).

• Several connections to each of the CPs required by the BPPk. These are the CPs that
correspond to the set of process concepts PCk = {ci 2 C: 8 (akx, ci) 2 AMk}.
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These are used in the aggregation of monitoring data corresponding to each concept
used by the Pk. If a concept appears several times in the process (due to several
process activities mapping to the same concept), this concept will count several
times in the aggregation. This is part of the logic of the BP Analysis component.

The BP Analysis component is very similar in functionality to the Concept
Analysis component of the CP, except that it aggregates data from the BPMS and the
various CPs, rather than from the BPMS, SOA and the extra monitoring collection
points. To this end it aggregates the BPMS-collected data corresponding to the exe-
cution of the process together with the already aggregated data of each of the CPs it
connects to. The CPs correspond to monitoring data for the individual activities that
compose the process so a simple way to visualize their composition is putting them side
by side, under the complete process data. An example is the total execution time of a
process composed by the sum of the individual execution times of its activities. It may
be useful to understand why a process executes in a given amount of time, and the
composed metric would be able to show its individual components, highlighting the
concepts that take the most amount of time. This can be decomposed further by
showing why the individual concepts take so long to execute, by drilling down into
individual services that are used for the concepts as well as the other monitoring data
collected. The last component, BP Alerts and Reporting has identical functionality to
the CP-level component, Concept Alert and Reporting, but refers to the entire BP.

5 Related Work

There are many commercial tools and academic approaches to monitoring business
processes and services in a BPM/SOA setting. Some of them tackle only BPM while
other only SOA, with a number of them tackling both, however without providing the
same level of monitoring as the proposal presented here. This is because the vast

Fig. 3. Business process probe
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majority of the approaches stay generic with respect to the business domain, even
though they may do some monitoring aggregation.

Industrial approaches such as IBM Tivoli [6] or Tibco Hawk [7] as well as many
others do provide a wide array of monitoring capabilities. However they are tightly
bound to the generic capabilities of the BPMS they are targeting, namely Websphere
and Tibco BPM respectively for these two examples. They provide detailed monitoring
data from a variety of sources but they do not offer domain concept probes or moni-
toring data at the level of abstraction that business designers need. However such
approaches are typically suited for integration in the approach presented in this pro-
posal, through the BPMS and SOA collection points. The domain probes would use
JMX to extract and aggregate runtime monitoring data from such monitoring infra-
structure. Therefore such approaches are fully complementary to this proposal.

Among academic approaches, there are approaches that recur to aggregation mainly
to compose events from a low-level monitoring source (using Complex Event Pro-
cessing queries) in order to extract more meaningful data out of the raw events. For
instance they may aggregate events such as “process starts” with “process ends” in order
to extract the aggregated metric “process execution time”. Such approaches [8–12] use a
variety of techniques to derive better understanding of raw events but they fundamen-
tally still stay at a generic level with regard to the business domain. As with the
commercial approaches outlined above, the presented proposal is complementary and
could interact with such approaches using them as data collection points. There are also
approaches that try to correlate execution events to the originating processes using some
forms of traceability between model elements and execution events. For instance in [13]
the authors argue for the existence of domain-specific patterns for interpreting events,
without giving a complete solution. Their suggestion is in line with the proposal here in
that they promote the idea of presenting information corresponding to domain elements,
but they focus mostly of interpreting CEP events, while our proposal targets structured
probes that connect directly with monitoring APIs. In addition, this proposal presents in
detail the structure of the probes while the authors of [13] simply state that it would be
useful to have domain understanding of events.

In summary all of these approaches ultimately recur to generic event analysis and
do not provide a “native” monitoring probe layer that directly corresponds to the
business concepts.

Lastly there are approaches (such as [14]) that try to trace the execution events back
to modeling entities using unique correlation IDs. Similarly to the above-mentioned
approaches, this remains generic with respect to the business domains and does not
benefit from concept-level aggregation presented in our approach. Therefore it does not
allow the creation of concept-based SLAs, nor does it offer concept-based metrics that
span across the business processes. Like the other approaches above, it can correlate
data back to business processes without further aggregation into business concepts.

The approach presented in this proposal provides the same level of functionality
that a generic approach offers, but at the domain-element level using probes that
correspond on a 1-to-1 basis with business concepts. These probes hook into the
existing monitoring systems regardless of the technology they use to extract and rep-
resent events. These elements ensure that the approach offers the advantages explained
in the previous sections and constitute important differentiating factors.
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6 Summary and Conclusion

Existing monitoring solutions are typically technology-specific and generic with
respect to the business domains. In contrast, the approach presented here is generic with
respect to technology and domain-specific with respect to the business. This brings
several interesting advantages. Having concept monitoring probes gives unprecedented
insight into the execution of applications. Business users can understand how the
processes execute in terms that are ideally suited to them. In addition, they can specify
constraints and alerts for particular concepts that have immediate effect across the entire
spectrum of the deployed business processes. Setting a Service-Level-Agreement for a
concept would instantly translate into the constraint being applied to all the activities of
all the processes using it. Similarly, specifying alerts or simply observing the concept
behavior would apply to any execution of the activities related to it. In addition, each
execution monitoring of such activities would be complemented by monitoring of the
SOA services that are associated to the concept. Beside performance metrics, this
approach brings important benefits in understanding whether a concept executes
successfully.

For technical users or system administrators, this would give a breakdown of
responsibilities for performance problems showing the individual contribution of each
of the layers involved and each of the entities (e.g. services) that compose the concept
execution. Similarly, when monitoring process execution, this approach promotes the
use of process-level probes composed of concept probes. Each BPP would correspond
to a particular process and it would provide the same benefits as described above, but at
process-level. Therefore business users could understand how a process performs in
terms of the business concepts that it comprises, while technical users could understand
the impact of the various layers and entities involved in fulfilling the end-to-end
process. This can help pinpoint SOA services that cause bottlenecks for individual
processes, or explain why certain processes do not execute correctly, by showing the
concepts whose execution fails.

A full prototype of the presented framework is in advanced stages of implemen-
tation, using Stardust BPMS [15] and Fuse ESB [16] as the target BPM and SOA
layers, respectively. The implemented probes correspond to the concepts of a sample
domain chosen for validation. They correlate data for BP activity execution with data
for service execution and give a breakdown of each layer’s contribution to various
performance metrics. The data is then sent for display to Eclipse graphical editors
where it is presented in the appropriate context alongside process design elements [17].
Such usage helps validate the added value of the approach and its two main compo-
nents: domain-level concept mapping of monitoring data; and technology indepen-
dence where existing BPM/SOA environments can be augmented to benefit from the
collection and graphical display of relevant monitoring information.
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Abstract. REST APIs have brought the power of reuse within reach of indi-
viduals and enterprises at Internet-scale through extreme consumability. An
effective API strategy must consider not just how the API will be built, but how
it will be sold and offered in the Cloud environments. Traditional models of
software marketing omit the complexity associated with the multiple parties
involved in the API value chain. New models are needed to help platform
providers allocate resources for optimum return. This paper extends traditional
software marketing models to include this multi-party complexity, and contrasts
optimal strategies over a variety of possible model parameters. Our results show
that system models can be used to differentiate platform marketing strategies.
We expect that there is a wide range of application once such models are
parameterized with measured platform adoption and marketing data.

1 Introduction

In traditional software marketing, sales are made directly to the end user of a platform. The
end user then provides business value either through upfront payment or through ongoing
subscription. It is common, however, for a platform API to be provided free of charge to a
third party developer, who provides a product to the final user. The final user then provides
business value to both the third party developer and the platform provider (Fig. 1).

In traditional software marketing we expect the system to exhibit a market pene-
tration lag as end users discover and adopt the platform. Marketing a platform through
an API introduces additional lag as the API penetrates the market of developers and is
adopted into new third party software. As such, the return on investment profile for API
development does not map directly to more traditional models. Additionally, the new
complexity associated with marketing to two groups of individuals requires that plat-
form promoters consider how to best allocate their marketing resources at different
times in the API lifecycle.

Traditional models of software marketing [1] are unable to account for this lag or
give guidance as to how platform providers can optimize their marketing allocations for
optimum return on investment. In the sections that follow, we review how these models
are structured, their qualitative behavior, and how they apply to a single, differentiated
software platform. Building on this knowledge, we extend the models to account for
the new complexity associated with the API value chain.
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While several groups have qualitatively enumerated the various strategies for
marketing APIs [19, 20], there has to date been little model-based analysis of how these
marketing strategies behave from a performance perspective over time. This work
begins to address that lack, and seeks to establish theory that future observational data
may confirm or disprove.

The models presented in this paper employ the System Dynamics methodology;
which tracks stocks of quantities and the flows that govern their growth and decay, and
accounts for reinforcing and balancing feedback loops that drive behavior. This
methodology has successfully been applied to applications in software development,
maintenance and marketing [2, 3]. The main contribution of this work is a model that
considers the implications of the complex networks of providers and consumers in the
API ecosystem, which drives the marketing and pricing strategy.

2 Model 1: Software Direct Sales, Upfront Payments

We begin our analysis with the direct sale model of software marketing. In this case we
can use a standard Bass Diffusion model [4] with discard and potential re-adoption [5].
This model considers the total number of possible users of a platform to be fixed in
time, and at any given point divided between those who are currently using the plat-
form, and those who may choose to use the platform in the future. We model a stock of
each of these categories, and assert that they move from one to another either by
adopting the platform or discarding it, as seen in Fig. 2.

The rate at which individuals move from the ‘Potential End Users’ stock to the
‘Active End Users’ is driven by two types of factors: the first an external influence with
no dependence on the existing installed base, typically summarized as ‘Marketing’
related adoption; the second an endogenous influence which is driven by the size of the
installed base. This may include increased platform utility due to network effects, but is
generally summarized as ‘Word-of-Mouth’ related adoption.

The flow of individuals from ‘Active End Users’ back to ‘Potential End Users’ is
modeled as being simply proportional to the total number of ‘Active End Users’, and
produces an exponential type decay behavior dependent upon the average platform
discard rate.

The general behavior of this structure is ‘S-shaped’ growth, in which marketing
drives the initial adoption, after which word-of-mouth effects drive exponential growth

Fig. 1. Traditional software development (Left): a product is delivered to the end user in
exchange for business value. API model (Right): an API is provided to a third party developer,
who then provides a product to the end user, who returns business value.
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for a time. The market eventually saturates and reaches a steady state condition in
which the number of new adopters in a given month is balanced by the number of
active users discarding the platform.

In Fig. 3 we see this S shaped growth for a set of model parameters specifically
chosen to make the qualitative behavior as apparent as possible. In this run of the
simulation, the platform is in use by about 70 % of the possible population in the final
steady state. Changes to the model parameters influence this final level, and the dis-
tinctiveness of the s-shaped behavior.

Optimal business strategy in this situation is to increase sales – not active users –
and may involve encouraging discard of the product (with the assumption that this
discard will not affect the rate of re-adoption). We see this behavior exhibited in many

Fig. 2. The bass diffusion model with discard and re-adoption. The flow of individuals from
‘Potential’ to ‘Active’ users is driven by marketing and word-of-mouth effects, while discard is a
constant fractional rate.

Fig. 3. In the traditional model of software marketing, business value is returned through new
sales, and so peaks along with the process of platform adoption and declines to a steady state as
the market saturates.
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products that are designed to be used once and then thrown away (or better, recycled)
such as paper towels or disposable coffee cups.

In the world of software, however, discard is more commonly due to the platform
no longer meeting the needs of the user, and so is more likely to affect the rate of
re-adoption. Because of this, many software platform providers have switched to a
model of time-limited licensing, or provision of software-as-a-service.

3 Model 2: Software Licensing, Service Contracts,
or Software as a Service

A slight departure from the traditional model is the one in which firms provide soft-
ware, software functionality, or support guarantees to their customers in exchange for
ongoing service payments. In this case, returned business value is dependent not on the
total number of sales made, but upon the total user base, as seen in Fig. 4.

We see that business value tracks here with the number of active users, instead of
with platform adoption, as can be seen in Fig. 5. While it may not achieve the same
peak in revenue, a service model is able to sustain return of business value as the
market saturates. The optimal state of this system is one that maximizes the end state
adoption of the product, instead of churn and new sales.

This changes a platform provider’s strategy, and gives them additional levers for
influencing business value: reducing platform discard, and improving business value
returned per active user. It also allows for a broader definition of business value –

eyeballs on advertising may be as valid a strategy as monetary payments.
Under this model, providers work to maximize the active user base of their plat-

form, and business value generated by that user base, by influencing the leverage points
of marketing, retention, and value. At its best, an API strategy works to increase the
power of these levers in a cost-effective manner.

Fig. 4. In this model, business value is returned not from the sale of software, but through its
ongoing use.
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4 Model 3: Service Through APIs and Third Party
Developers

APIs allow the functionality of a platform to be accessed through third party appli-
cations. These applications can benefit a provider by improving the three levers for
returned business value that we discussed in the previous section. By creating their own
marketing and outreach, they improve a provider’s visibility to the pool of potential
adopters. By adding value to the platform for end users, they can reduce platform
discard. By providing additional mechanisms for interacting with the platform, they can
improve business value returned per user.

These benefits, however, are not immediately realized to the platform provider
upon release of an API, as it takes time for third party developers to become aware of
the API and produce applications for it. In fact, this process of adoption parallels the
adoption process we saw in the previous two examples, and we can use the same Bass
diffusion model with discard and re-adoption to model the adoption of an API by third
party developers into their own product offerings, as seen in Fig. 6.

Fig. 5. In a service-based model, business value track with the platform installed base, or the
number of active users; and avoids the peak and decline seen in the direct sale model.

Fig. 6. An additional diffusion model is added to simulate the adoption of a platform API into
third party applications. Those applications in turn influence adoption of the platform itself - but
only after they have been implemented.
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For simplicity, we only show the influence of third party applications on adoption
of the underlying platform. The model generalizes easily to show an influence of these
applications on the platform discard rate or the business value returned per user.

We choose here to model not the (potentially unbounded) number of third party
applications, but the number of application developers, as these are the entities which
respond to marketing and word of mouth, and make decisions to adopt or discard an
API. As third party applications require ongoing development and maintenance of their
own, developers who are actively consuming the API serve as a valid proxy for active
applications in our generalized model.

In Fig. 7, we show a simulation in which the API strategy is implemented after 36
months of development under the previous (service) model. As in Fig. 6 we simplify to
say that the third party application has influence solely on marketing-based adoption.

In Fig. 8 we compare the impact of the API offering on adoption rate as compared
to the baseline. The release of applications contributes to a spike in new adoption of the
platform, which levels off as the system reaches a new steady-state equilibrium.

Fig. 7. After 36 months of offering the platform according to Model 2, the provider implements
an API and begins to attract third party developers. Increased exposure leads to an uptick in
platform adoption, and bends the S curve to of ‘Active Users’.

Fig. 8. Implementation of the API improves long run adoption rates over the baseline,
representing an improvement in both first-time adoption and re-adoption after discard.
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In Fig. 9, we show how the steady state business value returned per month reaches
a higher level when third party applications contribute to marketing-related adoption of
the service.

5 Going Deeper

Up until this point, we have selected parameters for our models that best show the
qualitative behavior of the models over time. We have shown how these models can
behave at their best, and in doing so we run the risk of implying that any API strategy
will lead to improvements over the traditional software model. This is not the case, and
depends strongly on the relative strength of the word-of-mouth vs. the marketing loops.
Intuitively, as the marketing loop strength increases, the more important it becomes to
find a proper balance between marketing to API developers and marketing to end users.

We’ll demonstrate this in a case where we have fixed word-of-mouth influence to
be equal to the total influence that the platform provider can have through marketing to
either end users or third party developers. In Fig. 10 we plot the decision space of a
platform provider who must choose how to allocate their marketing budget between
marketing to API developers and marketing to platform end users. The right hand side
of the graph represents a decision to allocate the entire marketing budget to marketing
the API to third party developers, and the left hand side represents the choice to devote
the entire budget to marketing towards end users. The vertical axis represents a quantity
outside the control of the platform provider, but crucial to his decision: the secondary
ability of third party developers to market their applications (and therefore the plat-
form) to end users.

When the average secondary marketing ability of third party developers is low,
optimal strategy is to allocate a smaller fraction of the platform’s total marketing
budget to attracting third party developers, as can be seen in Fig. 10. This corresponds
intuitively to the case where third party applications have poor reach to end users, or
are inefficient at converting potential users to active users. When third party marketing
effectiveness increases the marketing budget goes further when allocated toward

Fig. 9. Business value returned per month levels off at a higher steady-state value with the API
offering than without.
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recruiting third party developers to consume the API and provide applications to the
end user, as their reach acts as a multiplier on platform marketing spending.

6 Related Work

Rapid growth and consumption of REST APIs [6] is generating new types of service
marketplaces, which are dynamic and complex networks of providers and consumers.
As enterprises continue to expose their core capabilities through APIs and enable
co-creation of novel business capabilities this opens up a set of challenges in the
understanding the value across the network of providers. Researchers have recognized
the need for research in marketing and pricing of complex Cloud, API-based, services
[7, 8]. Gallego and Stefanescu [9] discuss the need for real options, bundling and
unbundling and versioning to help broaden and segment markets in the services
domain. Service Value Networks (SVNs) [10–12] is an area of research that emerged
with adoption the Service Oriented Architectures (SOA) and Software as a Service
(SaaS) models, which focuses on providing business value through the agile and
market-based composition and pricing of complex services from an open pool of
complementary, as well as substitutive standardized service modules [10]. Conte et al.
[11] and Speiser et al. [12] examine business models for platform providers of service
networks, and study network formation together with incentives mechanisms to foster
the evolution of desired networks.

Yet, in the context of APIs, which are characterized by extreme loose-coupling and
extensibility, the efforts so far have primarily focused on understanding the structure
and dynamics of API ecosystems. Yu and Woodard [13] investigate behavior patterns
on Programmable Web [14], identifying linear growth in APIs over the period of two
years, by analyzing the relative frequency with which APIs are used in mashups. They
find that the cumulative API use follows a power law distribution, where a large
number of APIs is used in a few mashups and a small number of APIs is used by many
mashups. Weiss and Gangadharan [15] validate this power law relationship of API

Fig. 10. Mapping the optimal marketing allocation strategy as a function of the average
marketing effectiveness of third party applications.
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usage and identify that complexity of mashups is the key driver for the development of
mashup platforms. Huang et al. [16] present a methodology to quantitatively charac-
terize API ecosystems, that an increasing number of APIs inspires new compositions,
which should drive ecosystem providers to support corresponding growth. A number of
graph based approaches to representing and analyzing API ecosystems emerged
[17, 18]. Dojcinowski et al. [17], create complex graph in which users are socially
connected, which mashups users create, which APIs these mashups use, and categories
of APIs. Wittern et al. [18] present a graph designed to continuously collect data as
users interact with an API ecosystem, enabling real time insights through its expres-
siveness and extensibility. One can envision that the API graph can be employed to
predict API consumption trends based on the knowledge of API networks, user social
networks, expertise, and usage history, and thereby further influence marketing models
for atomic and composite APIs.

7 Conclusions and Future Work

We have demonstrated the limits of traditional models of software marketing in
application to API value chains, and have proposed a modification that allows adoption
of the API by third party developers to be included in our system understanding. We
have shown that analysis of this model can provide insight into optimal resource
allocation strategies for platform providers.

Future work with this model would benefit from strong collaboration with a plat-
form provider who was interested in assessing the impact of their API offering on
business value, using internal data on API adoption, third party application offerings,
and user behavior through direct platform access and as mediated by third party
applications. As examples, the models could then be used to do sensitivity analysis to
marketplace parameters, suggest time-based strategies for marketing platforms and
compare outcomes over different scenarios.

This model could be further extended to consider multiple firms in competition for
the same semi-differentiated market segment, such as map or weather API providers.
Simulation could then suggest optimal strategies for both maximizing business value
return and achieving satisfactory market position. Further extensions could study the
influence of multiple API versions and features on third party application development
and end user adoption.

Acknowledgments. Authors thank Kerrie Holley and Jim Laredo for discussions about API
state of the art in the industry.

Appendix

If you wish to replicate the model used in this analysis, this system of differential
equations are sufficient to calculate the derivative of all stocks - the state of the system.
A number of methods exist to integrate these equations. Alternately, models, software,
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and analysis scripts necessary to recreate this analysis are available at www.github.
com/JamesPHoughton/APIs.

platform_marketing_effectiveness = 0.005

marketing_effectiveness_per_app = 0.001     

app_marketing_effectiveness = marketing_effectiveness_per_app*active_api_consumers

platform_adoption_from_marketing = potential_end_users*

(app_marketing_effectiveness+platform_marketing_effectiveness) 

api_kickoff_time = 36     

api_word_of_mouth_effectiveness = 0.1     

api_adoption_from_word_of_mouth = api_word_of_mouth_effectiveness*potential_api_co

nsumers*active_api_consumers/(active_api_consumers+potential_api_consumers)     

api_marketing_effectiveness = 0.1     

api_adoption_from_marketing = potential_api_consumers*step(api_marketing_effective

ness, api_kickoff_time, t)     

api_adoption = api_adoption_from_marketing+api_adoption_from_word_of_mouth    

api_discard_rate = 0.01     

api_discard = api_discard_rate*active_api_consumers     

dactive_api_consumers_dt = api_adoption-api_discard     

platform_word_of_mouth_effectiveness = 0.05     

platform_adoption_from_word_of_mouth = platform_word_of_mouth_effectiveness*active

_end_users*potential_end_users/(active_end_users+potential_end_users)

platform_discard_rate = 0.02     

platform_discard = active_end_users*platform_discard_rate     

dpotential_api_consumers_dt = api_discard-api_adoption     

platform_adoption = platform_adoption_from_marketing+platform_adoption_from_word_o

f_mouth     

dpotential_end_users_dt = platform_discard-platform_adoption 

business_value_returned_per_user = 0.5     

business_value = business_value_returned_per_user*active_end_users

dactive_end_users_dt = platform_adoption-platform_discard
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Abstract. The use of cloud services as a business solution keeps growing, but
there are significant associated risks that must be addressed. Despite the
advantages and disadvantages of cloud computing, service integration and
alignment with existing enterprise architecture remains an ongoing priority.
Typically, quality of services provided is outlined in a service level agreement
(SLA). A deficient template for evaluating, negotiating and selecting cloud
SLAs could result in legal, regulatory, and monetary penalties, in addition to
loss of public confidence and reputation. This research emphasizes (or advo-
cates) the implementation of the proposed SLA evaluation template aimed at
cloud services, based on the COBIT 5 for Risk framework. A gap analysis of
existing SLAs was done to identify loopholes, followed by a resultant template
where identified gaps were addressed.

Keywords: Cloud computing � Cloud users � Cloud providers � Service level
agreements � Software as a service � Platform as a service � Infrastructure as a
service � Everything as a service � COBIT 5 for risk

1 Introduction

1.1 Background

Cloud computing remains a hot topic among vendors, enterprises and end users.
Different authors and industry experts advocate a variety of approaches to realize
benefits at optimal costs, and reduce associated risks from cloud computing [1, 2].
Some of the key benefits include: pay-as-you-go model, scalable solution that supports
rapid business growth, cost transparency to the end user or business, outsourcing of
competencies that are not core to the business, as well as mirrored solutions to mini-
mize the risk of downtime [1, 2].

For users, the cloud computing industry promises tremendous prospects of market
growth, but a wide range of potential risks and safety issues remain prominent [16].
Cloud challenges ranges from data privacy issues, responsibilities for security breach,
loss of physical control, availability concerns, cloud data backup and recovery,
implications for e-discovery, compromised system security, inaccurate billing, greater
dependency on third parties, to the inability of enterprises to satisfy audit/assurance
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charter and requirements of regulators or external auditors [1, 2, 18]. Well known
incidents with cloud services include: Amazon’s EC2 cloud service partial outage, the
security breaches of Sony’s PlayStation Network and Qriocity music service [19].
These events emphasized that customers’ inability to control their data remains a key
issue of the cloud computing model [19].

The Institute of Internal Auditors indicated that today’s auditors are faced with
increasingly new-and-improved technologies (including cloud computing) that are
transforming the business environment but introduces new risks that must be managed
[11]. Hence, through this research, an SLA evaluation template aimed at cloud com-
puting services, based on the COBIT 5 for Risk framework was developed.

(a) Cloud Computing Defined
According to the National Institute of Standards and Technology (NIST) and Cloud
Security Alliance (CSA), “Cloud computing is a model for enabling convenient, on-
demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction”. Cloud
is composed of five essential characteristics, three service models, and four deployment
models [20, 21].

1.2 Problems with Cloud SLAs

Gartner’s 2010 EXP Worldwide Survey of nearly 1,600 Chief Information Officers,
indicates that spending on IT cloud services is expected to grow almost threefold over
the next five years [14]. Although cloud computing has evolved as a business solution,
there are significant associated risks that must be addressed. As enterprises implement
this technology, the integration and alignment of the services delivered by the Cloud
Service Provider (CSP) remains an ongoing priority.

1.3 Research Questions and Scope

This research attempts to answer these cloud related questions and concerns:

• How can potential cloud users effectively evaluate and select the best suitable CSP
for their business needs while minimizing potential risks (what standard or refer-
ence SLA parameters can be used to measure CSP’s performance)?

• How can cloud users rely on cloud providers to secure and protect their data and
information assets (what assurance do cloud users have about cloud services and
who will provide this assurance)?

2 Discussion and Analysis

2.1 Literature Review

The related works reviewed are categorized into: Cloud Governance, Cloud Computing
Market Maturity, Service level agreements (SLAs), as well as Security, Compliance
and Data Privacy. The various categories are discussed in subsequent sections.
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(a) Cloud Governance
According to Gartner, good governance practices, the ability to choose a suitable cloud
computing environment, as well as security and privacy are the key challenges in cloud
computing.1 Boards of Directors are advised to guide the cloud investments to ensure
optimization of risk, control of associated costs and creation of enterprise value [15].

Jirasek highlighted the importance of establishing and enforcing good governance
practices for cloud computing projects [5]. To realize strategic, economic and opera-
tional benefits from cloud computing, enterprise goals and objectives must be aligned
with adoption drivers [3]. Flexibility, reduced initial investment cost, faster deployment
and virtualization are some of the cloud characteristics that may demand more gov-
ernance considerations so that benefits are realized within the enterprise’s risk appetite
[3]. The enterprise’s ability to buy only what it uses was reinforced as one of the goals
of cloud computing [3]. ISACA advised focusing on using competition among cloud
service providers as a bargaining chip to negotiate the best prices since the core can be
provisioned and modified as needed [3].

According to ISACA, in order to discern whether cloud services will meet board’s
expectations, there should be an initial alignment between the enterprise strategy and
expectations [3]. For effective cloud governance, the establishment of a mutual
understanding of expected benefits, as well as tracking and measuring tools should be
prioritized [3]. ISACA proposed COBIT 5 as a tool for governing and managing cloud
investments, in addition to implementing consistent practices to maximize value and
control risk [3]. Hence, it is evident that governance is a key area in cloud computing
that helps ensure alignment with business strategy and priorities. Thus, the importance
of SLA management in the governance framework cannot be overemphasized.

(b) Cloud Computing Market Maturity
Although cloud computing is still in its early stages of maturity, significant concerns
will continue to be addressed [6, 7]. Cloud computing should be seen more as a
business enabler and less as a technology issue so that the technology can progress in
its maturity levels and enterprises can derive promised benefits [7].

The need for executive management to gain an understanding and appreciation for
cloud by seeing it as a source of innovation was also highlighted [7]. Furthermore,
cloud risks should be addressed at the enterprise level rather than as a technical issue
[7]. Hence, to ensure cloud computing progresses through its maturity levels and
benefits are maximized, an enterprise should address risk areas like security, privacy,
data ownership, etc. These can be negotiated with the provider through SLAs.

(c) Security, Compliance and Data Privacy
According to Awad, cloud computing is best implemented through a phased-in
approach [10]. Security, application type to be transitioned, as well as the CSP’s proven
track record, financial stability, and allowance for negotiating suitable terms are the key
considerable factors in selecting the right cloud partner [10].

1 http://www.gartner.com/technology/topics/cloud-computing.jsp.
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Long-term viability, privileged user access, data segregation, recovery, vulnera-
bility to attack or breaches, and regulatory compliance were also among customers’
security concerns listed [8]. Jurisdictional issues, whereby the cloud user needs to
comply with both laws governing its own country and that of the country where its data
is stored was highlighted [8]. Where there is a conflict of laws, further consideration
should be given to security levels at the physical location where cloud services will be
deployed and managed [8]. Since cloud providers are required to physically separate
backup data from production data, location of the offsite backup data becomes a
compliance issue as it could be stored outside the client’s legal/regulatory jurisdictions.
While vendors may not disclose city, state, or country the backup data is stored, they
should be willing to work with the client to provide, and prove compliance of the
offsite backup data location [17].

A survey of IT executives by IDC eXchange, highlighted that security, availability
and performance2 are key challenges facing cloud services. The work done by Sy-
mantec to help enterprises make the right decisions in evaluating CSPs affirmed that
security, compliance and data privacy remain areas of concern when considering the
use of cloud services [12]. This paper focused on how CSPs could leverage secure
sockets layer (SSL) certificates to deliver desired security levels for enterprises. Gartner
Research identified seven areas of security risk associated with cloud computing that
should be evaluated by enterprises when selecting a cloud hosting provider: privileged
user access, compliance, data location, data segregation, recovery, investigative support
and viability [13].

For secure and confidential data, enterprises are under regulations. Outsourcing
services to CSPs does not relinquish consumer’s responsibility for compliance. As due
diligence, cloud users should ensure CSPs are preventing unauthorized third-party
access or modification to address compliance risks [12]. As an added layer of pro-
tection, SSL deployed in backup and recovery ensures that backup data accessed is
encrypted in transit, and servers accessed for backup data are authenticated as legiti-
mate sources [12]. SSL is the proven technology for cloud security as it helps in
developing trust between cloud user and provider [12].

According to Wei, Murugesan, Kuo, Naik and Krizanc, CSPs must implement
strategies that enhance data integrity and privacy to address users’ security concerns
[24]. New data auditing and encryption techniques to protect cloud users’ data from
cyber-attacks while assuring a high level of data availability were also proposed [24].
Hence, addressing security and compliance issues in SLAs remain paramount.

(d) SLAs
According to Gartner, establishing the right SLA prior to the cloud user-vendor rela-
tionship is essential [14]. In a survey, CSA and ISACA affirmed that SLAs form the
basis for clear definition and enforcement of user expectations, in addition to ade-
quately documenting expectations of what the cloud provider will offer [7]. Based on
related work, different but overlapping components or concerns to be addressed in an
SLA are summarized in Table 1.

2 http://blogs.idc.com/ie/?p=730.
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Therefore, inadequately defined SLAs contribute to a risky relationship between the
cloud user and service provider [7]. As more enterprises leverage cloud computing,
some of the service providers are offering competitive prices while others are being
distinguished by quality of service through availability, and enhanced security.

2.2 Research Methodology

An initial comprehensive search for existing cloud SLA evaluation templates was
carried out. Next, a list of the ten most important cloud computing companies was
looked at, but the top five CSPs were critically compared, as well as their respective
SLAs: Amazon, VMware, Microsoft, Salesforce and Google [25]. Public cloud vendors
(Amazon, Microsoft and Google) were asked questions related to the infrastructure and
platform services as suggested by cloud analysts and consultants [26]. Note that at the
time of this research, Amazon had created a unique niche market where their larger
cloud consumers are given the opportunity to customize cloud SLAs, thereby defining
terms that best meet their business needs. The comparison is summarized in Table 2
and this is not conclusive due to rapid change of CSP offerings.

The study and analysis by Cloud Spectator compared five large cloud IaaS pro-
viders (Amazon, Rackspace, HP Cloud, SoftLayer and Windows) to determine their
price-performance value, and Microsoft Windows topped the list in terms of customer
satisfaction (performance) [27].

(e) Findings and Results
Cloud SLA concepts adapted from NIST, SLA terms and parameters from ISACA and
CSA were used to formulate a scorecard prototype of SLA components that should be
negotiated and documented in cloud SLAs [4, 21, 22]. According to Tschinkel, security
in addition to data privacy and availability concerns are to be addressed as these are
some of the most critical areas of risk management for the cloud [17]. A vendor market
survey was carried out to justify the selection of cloud providers and at the time of

Table 1. Summary of existing work related to SLA components

SLA component References

Business requirements for availability, response time for incidents and
additional computing resources, change and patch management

[1, 4, 7, 9]

Provisions for disaster recovery, business continuity and physical access
controls

[4, 8, 9, 13,
14]

Penalties for non-compliance to SLAs [1, 14]
SLAs for security (Sec-SLAs) [8]
CSP and cloud user’s responsibilities for data and security, alignment of
security metrics with industry standards and practices

[4, 8, 9, 14]

Confidentiality agreement, exit strategies, and portability (moving from one
CSP to another)

[1, 9, 13]

Data retention and disposal policies and procedures [4, 13]
Controls to satisfy legal, compliance and jurisdictional requirements [4, 8, 13, 24]
Monitoring and performance measurements [1, 8]
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research, Amazon and Microsoft emerged at the top for the following reasons: cus-
tomization of cloud SLAs and customer satisfaction. Hence, these best practice SLA
terms were grouped in five areas, though some are applicable in more than one area:
Confidentiality, Integrity, Availability, Auditability and Customer Satisfaction. Case in
point is the ‘Interoperability and Portability’ component that fits into Integrity and
Customer Satisfaction.

Patel, Ranabahu and Sheth proposed the Web Service Level Agreement (WSLA)
framework as a mechanism for managing SLAs in a cloud computing environment, in
addition to being developed for SLA monitoring and enforcement in a Service Oriented
Architecture (SOA) [23]. The third party support feature of WSLA was used to del-
egate monitoring and enforcement tasks, in addition to presenting a real world use case
to validate their proposal [23]. However, a risk-based approach in alignment with
COBIT 5 for Risk was not adapted or mentioned.

At the time of research, no existing cloud computing SLA evaluation template
aligned with the COBIT 5 for Risk framework was found. So, these key SLA terms
were mapped to COBIT 5 for Risk and the resultant scorecard prototype was used to
test Amazon’s SLA.

The scorecard prototype becomes the basis of risk analysis for the IT Risk Sce-
narios in COBIT 5 for Risk framework for cloud SLAs. An IT Risk scenario is an event
that can lead to loss and has a business impact, when and if it occurs [28]. These IT
Scenarios were adapted to the cloud environment and embedded into the gap analysis.

Table 4 shows the mapping of the SLA components to COBIT 5 for Risk. The
complete analysis table shows the twenty example scenarios that were adapted from

Table 2. Top 5 SLAs analysis - side by side comparison

Amazon VMware Microsoft Salesforce Google

Availability/uptime
guarantee

99.95 % 99.9 % 99.95 % N/A 99.95 %

Custom cloud SLA Yes N/A No N/A No
Compensation for
downtime

Service
credit

Service
credit

Service
credit

N/A Service credit

Reporting uptime Public
dashboard

N/A Public
dashboard

N/A Public
dashboard

Publicly post audits Limited N/A Limited N/A Limited
Audits of controls by
customers/potential
customers

No N/A No N/A No

Customer-led penetration
testing (simulate
cyber-attack)

Yes N/A Yes N/A No

Response-time to notify
customers of breach

Based on
applicable
law

N/A Promptly N/A Per
contractual
terms

Customers choose cloud
storage location

Yes N/A Yes N/A Yes
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Table 3. Testing the scorecard prototype (SLA components) based on best practices from NIST,
ISACA and CSA with Amazon’s SLA

Scorecard prototype Amazon elastic compute
cloud (Amazon EC2) SLA

SLA components Addressed Not
addressed

Vague

Confidentiality SSL, Encryption based on data
classification (data at rest and in
transit)

√

Data (Information) Dispersion √

Secure Disposal (data security lifecycle) √

User Management, Access
Control/Authorization

√

Human Resources/NDAs √

Identity and Access Management √

Segregation of Duties (SoD) √

Third Party Access √

Security controls √

Integrity Interoperability and Portability - must
not affect data in any way

√

Data segregation (per multi-tenancy) √

Availability Uptime √

Contingency Planning (IR, DR, BC) √

Data Retention, Backup and Recovery √

Response time √

Source code escrow √

Auditability Independent Audits; sub-categories:
Type of audit (type I or II), Frequency
(annual/semi-annual), scope/quality
(is CIA covered),
credibility/reputation of the auditing
firm

√

Change Management, Configuration
Management and Patch Management

√

Audit Logging and Monitoring √

Penalty for noncompliance √

Cross-border issues/Compliance with
Jurisdictional laws on Data Location

√

Security breach disclosure
responsibilities

√

Third party certification (ISO/IEC
27001/27017, SAS 70, PCI, etc.):
sub-categories-Type, Frequency and
CIA Components should be part of
the report

√

(Continued)
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COBIT 5 for Risk and tailored to cloud computing. These Risk Scenario Categories are
high level descriptions of the category, while Risk Type are types to which scenarios
derived from the gap analysis will fit (using three risk types which could be primary fit
(higher degree)-P/secondary fit (lower degree)-S/blank for non-related risk scenario).
The three risk types are [28]:

• IT benefit/value enablement risk (resulting from lost opportunities to leverage
technology for new business initiatives or improve the efficiency or effectiveness of
business processes).

• IT programme and project delivery risk (related to the contribution of IT to new or
improved business solutions, through projects and programmes).

• IT operations and service delivery risk (as a result of operational stability, avail-
ability, protection and recoverability of IT services that can destroy or reduce
enterprise value).

Amazon’s publicly available SLA - Elastic Compute Cloud (Amazon EC2) was
tested against the scorecard prototype and results are shown in Table 3 above. The
rating scale in three categories are: Addressed (where the SLA component is clearly
stated), Not Addressed (if not stated) and Vague (if it’s unclear how the SLA com-
ponent is addressed). According to the test, majority of the SLA components fall into
the ‘Not Addressed’ category and are gaps to be discussed or negotiated with the CSP.
This is just an example of how the scorecard prototype can be applied to any SLA.

This initial audit helps in identifying gaps and risks the enterprise needs to manage.
If an SLA component is not stated in the SLA, it becomes the customer’s responsi-
bility. Where the SLA component is important, the cloud consumer should see if it can
be negotiated with the CSP to reduce risk and cost. The importance of evaluating the
amount of risk being shared cannot be overemphasized. This evaluation should also
identify the risk either the consumer or CSP are responsible for. Any risk that cannot be

Table 3. (Continued)

Scorecard prototype Amazon elastic compute
cloud (Amazon EC2) SLA

SLA components Addressed Not
addressed

Vague

System of internal controls (e.g. Policies
and Procedures)

√

Review of SLA metrics and compliance √

Right to audit clause √

Customer
Satisfaction
(UnixBench
components)

Pricing Plans √

Performance (usage, load balancing,
delivery, quality, etc.)

√

Maintenance and Service Support √

Flexibility to Customers’ Request √

Scale Up/Scale Out - Interoperability
and Portability

√
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negotiated with the CSP must be addressed by the consumer through various risk
management practices. The goal is to realize benefits from cloud initiatives while
optimizing resources and managing risks.

3 Conclusion

In this paper, a scorecard prototype was developed to effectively help cloud users
evaluate and select the best suitable CSP for its business needs while minimizing
potential risks. Best practices from NIST, ISACA and CSA were identified as reference
SLA parameters that can be used in SLAs and measurement of provider’s performance.
Incorporating these terms in SLAs (either as standard or negotiated terms), assures
cloud users of their providers’ commitment and responsibility in securing and pro-
tecting their data, as well as information assets.

Though the initial evaluation template has been generalized, this paper is the first in
its direction for future work where each SLA component can be further addressed.
Recommendations for future work also includes taking a company considering moving
to the cloud as a case study, specifically tailoring the template for the company, and
testing the template prior to acquiring cloud services.
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Abstract. Due to advantages of cloud computing, services are increas-
ingly deployed in cloud. It is a challenge to choose a proper service.
Besides QoS requirements, customers expect more efficient services which
provide better performance but with minimum cost. In this paper, we
propose a non-parametric method to evaluate relative efficiency of cloud
services based on Data Envelopment Analysis. It can classify cloud ser-
vices into different efficiency levels and tell how to improve less efficient
services. We illustrate the method with a case study.

Keywords: Cloud service · Relative efficiency · QoS · Data envelop-
ment analysis

1 Introduction

With the fast development of cloud computing, numerous services with sim-
ilar functions have been presented to cloud customers at different prices and
performances, therefore it is a challenge for customers to select the most “wor-
thy” cloud services. Often, there may be trade-off between cost and performance
which makes it difficult to evaluate services from different cloud providers in an
objective way.

Lots of work have been done for comparing different cloud services. Some
researchers specified factors or attributes important for evaluating cloud com-
puting models [5,10], such as security, availability, performance, cost, etc. Based
on these attributes, cloud services are compared and ranked for selection.

Some of existing works [8,11,15,16] compared services only based on perfor-
mances while the cost was not considered. Some researchers considered both.
Brebner [3] used statistical graphs to compare cost of different cloud scenar-
ios. Li [9] proposed Cloudcmp to compare public cloud providers on different
aspects separately. The work in [13] analyzed the application of different mul-
ticriteria decision analysis (MCDA) methods to cloud services selection, includ-
ing AHP, TOPSIS and other methods taking multiple QoS attributes and cost
into account. Saurabh [6] introduced a framework named SMICloud using AHP
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method. It is parametric and requires customers to define the preference value
for each factor first. However, sometimes we might only care about the minimum
performance and the maximum cost, while the preference of QoS attributes is of
little concern. In this case, the AHP method might not be appropriate, because
different preference values will give different results.

DEA is a non-parametric method suitable for situation without user’s prefer-
ence. In this paper, we introduce how to apply DEA to evaluate and compare a
group of cloud services according to their prices and performances. According to
features of DEA models and characteristic of cloud services, we combine results
of C2R [4] and BC2 [2], and define several efficiency levels for cloud services
based on their relative efficiency scores and slacks. Thereby customers can select
services of higher efficiency level. Moreover, for less efficient services, we show
how they should be improved in order to be more efficient.

2 Classifying Cloud Services with DEA Models

2.1 DEA Models

Here we introduce how to construct DEA models for calculating relative effi-
ciency scores and slacks. The problem can be defined as following: given n cloud
services, each having s QoS attributes and m cost items, finding out which ser-
vice’s QoS value could be improved with the cost remaining the same. The cloud
services, QoS attributes and cost items are modeled as DMUs, output variables
and input variables respectively.

The C2R and BC2 models are used to calculate efficiency scores. The C2R
model is designed with the assumption of constant returns to scale, meaning
that if all inputs are doubled, the outputs are also expected to double. The BC2

model takes into account that the performance at the most efficient point may
not be attainable and thus assumes variable returns to scale.

The C2R model DI
C2R is given in Eq. 1, where xij and yrj are constants

representing the ith input and rth output for the jth service, and θ and λj are
variables of the LP problem. The BC2 model DI

BC2
is similar to DI

C2R with
one more constraint

∑n
j=1 λj = 1. The optimal values of the two models hI

C2R

and hI
BC2 are called technical and scale efficient score (TSE score) and technical

efficient score (TE score) respectively. It can be inferred that if TSE score is 1,
then TE score is 1, but not vice versa.

DI
C2R

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

min θ = hI
C2R∑n

j=1 λjxij ≤ θxi0 i = 1, . . . , m
∑n

j=1 λjyrj ≥ yr0 r = 1, . . . , s

λj ≥ 0 j = 1, . . . , n

(1)

Because of the existence of weak efficient point which is on the efficient
frontier but still possible to be improved, we apply the slack-based method [12]
to calculate slacks. The model D̄I

C2R expressed by Eq. 2 can be used to check if



252 C. Xu et al.

a service is weak technical and scale efficient (W-TSE). Accordingly, a similar
model D̄I

BC2 with one more constraint (
∑n

j=1 λj = 1) can check weak technical
efficient (W-TE). Here, λj , s

−
i and s+r are variables of the equations. s∗−

i and s∗+
r

are values of s−
i and s+r , the sum of which is the optimal value (called slack) of

the model. If the slacks for the two models are greater than 0, the cloud service
is called W-TSE and W-TE respectively.

D̄I
C2R

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

max
∑m

i=1 s−
i +

∑s
r=1 s+r =

∑m
i=1 s∗−

i +
∑s

r=1 s∗+
r∑n

j=1 λjxij + s−
i = hI

C2Rxi0 i = 1, . . . , m
∑n

j=1 λjyrj − s+r = yr0 r = 1, . . . , s

λj ≥ 0 j = 1, . . . , n

s−
i ≥ 0 i = 1, . . . , m

s+r ≥ 0 r = 1, . . . , s

(2)

Table 1. Service efficiency types and levels

Level Type hI
C2R Slack C2R hI

BC2 Slack BC2 Improvement

1 TSE 1 0 1 0 no

2 TE <1 - 1 0 not sure

3 W-TSE 1 >0 1 - yes

4 W-TE <1 - 1 >0 yes

5 inefficient <1 - <1 - yes

2.2 Efficiency Levels

Table 1 shows different efficiency types and their levels, where level 1 is the
most efficient and level 5 is the least. Consider the cases of the second and the
third row, if a cloud service is W-TSE, it can be improved by the distance of
the slack. However, a TE service might not be able to be improved, because
its improvement requires moving along the frontier of the C2R model and the
efficient target might be an impossible situation for a cloud service. For example,
the percent of SLA agreement is bounded to the range of [0,1] and it cannot be
greater than 1 in order to be efficient. Therefore, if a cloud service is TE, we
believe that its efficiency is better under current cloud services group. The order
of efficiency level of 3, 4 and 5 is obvious. According to the above discussion, we
can have the efficiency order defined in Table 1.

2.3 Method Implementation

Now we give detailed steps to evaluating cloud services’ efficiency with DEA.



A Non-Parametric Data Envelopment Analysis Approach 253

The first step is preparing data for the model. One thing is to check non-
numeric value and missing value. Non-numeric value should be transformed to
numeric value according to its definition. For example, if a service’s security
protection level is specified as poor, average or extensive, these values can be
transformed to integer values of 1, 2 and 3, with larger value meaning better
performance. Missing value can be filled with the average value of the attribute or
predict its value with a precise assumption [7,14]. The other thing is to check QoS
attributes. DEA generally minimizes “inputs” and maximizes “outputs”. In other
words, smaller levels of the former and larger levels of the latter represent better
efficiency. Therefore, for attribute having smaller value for better performance,
such as response time, we use the reciprocal of the variable instead.

The second step is to determine efficiency level of a cloud service based on
its efficiency scores and slacks. First we calculate the TSE score with the model
DI

C2R. If it is equal to 1, the model D̄I
C2R is used to obtain the slack. If the slack

is 0, then the cloud service is of level 1, otherwise it is of level 3. If the TSE
score is smaller than 1, we continue to solve the model DI

BC2 . If the TE score
is smaller than 1, the service is inefficient and of level 5. Otherwise, the model
D̄I

BC2 is applied to get the slack of BC2 model. The service is of level 2 if the
slack is 0, otherwise it is of level 4.

The last step is to obtain the improving targets of less efficient cloud services
by calculating their projections on frontier of either DI

C2R model or DI
BC2 model.

If a cloud service’s efficiency is of level 2 or 3, its projection can be obtained
according to Eq. 3, where s∗−

i and s∗+
r are from the optimal value of model

D̄I
C2R. If the efficiency level of the cloud service is 4 or 5, its projection can be

obtained according to Eq. 4, where s∗−
i and s∗+

r are from the optimal value of
model D̄I

BC2 .

(P − j0)

{
x̂i0 = hI

C2Rxi0 − s∗−
i , for i = 1, . . . , m

ŷr0 = hI
C2Ryr0 + s∗+

r , for r = 1, . . . , s
(3)

(P − j0)

{
x̂i0 = hI

BC2xi0 − s∗−
i , for i = 1, . . . , m

ŷr0 = hI
BC2yr0 + s∗+

r , for r = 1, . . . , s
(4)

3 Case Study

We illustrate our method by evaluating relative efficiency of a group of IaaS
services from an online data set [1]. Due to limited pages, we select 15 ser-
vices from three cloud providers. The input data and analysis results are listed
in Table 2, where p1s1 corresponds to the first service from the first provider,
and (0.12,1,2,3.75,410) represents values of price/hour, number of virtual cores,
compute units, memory(GB) and disk(GB).

It can be seen that services from the first and second providers are more
efficient. Projections for services of level 1 are the same as their original values,
while others are targets for improving services’ performance in order to become
efficient. For example, the projection of service p2s2 is (0.12,4,4,4,80), whose
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Table 2. Case study result

Service hI
C2R

hI
BC2 Slack C2R Slack BC2 Input data Projection Level

p1s1 0.9982 1.0000 - 0.1304 (0.12,1,2,3.75,410)

(0.1198,1.0797,2.0507,3.75,410)

4

p1s2 1.0000 1.0000 0.0000 - (0.24,2,4,7.5,840) 1

p1s3 1.0000 1.0000 0.0000 - (0.48,4,8,15,1680) 1

p2s1 1.0000 1.0000 0.0000 - (0.03,1,1,1,20) 1

p2s2 1.0000 1.0000 2.0000 - (0.12,2,4,4,80) (0.12,4,4,4,80) 3

p2s3 1.0000 1.0000 4.0000 - (0.24,4,8,8,160) (0.24,8,8,8,160) 3

p3s1 0.8476 0.8476 - 2.9513 (0.12,1,1,3.35,123)

(0.1017,1.8854,3.0660,3.35,123)

5

p3s2 0.9908 0.9908 - 3.0248 (0.24,2,2,7.5,738)

(0.2378,2.5075,4.5174,7.5,738)

5

p3s3 0.9904 1.0000 - 6.7783 (0.48,4,4,15,1467)

(0.4754,5.6978,9.0804,15,1467)

4

p4s1 0.7500 0.7500 - 0.0000 (0.04,1,1,1,20) (0.03,1,1,1,20) 5

p4s2 0.8063 0.9667 - 0.1875 (0.08,2,2,2,60) (0.0773,2,2.05,2.1375,60) 5

p4s3 0.7500 1.0000 - 0.0000 (0.16,4,4,4,80) (0.12,4,4,4,80) 2

p5s1 0.3113 0.3115 - 0.0481 (0.1,1,1,1,25) (0.0312,1,1.0129,1.0353,25) 5

p5s2 0.3675 0.4267 - 0.5625 (0.2,2,2,2,100) (0.0853,2,2.15,2.4125,100) 5

p5s3 0.4150 0.5467 - 0.1875 (0.3,4,4,4,100) (0.164,4,4.05,4.1375,100) 5

input data is (0.12,2,4,4,80), thus its number of virtual cores should be changed
from 2 to 4, and the distance between the two value (4−2=2) is slack for virtual
cores. From all the slack values, we can see that services from the third provider
need more improvement.

4 Conclusion and Future Work

In this work, non-parametric method based on DEA model is applied to evaluate
the relative efficiency of cloud services, which is the ratio of performance and
price. The method can evaluate and classify cloud services by analyzing their
efficiency, and further show how to improve inefficient services.

Our work can classify a group of cloud services according to their efficiency
levels, but services of the same level cannot be distinguished yet. Next, we will
study how to distinguish services of the same efficiency level so as to offer more
support for user’s decision.
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Abstract. Smartphones are widely used around the world, which are
also equipped with some sensors that can be used for the awareness of
their users’ state. These sensors include GPS, accelerometer, and micro-
phone among others. In this paper, we present an empirical way to
identify user’s state including daily activity like walking, running, acci-
dental threats like falling-down, and emotional status like sadness, joy,
and anger. The monitoring should be realized in a non-intrusive way. We
realize this idea by the design and implementation of a comprehensive
run time user state monitoring system on Android smartphones, as less
instructive as possible. The experiments show that it has good perfor-
mance in terms of both monitored state accuracy and footprint incurred
while conduct monitoring. The evaluations also show that the power con-
sumption of the monitoring system is even neglectable which proves the
usability of the proposed monitoring system.

1 Introduction and Motivation

Smartphones are becoming increasing popular all over the world. Besides
the increasing processing power and storage capabilities, the smartphones are
equipped with various sensors, which can be used for identifying its user’s state.
These sensors include GPS, accelerometer, and microphone among others. It
is becoming natural to make use of these sensors to conduct the awareness of
smartphone user’s state, including his activity (like walking, running, still), his
accidental threats (like sudden falling down), and emotional status (like in sad-
ness, joy, anger). Then these states can be used to provide location based ser-
vices, such as recommending food and hotels. Furthermore, health care strategies
can be applied based on the monitored states like suggestions of exercises after
monitoring long time still states, and reporting to healthcare center during emer-
gencies like a falling-down detected in a senior/patient monitoring situation.

As Android1 based smartphones are gaining the majority of the market2 and
also due to its openness for research and development, Android based mobile
1 http://developer.android.com.
2 http://arstechnica.com/gadgets/2012/06/android-market-share-stalls-version-4-0-s

ees-a-7-percent-install-base/.
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sensing become popular. There are some research work gearing towards the
monitoring of user activities, such as [5–7]. But none of the existing work pro-
vides comprehensive user state monitoring that covers both physical activity and
mental activity. For example, [6] is specialized in the detecting of falling-down,
[5] and [7] cover the monitoring of running, walking and other physical states,
but not including the falling down states which are vital for health care appli-
cations. Also, for the health care applcations, it is preferable to get user states
in a real time manner in order to take appropriate actions for handling serious
situations.

On the one hand, user state monitoring system should be as accurate as pos-
sible. On the other hand, resource consumption must be taken into consideration
due to the fact that mobile phones have limited battery and processing capa-
bilities [3]. From the user point of view, a monitoring system should be as less
intrusive as possible. Therefore, it is preferable that user will not notice they are
being monitored. Following the philosophy of ‘the simpler, the better’, and from
the power and resource consumption point of view, a algorithm of identifying
user states should be as simple as possible, with the restrictions of acceptable
accuracy of identifying.

Considering all these issues, we propose an empirical approach to design
the algorithms of identifying user states. We then implement these identifying
algorithms in a comprehensive user state monitoring system on Android smart-
phones, which conducts sensing and monitoring at real time. We have extensively
evaluated the monitoring system in terms of both monitored state accuracy and
footprint incurred while conduct monitoring to show its usefulness.

The rest of the paper is structured as follows: Sect. 2 presents how we design
algorithms for the recongnition of user phsical and mental status in an emprical
way. Then in Sect. 3, we present the design and implementation of the monitor-
ing system using the proposed algorithms. Section 4 presents our tests on the
recognitioin accuracy and also the performance of the monitoring system, and
power consumption of the monitoring system. We compare our work with the
related work in Sect. 5. Conclusions and future work end the paper.

2 Design of the Identifying Algorithms

There are various sensors coming with a smartphone, such as GPS, accelerom-
eter, proximity, microphone, camera, light, and other sensors. According to our
own experiences and the ones from the related work [5,7], accelerometers, GPSs,
and microphones are useful in terms of non-intrusive sensor usage, acceptable
power consumption when conduct sensing. In this paper, we will try to use these
sensors to conduct the monitoring and identifying of still, walking, take stairs,
driving, running for our daily activities, and also the mental states including
anger, joy, sadness, fear, and normal.

2.1 Outdoor Activity Recognition with GPS

The outdoor activities can be conveniently recognized by measuring the user’s
speed by a GPS sensor. After the outdoor GPS positioning intialized, we took 11
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measurements for the four activities, namely still, walking, running, and running
in a car/bus. The results are shown in Fig. 1. From the chart, we can see that the
speed for still state is always 0 (in m/s), no fluctuation is obtained; for walking,
the speed measurements all fall in the range between 0 and 2; for running, the
velocity is between 2 and 5; and usually the driving speed is greater than 5.
Therefore, it is easy to design the algorithm for outdoor activity recognition.

Fig. 1. Measured speed for outdoor
activities

Fig. 2. Distribution of accelerations for
various physical behaviors

2.2 Indoor Activity Recognition

According to some experimental measurements, in the same time duration, if
there is no mechanical shock, diffrent physical acitivity will show different accer-
ation features. The ‘still’ state will have the least acceleration fluctuations; while
in walking, there will be a greater acceleration fluctuation than that in the still
state; Similarly, if a user is in the running state, the fluctuations of the accelera-
tion in a certain time will be even greater than the walking state. Based on this
idea, we first investigate the threshhold values of linear acceleration fluctuations
in the following state: stationary, walking, taking stairs and running.

For Andoid, the coordinate-system is defined relative to the screen of the
phone in its default orientation: The X axis is horizontal and points to the right,
the Y axis is vertical and points up and the Z axis points towards the outside
of the front face of the screen3. In this system, coordinates behind the screen
have negative Z values. Please note that although the measured acceration by a
phone is divided into three axes, the specific location of the mobile phone and
how a user carries it, can be ignored, i.e. it does not matter whether the mobile
is in pocket or in a bag, whether the screen is facing up or its rear is facing up.
The detection process are synchronized for values from all the three axes, and
these values are equally important in the identifying algorithm.

To explore how the acceleration is sensed by the accelerometer and in what
frequency it is sensed, we have done some preliminary tests with a Motorola
ME 600. We found that the phone measures the linear acceleration around
10 times per second. We then do some more tests to check the distribution
of the values of linear acceleration at different scale. Figure 2 shows the distribu-
tion of acceleration scales for different physical activities, including still, walking,
3 http://developer.android.com/reference/android/hardware/SensorEvent.html.

http://developer.android.com/reference/android/hardware/SensorEvent.html
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running and walking stairs, with a 30 s measurement. In this 30 s duration, we
obtained 303, 293, 318, 310 measurement respectively for the activity of still,
walking, taking the stairs, and running. In Fig. 2, The vertical axis represents
the number of detected values in the current range of distribution for a respective
activity.

From the chart in Fig. 2, we found that for the still state, the majority (301
out of 303 measurements) of the absolute acceleration values for all the three
axes are less than 0.5 (in m/s2). For the walking activity, the majority of the the
acceleration values are between 0.5 and 2.5 (273 out of 293 measurements). Look-
ing at the running state, it is found that the largest proportion of acceleration
values are greater than 2.5 (154 out of 310 measurements).

After this analysis, we can conclude that using a linear acceleration sensor to
identify still, walking, running is possible by counting the number of the accel-
eration value ranges. Therefore using three flag variables to record the number
of these ranges (one variable for the case of acceleration value less than 0.5, the
other one for the situation of acceleration value greater than 0.5 and less than
2.5, the last one for the case of acceleration value greater than 2.5) obtained
within a certain time is the key in the algorithm to differentiate what activity it
is, as can be seen from Fig. 2.

It seemingly difficult to differentiate walking and taking the stairs as the
differences of chart segments (Fig. 2) are not obvious. But walking is a one-
dimensional movement, and walking the stairs is a two dimentional activity:
besides the horizontal movement as walking, some fluctuations will occur for the
vertical direction. A careful analysis of the chart in Fig. 2, we will find that the
acceleration value between 1 to 2, there is big difference between walking and
taking the stairs (92 vs. 134). Therefore, we use this to distinguish between these
two activities. The corresponding algorithm is shown in Fig. 3.

We show in Fig. 4 the distibution of these four flags: flag1, flag2, flag3, and
flag4 are used to represent the occurence of the activity of still, walking, running
and taking the stairs respectively. As expected, in the still state, flag1 is the
majority; in the walking state, the number of flag2 accounts for the majority;
for the running activity, flag3 takes the biggest proportion. For taking the stairs,
flag4 holds the highest proportion.

To help the senior citizens and those with walking faltering, the detecting of
sudden falling down is of great importance in order to avoid accidental hurting
from the falling, which paves the way for providing timely assistance from care
centers and hospitals. We did some experiments with respect to the fluctuation of
acceleration during the falling, and we found that the result is perfectly matching
with the result from [6]. We show the measurements in Fig. 5. During the fall
process, there is a big acceleration fluctuation returned from the acceleration
sensor, and the peak of the fluctuations can be used as a basis to determine
whether there is a fall. For simplicity, we can say that as long as the instantaneous
peak of the acceleration is more than 4, there is a fall.
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Fig. 3. Algorithm for identifying
physical behaviors

Fig. 4. Distribution of flags for various
physical activities

Fig. 5. Fluctuation of accelerations
while falling down

2.3 Mood Recognition

The recongnition of user’s mental status is very important for helping users to
keep good mood in order to recover from some chronic diseases, like ulcerative
colitis. For the sensors equipped with an smartphone, there can be some choices
on realizing the recognition of users’ mood. The first choice is using the micro-
phone to sense the speaking of the user, and then we analyze the speaking sigal
to check what mood the user is in. The second choice is using the camera to
check the pulse through measuring the absorbance of red light, which will vary
when oxygenated blood is passing through the fingertips. But the second choice
is not fairly reliable, since it requires good lighting conditions. Also this mea-
surement is not convenient for a user to use. This leads us to choose the use of
microphone as the sensor to recongnize users’ mood.

Figure 6 shows the white noise for different mood. Based on the decision tree
of mood recognition in the Chinese speaking environment [8] as shown in 7, we
can design the corresponding mood recognition algorithm as shown in Fig. 8.
The proportion of white noise values with respect to the total will be used to
determine which branch to go along. The joy state has the highest white noise
percentage, the percentage for anger mood is relatively high, in fear mood the
percentage is at a medium level, the normal mood has relatively low percentage,
with sadness mood has the lowest percentage.
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Fig. 6. White noise for different
mood

Fig. 7. Decision tree for mood
recognition

Fig. 8. Algorithm for mood recognition

3 Design and Implementation of the User State
Monitoring System

We adopted the MVC (Model-View-controller) style in the design of the user
state monitoring system in order to provide a low coupling and easily main-
tainable system to increase its reusability. The Model components contain data
variables for the monitory system, the controller is responsible to conduct a
series of logical operations by calling these data variables, and then display the
corresponding results in a variety of Android ‘Activity’s which serve as the View
component in the MVC style (Fig. 9).

Fig. 9. Design of the user state
monitoring system

Fig. 10. Activity recognition with
accelerometer
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Android provides a SensorManager class to facilitate the usage of various
physical sensors, including accelerometers. To use a concrete type of sensor, the
first thing is to get this type of sensor service from the SensorManager, and then
to register a sensor event listner using an object of SensorEventListener class.
The retrieving of sensor data resides in a onSensorChanged method specified in
the SensorEventListener interface. The usage of microphone and GPS is similar.
Figures 10, 11 and 12 shows the running results of monitoring and recognition.

4 Evaluations of the User State Monitoring System

To make evaluations, we used the Motorola ME600 phone is the primary test bed.
We then checked these measurements on Sony Ericsson X10, which is consistent
with the running results.

The first thing we need to check is how accurately that the moniting system
can obtain user states. The tests are shown in Table 1. We can see that the
monitoring system can get satisfied results with accuracy around 85 %.

Table 1. Accuracy of the monitored phys-
ical acitivities

Accuracy

Still y y y y y y y y y y 100 %

Walking y y y y y y y y y 90 %

Go stairs y y y y y y y y y 90 %

Running y y y y y y y y 80 %

Table 2. Accuracy of mood moni-
toring

Accuracy

Joy y y y y y 83.33 %

Anger y y y 50.00 %

Fear y y y y y 83.33 %

Normal y y y 50.00 %

Sadness y y y y 66.66 %

As we are aiming at using the monitoring system at run time, therefore it is
important that the monitoring system has little incurrence of footprints at run
time, especially during the time of the switching of phsical activity, for example
from still to walking. We have tested the performance of the activity switching
in Table 3, showing in milleseconds. We can that it takes less than 1 s for the
monitoring system to notice the changing of physical activies (the total average
time is).

We also measured the accuracy of mood recognition as shown in Table 2. We
can see that the accuracy of mood recognition is at an OK level of identifying
the correct type of mood, which will be one of the main focus areas for us to
improve the recognition algorithm.

To be usable as a service running on smartphones, the monitoring system
should consume as less battery as possible. Therefore we also measured the bat-
tery consumption (in terms of Joule) for our system as show in Table 4, where
Acc. stands for the power consumption of accelerometer based physical activity
recognition, followed by are the LCD and CPU power consumptions respectively
when the accelerometer is working; and Mic stands for the power consumptoins
for the microphone based mood recognition, again the power consumptions of
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Table 3. Time taken to recognize
switched phsical acitivity

Still Walking Taking

stairs

Running

Still 368 622 501

193 698 98

297 354 298

301 436 293

94 188 101

Average 250.6 459.6 258.2

Walking 205 532 398

201 299 165

297 165 100

100 301 100

196 298 499

Average 199.8 319 252.4

Running 894 307 765

698 300 587

1800 200 309

802 402 679

895 697 319

Average 1017.8 381.2 537.8

Taking

stairs

288 375 638

451 531 454

399 831 521

657 342 437

621 426 528

Average 483.2 501 515

Table 4. Battery consumption of the mon-
itoring system

Acc LCD CPU Mic LCD CPU GPS LCD CPU

61.1 54.6 5.5 61.7 58.5 3.2 56.2 54 2.2

55.2 50.3 4.9 61.2 57.6 3.6 53.3 52.1 1.2

55.5 50.4 5.1 63.1 59.4 3.7 57.6 55.8 1.8

58.4 53.1 5.3 60.2 56.7 3.4 53.3 52.1 1.2

62 56.7 5.3 61.2 57.6 3.6 55.5 53.6 1.9

59.4 54 5.4 62.4 58.7 3.7 56.2 54 2.2

60.4 54.9 5.5 60.2 56.7 3.4 56.7 54.9 1.8

57.5 52.2 5.3 55.3 52.2 3.1 55.8 54 1.8

58.9 54 4.8 58.9 55.8 3.1 57.2 55.6 1.6

59.4 54 5.3 55.2 52.2 3 53.2 52 1.2

58.78 53.42 5.24 59.94 56.54 3.38 55.5 53.81 1.69

LCD and CPU follow. The last line of the table is the average of the measureed
values. These measurements were done in one minutes (60 s). Therefore, the mon-
itoring system consums around 1 W (including the power consumption for LCD,
which accouts for the majority of the power consumption), which is usable for a
long time and everyday usage. We have used PowerTutor4 for measuring power
consumption. Please note if the monitoring is running as a service, which will
rule out the power consumption from the LCD mostly, then the power consump-
tion of the monitoring system is more or less neglectalbe, which is advantageous
to be used to monitor physical activities and mental status in everyday life.

5 Related Work

Due to the importance of user state monitoring in the domain of context-aware
service provisioning, e-health, and so on, there are increasingly more work on
using smartphones to conduct this monitoring.
4 http://ziyang.eecs.umich.edu/projects/powertutor/.

http://ziyang.eecs.umich.edu/projects/powertutor/
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Fig. 11. Activity recognition with GPS
sensor

Fig. 12. Mood recognition running
results

The work on monitoring physical activities using machine learning techniques
[7], where it can achieve 97.7 % percentage of correct recognition of the activities.
It used offline monitoring by measuring 5 to minutes and then use machine
learning to identify activities. We are targetting real time monitoring for both
physical activities and mental states. Due to the simplicity of our algorithms and
approach, we believe that our monitoring system consume less battery that the
machine learning approach, though there is no mention of power consumption
aspect in [7].

In [6], the detection of falling is the main contribution using the accelerome-
ter. Our experiments are consistent with this work, and the same parameters are
used for detecting the falling down state. We go beyond this work by providing
a comprehensive set of tools for monitoring both physical and mental states. We
also provide comprehensive evaluations to test the usability of our monitoring
system. Considering the resource limitations on smartphones, we did not con-
sider the complex machine learning techniques for the recognition of users’ mood
as in [8], which would be not practical on resource scarce devices to realize real
time requirements.

Similarly, accelerometers are used to in [5] to identify user physical activi-
ties. The recognition approach is divided into data collection, feature extraction
and activity recogniton phases. This is similar to what we are doing in this
work. But the work in [5] is conduct monitoring in an offline way, we are doing
online recognition instead. Both our work and the work in [5] achieve the same
level of accuracy. but as we are conduct recognition at run time, besides we are
monitoring more user states that include mental states.

In [2], data of daily activities such as walking, climbing stairs, sitting, and
standing, are transferred to an Internet-based server where a static model is
generated offline. This may incur security problems for a user due to the privacy
is not completely guarantted. This approach is different to what are doing in our
work for online monitoring. Due to the complexity of the recognition of users’
mood, this may become a choice for us to pursue in the near future in order
to improve the accuracy of the mood recognition in the proposed monitoring
system.

On the contrary to the work using offline static classification models as in
[1,2] proposed Mobile Activity Recognition System (MARS), where an on-board
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classifier for mobile devices to conduct acitivity recognition is used. It provides
also adaptation of the model as the user’s activity profile changes. In our work,
we are not using any machine learning techniques (yet), but simple empirical
way to design recognition algorithms, where ‘the simpler, the better’ philosophy
is adopted in order to save resources and power consumption for the monitoring
system. From the evaluations of MARS, we can see that it consumes a lot of
battery (within an hour, battery level from 70 % drops to 0). We can see that
MARS is not suitable for long time usage as a daily service, which is the very
target of our work.

There are some work that make use external sensors to monitor the bio-
environmental tracking for users, for example the BEAT system [4] using a blue-
tooth wrist sensor to monitor heart rate.s The power consumption of the BEAT
system is around 550 mW, which is a problem for draining battery as said by the
authors. In our work, we do not want to use any other devices at all to facilitate
the monitoring and relieve users from the trouble of wearing extra devices.

6 Conclusions and Future Work

In this paper, we have presented a lightweight but comprehensive user state
monitoring system based on some algorithms using empirical expriments. Exten-
sive evaluations show that our work consumes neglectable battery, with accept-
able accuracy of state recognition, including both physical activities and mental
activities. The monitoring system is usable at real time with little incurrence of
footprints for user state changes. Compared with existing work, the main con-
tributions lie in the lightweight of the monitoring system for real time and long
time usage, with acceptable accuracy of state recognition.

In the future, we will expand the current work by improving mood recogni-
tion accuracy using some machine learning techniques. Compared to the physical
activiy monitoring, the mental activity monitoring do not need a fast response,
some lag during recognition is allowed in order to improve the accuracy of recog-
nition. We will also add some adaptation features as done in [1] in order to cater
for the varieties of characteristics of different users. The monitoring system will
be further tested by more device types and user groups, which will be connected
with our e-health research prototype. Another direction we are going to work is
to make use the pervasive cloud infrastructure we have developed [9–11] to make
the recognition of user states more precise, based on the storage and computing
capabilities from the backend cloud nodes.
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Abstract. The convergence of cloud/service computing and M2M/IoT
systems provides real-world sensing and actuation as globally distributed
Web services. Context-aware services using such Web services (we call
them Web Context-Aware Services, Web-CAS) are promising in many
systems. However, definition of contexts and Web services to be used
highly depend on individual environments and preferences. Therefore,
it is essential to have a place for self-management, where individual
users can efficiently manage their own Web-CAS by themselves. In this
paper, we develop a service platform, called RuCAS platform, which
works as PaaS for self-managing Web-CAS. In the platform, contexts
and actions are defined by adapting the distributed Web services, and
every Web-CAS is managed in form of an ECA (Event-Condition-Action)
rule. Through Web-API of RuCAS, individual clients can rapidly create,
update, delete and execute custom contexts and services. To support
non-expert users, we implement a GUI front-end of the RuCAS platform,
called RuCAS.me. A case study of sustainable air-conditioning demon-
strates practical feasibility. Finally, we discuss how the RuCAS platform
works to achieve self-managing ecosystem of Web-CAS.

Keywords: Web services · Context-awareness · Self-management ·
Event-condition-action rule · Home network system

1 Introduction

A context refers to situational information derived from dynamic data of a sensor
or a system. A context-aware service is a service that automatically detects
a change of contexts and performs appropriate actions corresponding to the
context change [7]. For instance, a context Hot can be derived from information
that “the value of a temperature sensor in a room is higher than 28 degrees”.
An example of context-aware service, say “Automatic Air-conditioning”, turns
on an air-conditioner when the context Hot holds. Traditionally, such context-
aware services had been studied extensively in ubiquitous/pervasive computing,
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 270–280, 2015.
DOI: 10.1007/978-3-319-22885-3 24
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where each contexts was defined using situated sensors [15] or hand-held devices
(e.g., smartphone) within a local smart space [4].

However, cloud/service computing [13] and IoT/M2M technologies [14] dra-
matically extend the scope of context-aware services. Cloud/service computing
abstracts heterogeneous computing resources and data, and provides them as
interoperable Web services. IoT/M2M allow various devices to communicate
with each other without human intervention. The combination of both technolo-
gies provides real-world sensing and actuation as globally distributed Web ser-
vices. Relevant studies include LinkSmart middleware [6], service-oriented home
network system [10], and sensor service framework [9]. Using such Web services
to build context-aware services is a promising approach, since a wide variety of
contexts and actions can be seamlessly defined over distributed and heteroge-
neous resources. In this paper, we refer to such context-aware services with Web
services as Web context-aware services (or simply Web-CAS).

A major challenge of Web-CAS lies in how to manage unstable and com-
plex relations among Web services, defined contexts, and actions caused by the
contexts. In general, definition of contexts and Web services to be used highly
depend on individual environments and preferences. For instance, in the Auto-
matic Air-conditioning service, which temperature sensor and air-conditioner
should be used depends on the room where the service is operated. The defini-
tion of Hot context with 28 degree may not be reasonable in winter. A user may
prefer to turn on a fan instead of the expensive air-conditioner. To meet var-
ious requirements and preferences, every Web-CAS should not be hard-coded.
Instead, it is essential to have a place for self-management, where individual
users can efficiently manage own Web-CAS by themselves.

In this paper, we develop a service platform, called RuCAS platform. Intu-
itively, it works as PaaS (Platform-as-a-Service), which provides self-managing
Web-CAS capabilities for various clients. The RuCAS platform is designed
specifically based on the following three requirements: (R1) every context-aware
service can be defined by arbitrary Web services in an intuitive and systematic
manner, (R2) individual client can dynamically create, update, delete and exe-
cute custom contexts, actions and services, (R3) even non-expert users can
develop and manage their own context-aware services. As far as we know, there
exists no service platform satisfying all the requirements.

To satisfy requirement R1, RuCAS manages every Web-CAS in form of an
ECA (Event-Condition-Action) rule. The event is a context that triggers a ser-
vice. The condition refers to a guard condition to execute the service. The action
is a Web service executed by the service. As for requirement R2, we imple-
ment the platform with five layers: Web service layer, adapter layer, context
layer, action layer and ECA rule layer. Each layer exhibits Web-API (REST
or SOAP) so that individual clients can manage their own elements. Finally, to
meet requirement R3, we implement a GUI front-end of the RuCAS platform,
called RuCAS.me. Based on an intuitive user interface, a user can easily cre-
ate and manage adapters, contexts, actions, and ECA rules within the RuCAS
platform.
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To evaluate practical feasibility, we conduct a case study using the RuCAS
platform and RuCAS.me. Integrating an external Web service with our home
network system [10], we implement a sustainable air-conditioning service, which
contributes to peak shaving of regional energy consumption. We also discuss how
the RuCAS platform works to achieve self-managing ecosystem of Web-CAS.

2 RuCAS: Rule-Based Management Framework for Web
Context-Aware Services

RuCAS (Rule-based management framework for Web Context-Aware Service) is
a service framework, specifically designed to help individual clients (human users
and software applications) to easily create and manage their own Web-CAS.

2.1 Event-Condition-Action (ECA) Rule

The ECA rule is an important design decision of RuCAS, which defines every
Web-CAS as a triplet of [Event, Condition, Action]. This design decision is to
implement Web-CAS by loose coupling of Web services as data sources, contexts
defined with the data sources, and actions to be performed by the contexts.

A context-aware service can be described by a rule that “when a context
becomes true, do something”. Intuitively, the part “when a context becomes
true” corresponds to the event, whereas “do something” corresponds to the
action. However, the above rule lacks flexibility, because the action always fires
when the context becomes true. Therefore, we extend the rule a bit such that
“when a context becomes true, if a condition is satisfied, do something”. The
part “if a condition is satisfied” corresponds to the condition. More specifically,

– A context is a situational information defined by a logical expression over
data obtained from a Web service. Depending on the value of the data, every
context is evaluated to true or false. A context can be also defined by a
composition of the existing contexts.

– An event is a context triggering the execution of a context-aware service.
– A condition is a guard condition enabling the execution of a context-aware

service. A condition is defined as a conjunction of one or more contexts.
– An action is a set of operations executed by a context-aware service. An action

is defined by one or more Web services.
– ECA Rule: Let c1, c2, ... be contexts, and let a1, a2, ... be invocations of Web

services. An ECA rule r is defined by r = [E : ci, C : {cj1 , cj2 , ..., cjm}, A :
{ak1 , ak2 , ..., akn

}], where E is an event, C is a condition, A is an action. For
r, we say “event E occurs” if the value of context ci moves from false to
true. When E occurs, if all contexts cj1 , cj2 , ..., cjm are satisfied, we say “r is
executed”. When r is executed, all Web services ak1 , ak2 , ..., akn

are invoked.

For instance, a context-aware service “when it is hot, if a user is present in
a room, turn on an air-conditioner” can be described by an ECA rule: [E : Hot,
C : {PresentUser}, A : {AC.on}]. Thus, the ECA rules give an intuitive but
systematic foundation to define Web-CAS, which satisfies the requirement R1.
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2.2 RuCAS Platform: RuCAS as Service Platform

To allow various clients to dynamically manage their own contexts, actions and
ECA rules via network, we implement RuCAS as a service platform. The imple-
mentation is deployed in a cloud as PaaS (Platform-as-a-Service).

Figure 1 represents a system architecture of the RuCAS platform. To build
ECA rules from loosely-coupled components, the platform consists of five layers:
Web service layer, adapter layer, context layer, action layer and ECA rule layer.

Web Service Layer: This layer contains existing Web services used as input
or output of Web-CAS. The input Web service is a Web service that can return a
certain value (e.g., numeric, Boolean, string, etc.) for defining a context. Typical
examples include a value from a sensor service, status of a device, dynamic Web
information (e.g., weather, stock price), RSS, clock, system logs. The output Web
service is a Web service that can yield an action. Examples include an operation
of home network system (e.g., switch on/off, voice announce, etc.) and a request
to an information system (e.g., send an email, post a comment to SNS, etc.).

Adapter Layer: To obtain data from an input Web service, a client needs to
invoke Web-API and extract necessary data by parsing the return value. How-
ever, Web-API and the return value vary from one service to another. Hence, this
layer creates an adapter that normalizes the heterogeneous interface. Specifically,
every Web-API used to obtain data is adapted to getValue(). For example,
we can create TempAdapter, with a temperature Web-API, say http://www.
hns/TemperatureSensorService/getTemperature. RuCAS adapts the Web-API
so that TempAdapter.getValue() returns the temperature.

Context Layer: This context layer manages contexts defined by data from Web
services via the adapter layer. Every context is defined by context ID and context

Fig. 1. Architecture of RuCAS platform

http://www.hns/TemperatureSensorService/getTemperature
http://www.hns/TemperatureSensorService/getTemperature
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expression. The context ID is a label to identify every context. The context
expression is a logical formula, in the form of Adapter.value comp op const,
where comp op is a comparison operator and const is a constant value. For
example, to define Hot context to be “the temperature is more than 28 degrees”,
RuCAS describes it by [Hot: TempAdapter.value > 28]. Similarly, to define
Humid to be “the humidity is more than 70 percent”, RuCAS describes it by
[Humid: HumidAdapter.value > 70]. Each context can be associated with a
refresh interval, by which RuCAS periodically evaluates the context expression.
For example, when the refresh interval of Hot is one minute, RuCAS obtains a
new value from TempAdapter and evaluates Hot every minute.

RuCAS can define two types of contexts: atomic and compound. The atomic
context is a context directly defined by a single Web service. The compound
context is a context defined by the existing contexts combined with logical oper-
ators (!: NOT, &&: AND, ||: OR). For example, a compound context Muggy can
be defined by combining Hot and Humid such that [Muggy: Hot && Humid].

Action Layer: This layer manages actions, each of which wraps an output
Web service. An action is defined by an endpoint, a method name, and para-
meters of the Web service. Each action is associated with action ID, by which
RuCAS invoke the Web service as an action. For example, we create an action
CoolingOn, by using an air-conditioner service, say http://www.hns/ACService/
on?mode=cooling. When RuCAS invokes CoolingOn, the Web service is exe-
cuted to turn on an air-conditioner with a cooling mode.

ECA Rule Layer: The ECA rule layer defines context-aware services as ECA
rules. An ECA rule can be created as follows:

1. Define an event by choosing a single context from the context layer.
2. Define a condition by choosing one or more contexts from the context layer.
3. Define an action by choosing one or more actions from the action layer.

The created ECA rules are executed based on the semantics (see Sect. 2.1).

To meet the requirement R2, each layer exhibits Web-API to create, update,
delete and execute the custom elements. Using REST or SOAP protocol, clients
in various platforms can execute the Web-API to self-manage their Web-CAS.

The RuCAS platform was implemented with the following technologies: Lan-
guage: Java 1.7.0 21, Database: MongoDB 2.4.3, Web server: Apache Tom-
cat 7.0.39, Web service engine: Apache Axis2 1.6.2.

2.3 RuCAS.me

We have also developed a Web application, called RuCAS.me, to support non-
expert users who are unfamiliar with Web service programming (see the require-
ment R3). RuCAS.me works as a GUI front-end of the RuCAS platform.

Figure 2 shows screenshots, with which a user can easily create, edit and
delete own RuCAS elements (adapter, context, action, ECA rule) using a Web
browser. Figure 2 (a) shows the index page of RuCAS.me consisting of four

http://www.hns/ACService/on?mode=cooling
http://www.hns/ACService/on?mode=cooling
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Fig. 2. Screenshots of RuCAS.me

buttons to manage the four elements. Figure 2 (b) shows an adapter creation
page. By filling the form and pressing the apply button, a new adapter is created
within the RuCAS platform. Figure 2 (c) shows a context creation page. By
filling the form and pressing the apply button, a new context is created within
the RuCAS platform. A created context is enumerated in a context list page
(see Fig. 2 (f)), where a user can manage the existing contexts. As shown in the
figure, a context that currently holds appears as a checked box. This helps a user
understand the current situation. Figure 2 (d) shows an action creation page. By
filling the form and pressing the apply button, a new action is created within
the RuCAS platform.

Figure 2 (e) shows an ECA rule creation page. The list in the left side of the
page enumerates contexts and actions that are already registered in the platform.
From the list, a user just selects a preferred context for an event, one or more
contexts for a condition and one or more actions. The selected elements appear
in the rule pane (in the right side), in the form of ECA rule. In this figure, a user
creates an ECA rule to implement a context-aware service FanService: “when
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Table 1. Parameters for creating adapters

Adapterid Endpoint Method Property

Temperature http://www.cs27-hns/sensor/temperature getValue return

Humidity http://www.cs27-hns/sensor/humidity getValue return

PowerDemand http://setsuden.yahooapis.jp/Setsuden latestPower {usage,capacity}
Usage

Table 2. Parameters for creating contexts

Contextid Type Adapter Expression Interval Description

Hot A Temperature value>=28 5000 It is hot in lab

Humid A Humidity value>=80 5000 It is humid in lab

Muggy C — Hot&&Humid 5000 It is muggy in lab

PowerSufficient A PowerDemand value<20000000 1800000 Power demand is sufficient in Kansai

region

PowerTight A PowerDemand value>=20000000 1800000 Power demand is tight in Kansai

region

Table 3. Parameters for creating actions

Actionid url Description

Fan on http://www.cs27-hns/appliance/fan/on Turn on a fan

AC on http://www.cs27-hns/appliance/AC/on Turn on an AC

AC cooling http://www.cs27-hns/appliance/AC/cooling Drive an AC in cooling mode

the room is hot, if the room is humid, turn on the fan”. A created ECA rule is
enumerated in an ECA list page (see Fig. 2 (g)) to manage existing rules.

RuCAS.me was implemented with the following technologies: Language:
JavaScript, HTML5, JavaScript Library: jQuery 2.0.3, CSS framework:
TwitterBootstrap v3.0.3, bootmetro, Tested Browser: Google Chrome 33.0.

3 Case Study: Sustainable Air-Conditioning Service

To illustrate the practical feasibility of the developed system, we create
the sustainable air-conditioning service. This service performs automatic air-
conditioning in our laboratory (CS27), when the lab becomes muggy. For this,
if the regional power demand (in Kansai area) is sufficient, turn on an air-
conditioner. However, if the demand is tight, use a fan that consumes much
lower energy. To implement the service, we use the following Web services:

– Temperature/Humidity Sensor Services [9]: Web services that obtain
room temperature and humidity of in CS27.

– Power Demand API [3]: External Web service that obtains the current
power demand in Japan Kansai region, provided by Yahoo Japan.

– Appliance Control Service [10]: Web service that controls appliances in
the lab, including the air-conditioner and the fan.

http://www.cs27-hns/sensor/temperature
http://www.cs27-hns/sensor/humidity
http://setsuden.yahooapis.jp/Setsuden
http://www.cs27-hns/appliance/fan/on
http://www.cs27-hns/appliance/AC/on
http://www.cs27-hns/appliance/AC/cooling
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Table 4. Parameters for creating ECA

ecaid Event Condition Action Description

Sus AC Muggy PowerSufficient {AC on, AC cooling} Air-conditioning with an AC

Sus Fan Muggy PowerTight Fan on Air-conditioning with a fan

Using RuCAS.me, we create the service based on the following recipe:

Step 1 (Creating Adapters): We first create three adapters Temperature,
Humidity and PowerDemand, using the temperature/humidity sensor services
and the power demand API. The parameters are summarized in Table 1.

Step 2 (Creating Contexts): Using the adapters, we then create five contexts
Hot, Humid, Muggy, PowerSufficient and PowerTight. In this case study, Hot
(or Humid) is defined as a situation that Temperature (or Humidity) is greater or
equal to 28 degrees (or 80 percent, respectively). Muggy is defined as a compound
context Hot && Humid. These three contexts are refreshed every 5 seconds. Using
PowerDemand, we also create two contexts PowerSufficient and PowerTight.
Here, the threshold of the tight demand is set to 20,000,000 kW, and refresh
interval is set to 30 min. Parameters for each context are summarized in Table 2.
Figure 2 (f) shows RuCAS.me where the five contexts are registered.

Step 3 (Creating Actions): Using the appliance control service, we create
three actions Fan on (turn on a fan), AC on (turn on an air-conditioner) and
AC cooling (drive an air-conditioner in cooling mode), as shown in Table 3.

Step 4 (Creating ECA Rule): Finally, we create two ECA rules Sus AC
and Sus Fan to implement the sustainable air-conditioner service. Sus AC cor-
responds to the scenario: “when it is muggy in the lab, if the power demand
is sufficient, turn on an air-conditioner”. Sus Fan corresponds to the scenario
where the demand is tight and the service uses a fan. The parameters for each
rule are summarized in Table 4. Figure 2 (g) shows the two rules are created.

4 Discussion

4.1 Operating RuCAS Platform for Self-Managing Ecosystem

The RuCAS platform can be a key component for self-managing ecosystem,
which alleviates increasing complexity, scale and development/operation cost
of Web-CAS. Figure 3 shows a block diagram involving the RuCAS platform
and related components. A solid arrow represents a manual (or proprietary)
operation performed by a user, while a dotted arrow represents an autonomic
operation.

First, individual users create custom contexts and ECA rules (with
RuCAS.me or proprietary client software). For given rules, the RuCAS plat-
form periodically pulls current status from distributed Web services, and actu-
ates designated Web services. This forms a small ecosystem as depicted by a
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Fig. 3. RuCAS platform as component of self-management ecosystem

left-small circle. The actuation of the Web service yields some effects within the
global/local environment. The users monitor the effects, and update contexts
and rules if needed. This forms a global ecosystem depicted by a large circle.

It is also promising to integrate an external autonomic manager, which con-
ducts autonomic creation and optimization of contexts and ECA rules. This
causes an extra ecosystem depicted as a right-small circle in Fig. 3. The inte-
gration is quite easy, since the RuCAS platform is interoperable with any other
system via Web-API. We are currently developing an autonomic manager for
our home network system with referring to related studies (e.g., [5,16]).

4.2 Related Work

As for self-managing pervasive systems, Zhang et al. proposed a semantic web
based approach [16], and Ada et al. [5] proposed extension of iPOJO. They
aim to satisfy four aspects of self-management [8] (i.e., self-configuration, self-
optimization, self-healing and self-protection), by managing all pervasive objects
under a proprietary middleware. On the other hand, RuCAS coordinates existing
distributed Web services, for which we cannot enforce a specific middleware.

Several studies of context-awareness with Web services exist. Rasch et al.
proposed a context-driven personalized service discovery system [12]. Niu et al.
proposed CARSA [11], a context-aware AI planning of Web service composition.
These studies use contexts to improve an accuracy of Web service discovery and
composition. Whereas, RuCAS aims the systematic self-management of custom
context-aware services using Web services. Thus, the targets are different.

Practical services for self-managing context-aware services recently come onto
the market. IFTTT [1] coordinates various network services (e.g., Gmail, Twitter,
RSS feeds, etc.) based on a rule of “if this then that”. WigWag [2] defines custom
context-aware services based on “when then” logic over proprietary sensors and



Developing Service Platform for Web Context-Aware Services 279

control devices. These services basically use ready-made data source (called chan-
nel) to define events and actions. RuCAS differs in using custom data sources by
creating adapters for arbitrary Web services. Also IFTTT and WigWag basically
use an event and an action only, while our ECA rule uses a condition together with
them. This makes RuCAS more expressive.

5 Conclusion

In this paper, we have developed the RuCAS platform for self-managing context-
aware services with distributed Web services (Web-CAS). In the platform,
contexts, actions and services are systematically managed by five layers: Web ser-
vice, adapter, context, action and ECA rule. Using Web-API, individual clients
can manage their own context-aware services efficiently and flexibly. To support
non-expert users, We also developed a GUI front-end, RuCAS.me. A case study
demonstrated the practical feasibility. Finally, we discussed how the RuCAS
platform work within the self-managing ecosystem of Web-CAS.

Our future work includes development of the autonomic manager discussed
in Sect. 4.1, investigation of self-healing and self-protection aspects of Web-CAS.
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Abstract. This paper proposes a semantic-based retrieval algorithm
that allows the pervasive service system to find services able to return
data about specific physical phenomenon (e.g. temperature, humidity), in
a given location, with particular timeliness. This retrieval algorithm can
be used to increase the capabilities of a self-managing pervasive systems,
with specific focus on smart buildings, by providing a flexible solution
to find sensors similar to a one that failed, or to find sensor data able to
control actuators.

1 Introduction

The diffusion of wireless and wired sensor networks led to the development of
pervasive systems. An example are smart buildings, where sensors are deployed
in residential, commercial and industrial buildings to monitor and control the
installed devices. Service oriented architectures have been adopted to implement
these pervasive systems and to hide the technical heterogeneity and the com-
plexity of the deployed devices [1]. In this way, sensors are seen as services and
the communication with them can be performed as a service invocation. Espe-
cially when heterogeneous sensor networks are considered, this pervasive service
system can overcame the limitations caused by the vendor lock-in problem.

Goal of this paper is to propose an algorithm for retrieving sensors, seen
as services, able to return data about a specific phenomenon, in a given loca-
tion, with particular timeliness. This algorithm is based on (i) a semantic-based
service description model that extends OWL-S1 with SensorML2 and informa-
tion about the sensor location, and (ii) a similarity function that compares the
output of the services with the characteristics of the needed data. Generally
speaking, with this retrieval algorithm we aim to increase the capabilities of a
building-related pervasive service system with the possibility to find sensors sim-
ilar to another one by comparing the services that represent such sensors. Indeed,
1 http://www.w3.org/Submission/OWL-S/.
2 http://www.opengeospatial.org/standards/sensorml.
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in case a sensor recording the temperature fails or is not present, with the pro-
posed algorithm it is possible to find the closer temperature sensor and to use
the data recorded by it, thus overcoming the lack of the desired information.

The rest of the paper is organized as follows. Section 2 introduces an overview
of the approach. Section 3 focuses on the retrieval algorithms that represents
the core of this paper. The validation of the algorithm is discussed in Sect. 4.
Finally, after a discussion of related work in Sects. 5 and 6 concludes the work
and outlines some possible future work.

2 The Overall Approach

In this work we assume that a pervasive system is composed of many het-
erogeneous sensors and actuators that are spatially distributed. These devices
belong to different technologies, have different semantics, and are characterized
by different complexity levels. Therefore, in order to manage the gathering and
processing of data we need a middleware that will hide the complexity of this
scenario while allowing users to exploit all its potential. To reach this goal we use
PerLa [2] to manage the data through a database abstraction, that is, the data
gathered by sensors are seen as if arranged into a database and the final user is
provided with a user-friendly language, featuring an SQL-like syntax, to handle
it. On top of this middleware, a “Sensors as a Service” layer exposes only the
data that are defined as externally accessible, thus the user or application that
invokes the services relies only on the methods specified in the service interfaces
without knowing the data model or the storage technology.

In this scenario, a proper service description is crucial, as it is the only way
to know what a service offers and how to interact with it and, in this work, such
a service description is based on a semantic characterization. In particular, we
describe each available service in terms of the information that can be useful to
the users to express the requirements that have to be satisfied during the retrieval
process. We consider fundamental the following three dimensions: (i) sensor,
services are related to sensors or actuators and have different characteristics (e.g.,
type, measure unit, etc.); (ii) location, sensors providing services are bound to a
physical location. By knowing this location we can answer queries in a context-
aware fashion; (iii) device, it is our aim to monitor consumption flows, thus,
we need to have some information about the devices (considering the sensors
themselves) that consume or produce energy.

To support these requirements, we adopt a service ontology. We start from
the well-known OWL-S ontology and extend it with information related to
our needs and application domain. Therefore, as shown in Fig. 1, we enrich
OWL-S with three more ontologies, each one describing one of the three dimen-
sions introduced above. In particular, notice that each service is described in
terms of:

– its temporal output (i.e. timeOutput relation): data returned by a service may
be: (i) the current data reading (Last One), (ii) all the readings in a specific
interval of time (Interval) or (iii) the last X readings (Last X, where X depends
on the service);
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Fig. 1. Service Ontology extending OWL-S
specification with sensor-specific concepts.
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Fig. 2. Location Ontology made of
hierarchies of elements in space.

– the features of the node in the sensor network to which the service is associated
(described by the Sensor ontology)

– the physical location of the sensor providing the service (described by the
Location ontology as shown in Fig. 2): a hierarchy (Location → Room →
Floor → Building) is used to support different granularities and different
relations (nearRoom, upFloor and nearBuilding) are used to understand if the
concepts of same granularity are somehow near one to the other;

– the features of the devices that influence or are influenced by the node to
which the service is associated (described by the Device ontology): we specify
the energy they consume or produce.

This semantic representation allows us to describe the structure of services
and to reason on the data we have, in order to infer some new knowledge that
might be useful during the query answering process. To better understand, let
consider the following example: suppose that a user wants to know the temper-
ature in Room 23 but that one does not have a sensor installed, yet Room 24,
the one next to Room 23, has one. By having this information expressed in the
location ontology, our retrieval algorithm will be able to suggest to the user the
service returning the temperature in Room 23, even though a penalty will be
applied to this one since it does exactly satisfy the user request.

3 Retrieval Algorithm

There are many approaches supporting the service retrieval process (as discussed
in Sect. 5). For our purposes, we assume that the users’ needs are expressed in
terms of a desired service, i.e., using the same description model used to describe
a service the user can define the features of a service that the user is looking for.
Then the description of the desired service is compared with all the available
services. Formally, we introduce the following definitions:
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– Σ = {σi} is the set of available services, where each σi is described in terms of
the service ontology discussed before. Moreover, σi.values is the set of values
that have been sensed by the sensor associated to the service σi.

– σ = 〈type, location, time, output〉 is the desired service, defined in terms of
one or more concepts and properties of the service ontology. More precisely:
• type is associated to the nature of the sensor, i.e., what the sensor measures

(e.g., temperature, power, and so on).
• location defines where the data have been sensed using one of the Spa-

tialThing related concept in the location ontology.
• time = {LastOne, LastX, Interval} specifies the nature of the sensed data

returned as output of the service. In case of time = LastOne, this means
that the user is interested in the more recent sensed value, whereas time =
LastX in a set of more recent values. Finally, in case of time = Interval
the user specifies the time range in which the sensed values are considered
relevant.

• Depending on the value of time, output specifies the value of X ∈ N, or
the initial and final hours and dates, and the granularity.

– Σ ⊆ Σ is the set of services relevant with respect to the desired service.

With respect to the traditional approaches our algorithm considers the loca-
tion as a first class citizen and the similarity algorithm strongly depends on it.
Moreover, having the time and output, allows the user to insert in query elements
that makes more expressive the request in the reference scenario.

In our approach, we provide a similarity function sim(σ, σi) → [0, 1] that
compares two service descriptions and the higher the returned value the more
similar the two services.

Listing 1. Similarity algorithm overview
Σ = ∅
for all σi ∈ Σ do

if σi.type = σ.type then
sim = 1.0
if σ.location �= ∅ then

sim = sim * (1-location penalty(σi.location, σ.location))
end if
if σ.time �= ∅ then

sim = sim * (1-time penalty(σi.time, σ.time))
sim = sim * (1-output penalty(σi.time, σi.output, σ.time, σ.output))

end if
if sim > th then

Σ = Σ ∪ σi

end if
end if

end for
return Σ
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The resulting algorithm is presented, in its main steps, in Listing 1. Here
the functions location penalty, time penalty, and ouput penalty are in charge
of computing the distance between the request and the offer with respect to a
specific aspect. The similarity is computed as the product of all the penalties. In
this way, a good value of similarity can be obtained only if all the requirements
are matched at least partially. Indeed, it is enough that at least one of the
requirements is not properly supported to significantly reduce the similarity.
Finally, as also reported in the algorithm, as the elements composing σ are not
mandatory, the corresponding penalty function could not be invoked.

3.1 Location Penalty

The computation of the location penalty identifies the distance between the
concepts σ.location and σi.location in the location ontology and it is based on
the following assumptions:

– If σ.location = σi.location no penalty is applied.
– The more distant σ.location to σi.location, the grater the penalty.
– The wider the location σ.location with respect to the location σi.location, the

greater the penalty. For instance, if the user asks for a temperature in a room
and the service monitors the entire floor, then the penalty will be lower than
that of a service returning the temperature of the entire building.

– If the location σ.location is more narrow than the location σi.location no
penalty is applied.

Listing 2. Location algorithm
award=1
for all edge: edges in shortest path between σi.location and σ.location do

if edge.from is more specific σ then
award = award * λ

end if
end for
location penalty = 1 - award

Based on these assumptions, Listing 2 shows the complete algorithm for
computing the location penalty. First, the shortest path between the concepts
σ.location and σi.location is computed. As the penalty depends on the edges
from less specific concepts to less specific concepts, we firstly count the opposite
to compute the award. Then, the penalty is given by the opposite. The parameter
λ quantifies the amount of award (penalty) to be given for each relevant hop and
its value is defined after a tuning phase, that is presented in the next section.

3.2 Time Penalty

Time penalty depends on the degree of compatibility between services having
different time output property values. For example, if σ.time = LastX a service
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σi is fully compatible if σi.time = LastX but, we also consider a compatibility
(with a penalty) also in case σi.time = Interval. Indeed, the time range can
cover the required more recent values. On the contrary, if σi.time = LastOne
cannot be considered compatible as it returns only the most recent value over
the required X values. Accordingly, we defined three levels of compatibility, i.e.,
Mismatch (penalty = 1.0), Close (penalty = τ), Exact (penalty = 0.0) and
Table 1 reports how these penalties are associated to each possible combination
of σi.time and σ.time, where the value of τ is set during the tuning phase.

Table 1. Time compatibility matrix

σi.time
Last One Last X Interval

σ
.t
im

e Last One Exact Close Close
Last X Mismatch Exact Close
Interval Mismatch Close Exact

3.3 Output Penalty

The last computed penalty is related to timeliness, that is defined as the extent
to which data are timely for their use or as the property of information to arrive
early or at the right time [3].

In our case, timeliness depends on the distance between when the sensed
data is available with respect to when it is required, so the penalty depends
on how much the timeliness is not satisfied. As the user with σ.time when the
required data is relevant in three different ways (i.e., LastOne, LastX , and Inter-
val) three different approaches for computing penalties are proposed. Differently
from the previous penalties, the computation of the output penalty requires the
interaction with the services. Indeed, the information available in the service
description is not enough as we need to have information on the data returned
by the services which can be obtained only bu invoking them. As a consequence,
in this phase the services need to be invoked and the returned data analyzed.
We remind that σi.values represents these values and each of them is a pair of
a timestamp (when the values is sensed) and the sensed value.

LastOne. If σ.time = LastOne then the user is interested in services that
return the most recent values. Here the discussion is on the meaning of “recent
value”: is it with respect to when the user submits the query, or is it the most
recent among the data returned by the services? As both the solutions are valid,
we consider both the situation and, using a weighted sum, we leave to the user
the possibility to specify which is the best interpretation. This results in the
algorithm reported in Listing 3. First of all, we assume that the current date
is given (for instance, by invoking a system call); then, the more recent and
less recent dates are obtained by calling the services available and considering
the lower and higher values for the returned timestamps. Then, the penalty in
both the cases is calculated as a proportion of the distance between the date of
the returned value and the reference date.
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Listing 3. Last One algorithm
for all σk ∈ Σ do

max(σk.values.timestamp) = date of the more recent sampled data
if max(σk.values.timestamp) < less recent then

less recent = max(σk.values.timestamp)
end if
if max(σk.values.timestamp) > more recent then

more recent = max(σk.values.timestamp)
end if

end for
pen current = 1 − (max(σi.values.timestamp) − less recent)/(current date −
less recent))
pen morerec = 1 − (max(σi.values.timestamp) − less recent)/(more recent −
less recent))
output penalty = wcurr * pen current + wmorerec * pen morerec

Last X. In case of σ.time = LastX the user also specifies in the query the
desired number (e.g., σ.output.X) of output values. On this basis, two main
aspects will be considered in the computation of the penalty:

– The number of returned values (pen number): a σi able to retrieve at least
σ.output.X values has lower penalty than a σi that satisfies the user request
only partially returning a number of values lower than σ.output.X: i.e.,
pen number = count(σk.values) / σ.output.

– The timeliness of the returned values (pen recent): a σi returning values that
are more recent has lower penalty than a σi that returns values with lower
timestamps: i.e., pen recent = lastOne(σi)

Having these values: output penalty = 0.5 · pen number + 0.5 · pen recent

Interval. The third possible kind of query on the output is σ.time = Interval,
i.e., the user wants services that have sampled data in a specified time range
(σ.output.start date, σ.output.end date). Here, the more covered is the interval,
the more similar the service. To properly consider also a homogeneous coverage
of the interval, a third input parameter named σ.output.granularity is required
that specifies the sampling time inside the time range. For instance, having a
time range of 10mins with a granularity of 60secs, means that the ideal service
should have at least 10 sampled data distributed every 1min. Listing 4 reports
the details of the adopted algorithm. First of all, given the time range, the
number of subintervals is computed. Then, for each of them, we verify how
many intervals are covered by the σi.values. Finally, the higher the number of
not covered intervals, the higher the penalty.



288 C. Foglieni et al.

Listing 4. Interval algorithm
interval = σ.output.end date − σ.output.start date
subintervals= interval /σ.output.granularity
covered subintervals = 0
for all subintervals in interval do

if count(σi.values ∈ subinterval) > 0 then
covered subinterval ++

end if
end for
output penalty = 1- (covered subinterval / subintervals)

Table 2. Tuning and test queries.

Query σ.location σ.time σ.output

σtuning
1 - Interval Range: from 28/2/2004 6:30 AM to

28/2/2004 2:30 PMGranularity: 1 hour

σtuning
2 Floor22 LastX Samples: 14

σtuning
3 Room27 LastOne -

σtest
1 - Interval Range: from 28/2/2004 10:30 AM to

28/2/2004 6:30 PMGranularity: 1 hour

σtest
2 Floor12 LastX Samples: 11

σtest
3 Room111 LastOne -

4 Validation

To validate the proposed algorithm, we based our tests on a testbed containing
data collected from 54 sensors deployed in the Intel Berkeley Research lab3.
The sensors collected timestamped values of humidity, temperature, light and
voltage, producing 2.3 million readings in a period of a month and a half.

Before running the test cases to validate the approach, a proper tuning of the
parameters th, λ, and τ is required. To this aim, the first three queries reported
in Table 2 have submitted to the testbed varying, for each run, the values of
these three parameters. For each of these queries, the list of relevant services is
manually created to be used for computing the precision and recall.

Based on the obtained results, the better precision and recall values for these
queries is given for the following values: th = 0.5; λ = 0.9; τ = 0.8. The
corresponding precision recall chart for this tuning set is shown in Fig. 3. With
this configuration, a second set of queries (some of them are reported in the lower
part of Table 2) has been used to calculate the final precision and recall graph.
As shown in Fig. 4, the proposed algorithm properly responds to the queries with
a good precision for all the percentage of recall. Indeed, when all the relevant
services are returned (i.e., recall equals to 100%) the precision remains greater

3 http://db.csail.mit.edu/labdata/labdata.html.

http://db.csail.mit.edu/labdata/labdata.html
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than 60%. To the best of our knowledge, there are no comparable approaches,
thus, a comparison with existing methods is not possible at this stage.

Fig. 3. Performances with the tun-
ing set queries.

Fig. 4. Performances with the test set
queries.

5 Related Work

Different similarity algorithms have been proposed that allow to compare sen-
sors. In [4] a methodology to discover service similarity is based on testing and
requires the evaluation of the outputs produced by the services after invoking
them. With respect to this work, we are interested in introducing a seman-
tic dimension into the matchmaking process. Research has put much effort in
developing ontology-based models to support pervasive systems [5] which mostly
adopt ad hoc solutions that depend on the application domain but also bring
up the need for ontologies to describe sensors [6] and locations [5] in particular.
Among sensor ontologies it is worth pointing out the Semantic Sensor Web, a
framework to support semantic annotation of sensor data through the use of
ontologies to elicit the features of the sensors. In this work we make use of such
an ontology to extend the OWL-S ontology with useful domain-dependent infor-
mation similarly to what has been done in the context of the SemsorGrid4Env
EU project4.

Other works [7,8] enrich services description by associating their inputs and
outputs with the concepts in a domain ontology and adopt a hybrid strategy that
exploits both logic-based reasoning and content-based information retrieval tech-
niques. Authors in [9] adopt an ontology to describe the interactions between the
processes in a service and then compute the similarity by keeping into account:
(i) the structural similarity, based on the outputs of the services and (ii) the
semantic similarity, based on the data in the ontology.

As for structural similarity, in [10] and [11] two approaches are described that
dynamically select and recommend services to users. However, both approaches
are based on historical data and thus they assume that the similarity computed
in the past can be used to refine the future rankings.
4 http://www.semsorgrid4env.eu.

http://www.semsorgrid4env.eu
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On the other hand, different approaches have been proposed that exploit an
ontology to determine semantic similarity between services. The most common
approaches are distance metrics, information-based measures and more complex
ontology frameworks. In [12] authors propose a information-based similarity mea-
sure that also takes into account reasoning, that is, the semantic similarity of
an object depends on how many new objects it can generate. In [13] the authors
take a similar road but propose a weighted algorithm that takes into account
the frequency of words appearing the in semantic description of services. In this
work we focus on a simpler semantic similarity, that is based on the evaluation
of the distance between the features of a service and the features requested by a
user, in terms of the amount of edges that separates the two semantic concepts
in the ontology.

6 Conclusion

In this paper we have presented a semantic-based approach for retrieving ser-
vices that refer to sensors installed in buildings. The approach has been validated
and the results highlights the good performances of the algorithm in terms of
precision and recall. Future work will focus on reducing the number of service
invocations and optimizing the number of comparisons in the retrieval algo-
rithm, in order to improve the response time performance and the scalability of
the solution.

Acknowledgement. This work has been partially funded by Italian project “Indus-
tria 2015-Sensori” Grant agreeement n. 00029MI01/2011.
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Abstract. The service composition problem asks whether, given a client
and a community of available services, there exists an agent (called the
mediator) that suitably delegates the actions requested by the client to
the available community of services. We address this problem in a general
setting where the agents communication actions are parametrized by
data over an infinite domain and possibly subject to constraints. For
this purpose, we define parametrized automata (PAs), where transitions
are guarded by conjunction of equalities and disequalities. We solve the
service composition problem by showing that the simulation preorder of
PAs is decidable.

1 Introduction

Service Oriented Architectures (SOA) consider services as self-contained compo-
nents that can be published, invoked over a network and combined with other
services through standardized protocols in order to dynamically build complex
applications [19]. Service composition is required when none of the existing ser-
vices can fulfill some client needs but a suitable coordination of them would sat-
isfy the client requests. How to find the right combination and how to orchestrate
this combination are among the key issues for service architecture development.

Service composition has been studied in many works e.g. [6,15,18]. The
related problem of system synthesis from libraries of reusable components has
been thoroughly investigated too [17].

In this paper we address the composition synthesis problem for web services
in which the agents are parametrized, i.e. the client and the available services
exchange data ranging over an infinite domain and they are possibly subject
to some data constraints. More precisely, the composition synthesis problem we
consider can be stated as follows: (e.g. [7,18]): given a client and a community of
available services, compute a mediator which will enable communication between
the client and the available services in such a way that each client request is
forwarded to an appropriate service.

As usual (e.g. [6]), this problem is reduced to the computation of a simulation
relation between the target service (specifying an expected service behaviour
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 295–307, 2015.
DOI: 10.1007/978-3-319-22885-3 26
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for satisfying the client requests) and the asynchronous product of the available
services. If such a simulation relation exists then it can be easily used to generate
a mediator, that is a function that selects at each step an available service for
executing an action requested by the client.

One of the most successful approaches to composition abstracts services as
finite-state automata (FA) and apply available tools from automata theory to
synthesize a new service satisfying the given client requests from an existing
community of services. However it is not obvious whether the automata-based
approach to service composition can still be applied with infinite alphabets since
simulation often gets undecidable in extended models like Colombo ([1]). Start-
ing from the approach initiated in [2] our objective is to define expressive classes
of automata on infinite alphabets which are well-adapted to the specification
and composition of services and enjoy nice closure properties and decidable sim-
ulation preorder. Compared to our previous work [2] we introduce a strictly
more expressive service specification formalism thanks to the use of guarded
transitions.

1.1 Contributions

In this paper we rely on automata-based techniques to tackle the problem of
composition synthesis of parametrized services. We introduce an extension of
automata called parametrized automata or PAs, that allows a natural specifica-
tion and decidable synthesis of parametrized services. In PAs, the transitions are
labeled by letters or variables ranging over an infinite alphabets and guarded
by conjunction of equalities and disequalities. Besides, some variables can be
refreshed in some states: their value is reset, and they can be bound later to an
arbitrary letter. Refreshing mechanism is particularly useful when computation
starts a new sessions or to simulate calls to functions with local variables.

We introduce a simulation preorder for PAs and show its decidability. The
proof relies on a game-theoretic characterization of simulation. We show how this
result can be applied to the synthesis of a mediator for web services. Although not
detailed here, the simulation decision procedure can help to solve language con-
tainment problems which are important ones in formal verification. The potential
applicability of our model in verification also follows from the fact that PAs are
closed under intersection, union, concatenation and Kleene operator.

1.2 Related Work

Logic-based techniques for the synthesis problem (e.g. [10]) have been considered
in the literature. In the Roman model web services behaviours are specified with
activity-based finite state automata. The corresponding services composition
problem was reduced to PDL satisfiability (e.g. [5,7]). Thanks to the relation
between PDL and Description Logic (DL), several DL reasoning tools can be
applied in the latter case. The composition problem can also be reduced to
computing a simulation preorder as in [6]. This approach cannot be extended to
the data-centric Colombo [4] model of services for which, as we mentionned above,
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simulation is undecidable. Known decidable cases of the composition synthesis
problem in Colombo framework need restrictions such as determinism or finite
domain for values.

For instance, the Colombok,b model is a restriction of the Colombo model in
which suitable hypotheses ensure that only a finite number of domain values (and
thus a finite number of different records) are considered. In [4] the composition
problem for this model was proven decidable when the clients are represented
as deterministic guarded automata. Besides, the proof provided relies on (a pri-
ori) bounding two parameters of the synthesised mediator. More precisely, they
assume that the mediator is (p, q)-bounded, where p is the number of states, and
q is the number of variables representing records in its global store. It is con-
jectured that this decidability result can be obtained without mentioning these
bounds. We believe our result, though in a different setting, justifies this conjec-
ture as we need to bound neither the number q of variables in the mediator nor
its number p of states.

In [8], the authors address a related problem of synthesizing a controller
generator from which one can compute new controller when the environment
or the available services change. The controller implements a fully controllable
target behaviour by suitably coordinating available partially controllable behav-
iors that are to execute within a shared, fully observable, but non-deterministic
environment. The behaviours and the environment are represented as finite state
transition systems. They construct a table of states related in a simulation, and
are able to update this table on the fly when the available services change. For
efficiency reasons they also consider safety games for generating a new controller
from this table. Though our results only address the synthesis of one controller
in an unmutable setting, our underlying model is more general than finite tran-
sition systems as it allows the exchange of data from an infinite domain. Though
our simulation game also uses a bounded number of constants, it is worth men-
tionning that an unbounded execution of the synthesized controller can handle
an unbounded number of different constants.

In [14] the authors also obtain an interesting positive result for the case where
services are described by finite state machines but the number of instances of
existing services that can be used in a given composition is not bounded a priori.

Several automata models have been designed recently for infinite alphabets.
However they have not been applied to service composition. Usages nominal
calculus ([9]) is a computational model based on infinite alphabets and dynamic
creation of resources. PAs are incomparable with Usages.

A service behaviour can be expressed by a Petri net too (see [13]), where
actions are modeled by transitions and the state is modeled by places. However
it seems hard to extend our synthesis result to Petri nets service specification
because of the negative result of [16]. On the other hand, simulation between
finite state machines and well-structured transition systems (and so Petri nets)
is decidable as shown in [11].
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1.3 Paper Organization

Section 2 recalls standard notions. Section 3 introduces the new class of para-
metrized automata. Section 3.2 studies closure properties and the complexity of
Nonemptiness for PAs. Section 4 uses the parametrized automata to solve the com-
position synthesis problem, more precisely, Sect. 4.1 introduces the simulation pre-
order of PAs, Sect. 4.2 shows its decidability, Sect. 4.3 applies these results to ser-
vice composition by sketching a procedure for mediator synthesis, and future work
directions are given in Sect. 5. All proofs and further details can be found in [3].

2 Preliminaries

Let X be a finite set of variables, Σ an infinite alphabet of letters. A substitution
σ is an idempotent mapping {x1 �→ α1, . . . , xn �→ αn} ∪ ⋃

a∈Σ{a �→ a} with
variables x1, . . . , xn in X and α1, . . . , αn in X ∪Σ. We call {x1, . . . , xn} its proper
domain, and denote it by dom(σ). We denote by Dom(σ) the set dom(σ) ∪ Σ.
We denote by codom(σ) the set {a ∈ Σ | ∃x ∈ dom(σ) s.t. σ(x) = a}. If all the
αi, i = 1 . . . n are letters then we say that σ is ground. The empty substitution
i.e., with an empty proper domain) is denoted by ∅. The set of substitutions
from X ∪ Σ to a set A is denoted by ζX ,A, or by ζX , or simply by ζ if there
is no ambiguity. If σ1 and σ2 are substitutions that coincide on the domain
dom(σ1) ∩ dom(σ2), then σ1 ∪ σ2 denotes their union in the usual sense. As a
special case, if dom(σ1)∩dom(σ2) = ∅ we emphasize the disjointness by denoting
σ1 	 σ2 the union. We define the function V : Σ ∪ X −→ P(X ) by V(α) = {α}
if α ∈ X , and V(α) = ∅, otherwise. For a function F : A → B, and A′ ⊆ A, the
restriction of F on A′ is denoted by F|A′ .

Definition 1. A two-players game is a tuple 〈PosE ,PosA,M, p�〉, where
PosE ,PosA are disjoint sets of positions: Eloise’s positions and Abelard’s posi-
tions. M ⊆ (PosE ∪ PosA) × (PosE ∪ PosA) is a set of moves, and p� is the
starting position. A strategy for the player Eloise is a function ρ : PosE →
PosE ∪ PosA, such that (℘, ρ(℘)) ∈ M for all ℘ ∈ PosE. A (possibly infinite)
play π = 〈℘1, ℘2, . . .〉 follows a strategy ρ for player Eloise iff ℘i+1 = ρ(℘i) for
all i ∈ N such that ℘i ∈ PosE. Let W be a (possibly infinite) set of plays. A
strategy ρ is winning for Eloise from a set S ⊆ PosE ∪PosA according to W iff
every play starting from a position in S and following ρ belongs to W.

3 Parametrized Automata

In this section we define formally the class of PAs. Firstly, we illustrate the
practical use of PAs through a service composition problem.

3.1 A Motivating Example

In Fig. 1 we have an e-commerce Web site allowing clients to open files, search
for items in a large domain that can be abstracted as infinite and save them
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to an appropriate file depending on the type of the items (whether they are in
promotion or not). The three agents: CLIENT, FILE and SEARCH communicate
with messages ranging over a possibly infinite set of terms. The problem is to
check whether FILE and SEARCH can be composed in order to satisfy the
CLIENT requests. Following [6] the problem reduces to find a simulation between
CLIENT and the asynchronous product of FILE and SEARCH. We emphasize
that the variables x and y are refreshed (i.e. freed to get a new value) when
passing through the state p0. In the same way variables z and w are refreshed
at p2. The variables m and n are refreshed at q0; the variables i and j are
refreshed at r0. For saving space, a transition labeled by a term, say write(m,n),
abbreviates successive transitions labeled by the root symbol and its arguments,
here write, m and n, respectively. We notice that this example cannot be handled
within the subclass of fresh-variable automata [2] since they do not have guards.

p0

p1

p2

p3

p4

p5

Open(x)

Open(y) Fail

Fail

Search(z)Fail

Type(z,w)

Write(z,y)

Close(x)

Close(y)

CLIENT

x�= y

w �= prom

Write(z,x)
w = prom

q0Open(m) Close(m)

Write(m,n)

Fail

FILE

r0

r1

Search(i)Type(i,j)

SEARCH

Fail

Fig. 1. PROM example.

Before introducing formally the class of PAs, let us first explain the main
ideas behind them. The transitions of a PA are labeled with letters or variables
ranging over an infinite set of letters. These transitions can also be labeled with
guards consisting of equalities and disequalities. Its guard must be true for the
transition to be fired. We emphasize that while reading a guarded transition
some variables of the guard might be free and we need to guess their value.
Finally, some variables are refreshed in some states, that is, variables can be
freed in these states so that new letters can be assigned to them. Firstly, we
introduce the syntax and semantics of guards.
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Definition 2. The set G of guards over Σ ∪X is inductively defined as follows:

G := true | α = β | α = β | G ∧ G,

where α, β ∈ Σ ∪ X . We write σ |= g if a substitution σ satisfies a guard g.

We notice that adding the disjunction operator to the guards would not increase
the expressiveness of our model. A guard is atomic iff it is either true, an
equality, or an disequality. Let gi, i = 1, . . . , n, be atomic guards. Then we define
the free variables of a guard by extending the function V to a mapping Σ ∪ X ∪
G → P(X ) as follows: V(

∧
i=1,n gi) =

⋃
i=1,n V(gi) and V(α ∼ β) = V(α)∪V(β)),

where ∼ belongs to {=, =} and α, β ∈ Σ ∪X . The finite set of letters of a guard
g can be defined similarly and it will be denoted by Σg.The application of a
substitution γ to a guard g, denoted by γ(g), is defined in the usual way. We
shall write σ � g if there exists a substitution γ s.t. σ 	 γ |= g. The formal
definition of PAs follows.

Definition 3. A PA is a tuple A = 〈Σ,X , Q,Q0, δ, F, κ〉 where

– Σ is an infinite set of letters,
– X is a finite set of variables,
– Q is a finite set of states,
– Q0 ⊆ Q is a set of initial states,
– δ : Q× (ΣA ∪X ∪{ε})×G → 2Q is a transition function where ΣA is a finite

subset of Σ,
– F ⊆ Q is a set of accepting states, and
– κ : X → 2Q is called the refreshing function.

A run of a PA is defined over configurations. A configuration is a pair (γ, q)
where γ is a substitution such that for all variables x in dom(γ), γ(x) is the
current value of x, and q is a state of the PA. Intuitively, when a PA A is in
state q, and (γ, q) is the current configuration, and there is a transition q

α,g→ q′

in A then:

i) if α is a free variable (i.e. α ∈ X \ dom(γ)) then α stores the input letter and
some values for all the other free variables of γ(g) are guessed such that γ(g)
holds, and A enters the state q′ ∈ δ(q, α, g),

ii) if α is a bound variable or a letter (i.e. α ∈ Dom(γ)) and γ(α) is equal to the
input letter l then some values for all the free variables of γ(g) are guessed
such that γ(g) holds, and A enters the state q′ ∈ δ(q, α, g).

In both cases when A enters state q′ all the variables which are refreshed in
q′ are freed. Thus the purpose of guards is to compare letters and to guess new
letters that might be read afterward.

For a PA A, we shall denote by ΣA the finite set of letters that appear in
the transition function of A. We shall denote by κ−1 : Q → 2X the function that
associates with each state of the PA the set of variables being refreshed in this
state. That is, κ−1(q) = {x ∈ X | q ∈ κ(x)}.

The formal definitions of run and recognized language follow.
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Definition 4. Let A = 〈Σ,X , Q,Q0, δ, F, κ〉 be a PA. We define a transition
relation over the configurations as follows: (γ1, q1)

a⇒ (γ2, q2), where a ∈ Σ∪{ε},
iff there exists a substitution σ such that dom(σ) ∩ dom(γ1) = ∅ and either:

i) a ∈ Σ and in this case there exists a label α ∈ Σ∪X such that q2 ∈ δ(q1, α, g),
(γ1 	 σ)(α) = a, (γ1 	 σ) |= g and γ2 = (γ1 	 σ)|D, with D = Dom(γ1 	 σ) \
κ−1(q2). Or,

ii) a = ε and in this case (γ1 	σ) |= g and γ2 = (γ1 	σ)|D, with D = Dom(γ1 	
σ) \ κ−1(q2).

We denote by ⇒� the reflexive and transitive closure of ⇒. For two configurations
c, c′ and a letter a ∈ Σ, we write c

a→ c′ iff there exists two configurations c1 and
c2 such that c

ε⇒�c1
a⇒ c2

ε⇒�c′. A finite word, or a trace, w = a1a2 . . . an ∈ Σ∗

is recognized by A iff there exists a run (γ0, q0)
a1→ (γ1, q1)

a2→ . . .
an→ (γn, qn),

such that q0 ∈ Q0 and qn ∈ F . The set of words recognized by A is denoted by
L(A).

p p′x1

y1, y1 �= x1

A1

q q′

x2

y2, y2 �= x2

A2

Fig. 2. Two PAs A1 and A2 where the variable y1 is refreshed in the state p, and the
variables x2, y2 are refreshed in the state q.

Example 1. Let A1 and A2 be the PAs depicted above in Fig. 2 where the vari-
able y1 is refreshed in the state p, and the variables x2, y2 are refreshed in the
state q. That is, A1 = 〈Σ, {x1, y1}, {p, p′}, {p}, δ1, {p′}, κ1〉 with

{
δ1(p, y1, (y1 = x1)) = {p} and δ1(p, x1, true) = {p′}, and
κ1(y1) = {p}

And A2 = 〈Σ, {x2, y2}, {q, q′}, {q}, δ2, {q′}, κ2〉 with
{

δ2(q, x2, true) = {q′} and δ(q′, y2, (y2 = x2)) = {q}, and
κ2(x2) = κ2(y2) = {q}.

We notice that while making the first loop over the state p of A1, the variable
x1 of the guard (y1 = x1) is free and its value is guessed. Then the variable y1
is refreshed in p, and at each loop the input letter should be different than the
value of the variable x1 already guessed. More precisely, the behaviour of A1 on
an input word is as follows. Being in the initial state p, either:
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– Makes the transition p → p′ by reading the input symbol and bounding the
variable x1 to it, then enters the state p′. Or,

– Makes the transition p → p by:
1. Reading the input symbol and bounding the variable y1 to it.
2. Guessing a symbol in Σ that is different than the input symbol (i.e. the

value of x1) and bounds the variable y1 to the guessed symbol, then enters
the state p.

3. From the state p, refresh the variable x1, that is, it is no longer bound to
the input symbol. Then, start again.

We illustrate the run of A1 on the word w = abbc, starting from the initial
configuration (∅, p) as follows:

(∅, p) a→ ({y1 �→ c}, p) b→ ({y1 �→ c}, p) b→ ({y1 �→ c}, p) c→ ({y1 �→ c}, p′)

Hence, the language L(A1) consists of all the words in Σ� in which the last
letter is different than all the other letters. By following similar reasoning, we
get L(A2) = {w1w

′
1 · · · wnw′

n | wi, w
′
i ∈ Σ, n ≥ 1, and wi = w′

i, ∀i ∈ [n]}.

3.2 Properties of Parametrized Automata

Closure properties are important for the modular development of services. PAs
enjoy the same closure properties as finite automata except for complementation:

Theorem 1 [3]. PAs are closed under union, concatenation, Kleene operator
and intersection. They are not closed under complementation.

For the main decision procedures we have that:

Theorem 2. [3]. For PAs, Membership is NP-complete, Universality and Con-
tainment are undecidable. Nonemptiness is PSPACE-complete.

To argue that Nonemptiness is PSPACE, given a PA A, it is sufficient to show
that A recognizes a non-empty language over Σ iff A recognizes a non-empty
language over a finite set of letters. For this purpose, and in order to relate
the two runs of A (the one over an infinite alphabet and the one over a finite
alphabet) we introduce a coherence relation between substitutions.

Definition 5. Let C be a finite subset of Σ. The coherence relation �C⊆ ζ × ζ
between substitutions is defined by σ̄ �

C
σ iff the three following conditions hold:

1. dom(σ̄) = dom(σ),
2. If σ̄(x) ∈ C or σ(x) ∈ C then σ̄(x) = σ(x), for any x ∈ dom(σ), and
3. for any variables x, y ∈ dom(σ), σ̄(x) = σ̄(y) iff σ(x) = σ(y).

Thus, the fact the Nonemptiness of PAs is PSPACE follows from the following
lemma.
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Lemma 1. Let A be a PA over Σ with k variables and m letters ΣA =
{c1, . . . , cm}. Let Σ = {a1, . . . , ak, c1, . . . , cm}. Then, A recognizes a non-empty
language over Σ� if, and only if, it recognizes a non-empty language over Σ�.

To show that the Nonemptiness of PAs is PSPACE-hard, we reduce the reach-
ability problem for bounded one-counter automata [12] (known to be PSPACE-
hard) to the Nonemptiness problem of PAs [3].

4 Service Synthesis with Parametrized Automata

We define and study the simulation preorder for PAs, an extension of the simu-
lation preorder for FAs. Then we show how to synthesis a mediator (i.e. a PA)
allowing the communication between a client and the community of available
services. To simplify the presentation, we shall only consider in this section PAs
without ε-transitions and in which there is a unique initial state and all the
states are accepting.

4.1 Simulation Preorder for PAs, and Symbolic Games

Simulation-preoder for PAs is a relation defined over pairs of configurations
instead of pairs of states as it is the case for FAs.

In order to show the decidability of simulation for PAs we shall provide a
game-theoretic formulation of simulation in terms of symbolic simulation games.
Roughly speaking, the arena of a symbolic game is a PA in which each state is
controlled by one of the two players, Eloise or Abelard. From a state under his
control, the player chooses an outgoing transition and instantiates the (possible)
free variable that labels this transition and all the free variables in the constraint
of this transition. Firstly, we introduce symbolic games in Definition 6 and their
concretisation in Definition 7. Then, we show in Definition 8 how to formulate
the simulation preorder for PAs as a symbolic game.

Definition 6 (Symbolic games). A symbolic game is a pair (A, λ) where
A = 〈Σ,X , Q, q0, δ, F, κ〉 is a PA and λ : Q → {E, A} is the labeling function.
The states labeled by E (resp. A) correspond to Eloise (resp. Abelard) states.

The concretisation of a symbolic game amounts to instantiate its variables
from a (possibly infinite) set of letters. The resulting game is a two-players game
in the sense of Definition 1. The formal definition follows.

Definition 7 (Concretisation of symbolic games). Let (A, λ) be a symbolic
game where A = 〈Σ,X , Q, q0, δ, F, κ〉. Let S ⊆ Σ be a set of letters. The con-
cretisation of the symbolic game (A, λ) with letters in S, denoted by G(A, λ, S), is
the two players game 〈PosE,PosA,M, p�〉 where the initial position is p� = (∅, q0)
and the set of positions Pos = PosA ∪ PosE is the set of positions contain-
ing p� and reachable from the moves: M = {(σ, q) → (σ′, q′) where (σ, q) a→
(σ′, q′) for all a ∈ Σ}. Finally, PosE =

{
(σ, q) ∈ Pos where σ ∈ ζX ,S and λ(q) =

E
}
, and PosA =

{
(σ, q) ∈ Pos where σ ∈ ζX ,S and λ(q) = A

}
.
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Definition 8 (Symbolic games for simulation). Let A1 = 〈Σ,X1, Q1, q
1
0 ,

δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2, F2, κ2〉 be two PAs and let S ⊆ Σ be a

set of letters. The symbolic simulation game of A1 by A2 is the symbolic game
(M, λ) where M = 〈Σ,X , Q, q0, δ, F, κ〉 is defined by:

Q = Q1 × Q2 ∪ Q1 × Q2 × (ΣA1 ∪ X1)

q0 = q10 × q20

δ = Δ0 ∪ Δ1, where
{

Δ0 =
{
(q1, q2)

α1,g1−→ (q′
1, q2, α1), for all q1

α1,g1−→ q′
1 ∈ δ1

}

Δ1 =
{
(q1, q2, α1)

α2,g2∧(α1=α2)−→ (q1, q′
2), for all q2

α2,g2−→ q′
2 ∈ δ2

}

κ = κ1 × κ2

and the labeling function λ is defined by λ((q1, q2)) = A and λ(q1, q2, α) = E, for
every (q1, q2), (q1, q2, α) ∈ Q.

The simulation game of A1 by A2 over letters in S, denoted by GS(A1,A2),
is the concrete game G(M, λ, S).

Finally, any infinite play in G(M, λ, S) is winning for Eloise, and any finite
play is losing for the player who cannot move.

The simulation problem for PAs is the following: given two PAs A1 and A2, is
A1 �A2? This amounts to asking whether player Eloise has a winning strategy
in the concrete game GΣ(A1,A2).

The following lemma states an immediate property of the symbolic games.

Lemma 2. Let (M, λ) be a symbolic game and S ⊂ Σ. If S is finite then the
concrete game GS(M, λ) is finite too.

4.2 Decidability of the Simulation Problem

We show that the simulation problem is decidable by showing that solving sym-
bolic games is decidable. The idea is that the problem of solving a symbolic game
can be reduced to solving the same game in which the two players instantiate
the variables from a finite set of letters, see Proposition 1. In order to relate
these two games we need to adapt the notion of coherence between substitutions
given in Definition 5 to the coherence between game positions. The definition of
the coherence between game positions, still denoted by �C , follows.

Definition 9. Let M be a PA and q be a state of M. Let S1, S2 be subsets of
Σ where C = S1 ∩ S2 = ∅. Let (q, σ)P (resp. (q, γ)P ) be a position of player P ∈
{E, A} in the two-players game GS1(M, λ) (resp. GS2(M, λ)). Define (q, σ)P �C

(q, γ)P iff σ �C γ.

Let (M, λ) be a symbolic game where M = 〈Σ,X , Q, q0, δ, F, κ〉 is a PA. Let
k = |X |. We define C0 to be the finite set of letters:

C0 = ΣA 	 {c1, . . . , ck} (1)
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℘ ℘ = f(℘)

℘′ ℘′ = f(℘′)

℘′′ ℘′′ = f(℘′′)

f

f

A

f

E

A

E

GΣ(M, λ) GC0(M, λ)Let us take the abbreviations GΣ =
GΣ(M, λ) and GC0 = GC0(M, λ). Now we
are ready to show that the games GΣ and
GC0 are equivalent. For the direction “⇒”
we show that out of a winning strategy of
Eloise in GΣ(M, λ) we construct a winning
strategy for her in GC0(M, λ). For this pur-
pose, we show that each move of Abelard
in GC0(M, λ) can be mapped to an Abelard
move in GΣ(M, λ), and that Eloise response
in GΣ(M, λ) can be actually mapped to an
Eloise move in GC0(M, λ). Formally, we
need to define a function f : Pos(GΣ(M, λ)) → Pos(GC0(M, λ)) in order to
make possible this mapping as shown in the Diagram on the right. It follows
that this is sufficient to argue that if there is an infinite play in GΣ(M, λ) then
we can construct an infinite play in GC0(M, λ) as well. We show in Lemma 3
that it is possible to construct the function f . The proof of the direction (⇐) is
similar to the one of (⇒) by following the same construction.

Lemma 3. Let (M, λ) be a symbolic game. Let GΣ(M, λ) (resp. GC0(M, λ)) be
the concrete game in which the variables are instantiated from the infinite set Σ
(resp. finite set C0 defined in Eq. (1)). Let ℘� and ℘� be their starting position
respectively. Then, there is a function f : Pos(GΣ(M, λ)) → Pos(GC0(M, λ))
with f(℘�) = ℘� and ℘ �C f(℘) for all ℘ ∈ Pos(GΣ(M, λ)), such that the
following hold:

i) for all ℘ ∈ PosA(GC0(M, λ)), if ℘ → ℘′ is a move of Abelard in GC0(M, λ)
and f(℘) = ℘ for some position ℘ in GΣ(M, λ) then there exists a position
℘′ in GΣ(M, λ) such that the move ℘ → ℘′ is possible in GΣ(M, λ) and
f(℘′) = ℘′. And,

ii) for all ℘ ∈ PosE(GΣ(M, λ)), if ℘ → ℘′ is a move of Eloise in GΣ(M, λ)
then the move f(℘) → f(℘′) is possible in GC0(M, λ).

Therefore,

Proposition 1. Let (M, λ) be a symbolic game and let C0 be the finite set of
letters defined in Eq. (1). Then, Eloise has a winning strategy in GΣ(M, λ) iff
she has a winning strategy in GC0(M, λ).

It follows from Lemma 2 and Proposition 1 that the simulation problem for
PAs is decidable. We argue next that this problem is in EXPTIME.

Theorem 3. The simulation problem for PAs is decidable in EXPTIME.

4.3 Synthesis of a Mediator

It is possible to synthesize a mediator (as a PA) allowing the communication
between a client C and a community of available services S1, . . . , Sn by relying
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on a winning strategy for Eloise in the simulation game GC0(C,S1⊗. . .⊗Sn) [3],
where C0 is the finite set of letters defined in Eq. (1). It is worth mentioning
that it is possible to devise an algorithm that generates all possible mediators.

5 Conclusion

We introduced an extension of automata that provides us with both a natural
specification style as shown by examples and a composition synthesis algorithm
for parametrized services. To our knowledge PAs is one of the largest class of
automata on infinite alphabet to admit a decidable simulation algorithm.
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Abstract. In this work, we focus on the problem of virtual machines
(VMs) placement in geographically distributed data centers, where ten-
ants may require a set of networking VMs. The aim of the present work
is to plan and optimize the placement of tenant’s VMs requests in a
geographically distributed Cloud environment while considering location
and system performance constraints. Thus, we propose ILP formulations
which have as objective the minimization of traffic generated by net-
working VMs and circulating on the backbone network. The different
experiments conducted on the proposed formulations show the effective-
ness of our model for large-scale Cloud systems in terms of convergence
time and computational resources.

Keywords: Cloud computing · Virtual machine · Data center · Linear
programming

1 Introduction

With the rise of the popularity of Cloud Computing services, the number of
applications having high demand on networking resources has increased signifi-
cantly. In the IaaS, which is the focus of this paper, tenants can benefit from on-
demand provisioning of compute, storage and networking resources. Currently,
IaaS providers do not offer guaranteed performance to tenants [9]. Therefore,
application performance may varies unpredictably which leads to a decrease of
the application productivity and customer satisfaction [3]. In fact, performance
metrics such as propagation delay and Quality-of-Service (QoS) are important
for many applications and services (e.g. video streaming servers, data inten-
sive applications, ...). Although centralized data centers provide efficiency, the
latency between user and data center may hurt user experience. So geographic
locations of data centers would be a balance of centralization and proximity to
users [8,25]. In a geographically distributed Cloud environment, several DCs are
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interconnected via an IP over wavelength-division-multiplexing (WDM) back-
bone network (IP-over-WDM ); in such an environment, traffic between DCs is
quite significant [7]. Tenants may require services from different regions. As a
result, Cloud service providers face two fundamental problems in order to achieve
a trade-off between operational costs and performance:

• Finding the optimal placement schema for several VMs while considering prox-
imity and location constraints which will ensure application performance.

• Reducing the inter-DCs traffic produced by the different communicating VMs
to prevent from eventual network congestion problems and reduce energy
consumption.

To solve this problem, this paper consider exact methods to plan and opti-
mize the placement of VMs among geographically distributed DCs. We pro-
pose an Integer Linear Programming model (ILP) that solves optimally the VM
placement problem in a large-scale Cloud system while considering location con-
straints. The objective of our formulation is to minimize the traffic between DCs.
We aim to minimize the traffic in order to prevent from possible network conges-
tion problems and reduce the energy consumption. For that purpose, we present
a well-known formulation proposed in [17]. This formulation had been largely
used in the literature as being the most efficient formulation for the problem of
Hub Location [1].

This work makes the following contributions:

• An ILP formulation is presented inspired from a well known formulation [17]
to deal with the VM placement problem in distributed Clouds with traffic
awareness.

• A simplified reformulation is proposed in which a variable aggregation meth-
ods is considered in order to reduce the problem size and speed up the exact
resolution compared to the classical formulation.

• We note that generally communicating-VMs belong to the same tenant. Thus,
the tenant request is modeled by considering clusters of networking VMs of
different sizes.

• Simulation results show that our proposed model provide optimal solutions
for the placement of communicating VMs in large-scale Cloud systems with
traffic-aware consideration even for large instance sizes compared to the clas-
sical formulation.

The remainder of this paper is organized as follows: In Sect. 2, we present a liter-
ature survey and we position our contribution. We then give in Sect. 3, a detailed
problem statement with the assumptions. In Sect. 4, we provide a mathematical
formulation of the VM placement problem across a distributed infrastructure.
Section 5, discusses the simulation results showing the effectiveness of our model.
Finally, we conclude.

2 Related Work

The problem of VM placement in a Cloud environment has received particu-
lar attention in recent years. Many researches have studied this problem from
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different perspectives. The VM placement problem within a single DC has been
extensively studied in literature. In particular, managing communication traffic
generated by communicating VMs within a DC is of a practical concern that
has attracted significant attention. In [5], the authors propose a network-aware
VM placement approach that satisfies traffic demands of the VMs in addition
to hardware requirements. For that purpose, they present different heuristics to
solve this problem. In [15], a VM placement algorithm is proposed in order to
reallocate VMs in DC servers based on traffic matrix and hardware resources
usage. In [10], the authors consider the placement problem of VMs hosting appli-
cations with intense bandwidth requirements. To solve this problem, they present
a polynomial-time constant approximation algorithm. In [27], the authors con-
sider the objective of minimum communication traffic in a DC. They propose
a heuristic algorithm based on clustering methods for solving the optimization
problem. The main limitation of the aforementioned works is the fact that they
do not consider the geographically distributed DCs. They only study the VMs
placement problem within a single DC. Moreover, they propose heuristics for
solving the problem. Heuristics solve the problem but they do not provide the
optimal solution, they provide only an approximate solution. There are only few
researches that have studied the problem of VM placement within geographically
distributed DCs. Some recent works tried to reduce power consumption or ser-
vice delay of geographically distributed data centers by optimizing the location
of DCs [20,24]. In [21], the authors propose both an offline and an online solu-
tion based on scheduling techniques to solve the problem of energy efficiency and
load balancing for a geographically distributed Cloud infrastructure. However,
to reduce energy costs, most of the existent works focus on minimizing the power
consumption, or maximizing resource usage. In order to achieve these goals, it is
crucial to consider one practical aspect which is the traffic transmission within
the backbone network. By minimizing the amount of traffic exchanged between
different DCs nodes, the energy costs including data transport costs will be also
reduced [2]. The present work is different from traditional VM placement propos-
als since it considers resource allocation for VMs and traffic demands satisfaction
across a geographically distributed Cloud architecture. In addition, it addresses
a traffic-aware VM placement problem in large-scale Cloud systems while con-
sidering exact mathematical methods which provide the optimal solution.

3 Problem Description

The VMs placement problem in geographically distributed DCs (VMP) can be
seen as a variant of the hub location problem where DCs are considered as hubs
[1,11,18]. In fact, we aim to plan and optimize the assignment of different VMs
that exchange data to geographically distributed DCs as we minimize the over-
all flow over the backbone network. By minimizing the traffic between DCs, we
minimize the energy consumption and we reduce time delay. In this work, we
present a well-known formulation proposed in [17]. This formulation was cited
in [12] as being the best computationally effective. It has been proved as efficient
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for many variants of the Hub Location problem [22,26], the transportation prob-
lem [13] and many other problems. We adapt this formulation to our problem
by considering DCs as hubs nodes. In fact, the formulation proposed in [17] is a
general formulation. The authors consider that all nodes could be considered as
a hub. However, in our case, we consider that only DCs are hub nodes. Moreover,
as explained in the assumptions section, DCs cannot generate traffic, but they
are intermediary nodes. The traffic is generated and exchanged only between
pairs of VMs. All these facts have contributed to the effectiveness of the formu-
lation. In fact, the main advantage of this formulation is related to the reduced
number of variables which is considerably low compared to existing formulations
in the literature. In fact, the number of DCs is always very small compared to
the number of VMs which makes the formulation efficient and suitable for our
problem. For instance, suppose that we have |D| = 10 DCs and |V | = 1000 VMs,
the number of variables of the formulation of [6] is |V |2 × |D|2 which is equal
to 108 variables. However, the formulation of [17] has only |V | × |D|2 which is
equal to 105 variables.

Proposition 1. The VMP problem is NP-Hard.

Proof. The proof is based upon reduction of VMP to a capacitated multicom-
modity flow problem by considering DCs as hubs and where the flows are unsplit-
table, since each demand node must be assigned to a single DC (hub) then to a
single path. The capacities on the DC can be considered as capacities on virtual
links by splitting the DCs into two connected virtual nodes. The capacity of this
virtual link is the same capacity of the DC. This problem is well known as being
NP-hard [19].

In this work, we make the following assumptions:

• We assume that each VM may have a location constraint. Therefore, it can be
only assigned in two particular DCs. But only one DC is effectively assigned
to each VM.

• We suppose that different DCs are connected with a complete graph. This
assumption aims to determine the demand matrix between each pair of DCs so
it constitutes a basis for dimensioning the capacities of the backbone network
links.

• Data center hardware capacities are supposed to be known and fixed a priori.
We assume that DCs capacities are able to satisfy all VMs requests so we can
achieve feasible solutions.

• We suppose that only VMs can exchange traffic between each other, DCs are
considered as intermediary nodes that are not able to generate traffic to other
nodes. There is also no traffic exchanged between VMs and DCs.

• We assume that each VM is characterized by an instance type. Every instance
type has a fixed set of hardware configuration (CPU, memory and storage).

In next section, we present the ILP formulations of the problem of VM placement
in large-scale Cloud system.
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4 Problem Formulation

In this section, we formally define the VMs placement problem across multiple
DCs as an ILP. We aim to optimally distribute VMs among different DCs in
order to minimize inter-DCs traffic. The problem is considered as a complete
graph G = (N,E), where N is the set of the nodes constituted by VMs and
DCs and E is the set of the edges. By considering a complete graph structure,
we aim to estimate the amount of traffic exchanged between each pair of DCs
so that we can dimension physical capacity links of the backbone network which
will be the subject of our future work. We consider that VMs are connected to
DCs by virtual links. We are given a traffic matrix that indicates the amount
of communication traffic between each pair of VMs. We assume that each VM
can be assigned into two possible DCs for geographical proximity considerations.
But only one DC is effectively assigned to each VM. We denote by:

• D the set of DCs.
• V the set of virtual machines.
• R the set of hardware resources (CPU, RAM and storage).
• dij the amount of traffic exchanged between each pair of VMs.
• ak

i takes 1 if the VM i ∈ V can be placed in the DC k ∈ D, 0 otherwise.
• capkr the capacity of the DC k ∈ D in terms of resource r ∈ R.
• uir the amount of resource r ∈ R consumed by the VM i ∈ V .

4.1 The Classical Formulation

We adapt a well-established classical formulation due to [17] for the CSAHLP
problem. Although the two problems are quite different, they have many simi-
larities that permits the adaptation of the formulation of [17] to our problem.
In this formulation, we consider the following decision variables, similar to those
of [17].

• zhi takes 1 if the VM i ∈ V is placed in the DC h ∈ D, 0 otherwise.
• f i

kh designates the amount of traffic generated by the VM i ∈ V and circulating
between DCs h ∈ D and k ∈ D.

We denote by Oi the total flow emanating from a VM i. We have:

Oi =
∑

j∈V

dij ∀i ∈ V (1)

The linear model denoted by (MF1) is described as follows:

min
∑

k∈D

∑

h∈D
h�=k

∑

i∈V

f i
kh (2)
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Subject to:

zhi .Oi −
∑

j∈V

dij .z
h
j =

∑

k∈D

f i
hk −

∑

k∈D

f i
kh ∀i ∈ V,∀h ∈ D (3)

zhi � ah
i ∀i ∈ V,∀h ∈ D (4)

∑

h∈D

zhi = 1 ∀i ∈ V (5)

∑

i∈V

uir.z
h
i � caphr ∀r ∈ R,∀h ∈ D (6)

zhi ∈ {0, 1} ∀i ∈ V,∀h ∈ D

f i
hk � 0 ∀i ∈ V,∀h, k ∈ D

The objective function (2) aims to minimize the amount of traffic generated by
communicating VMs on the backbone network. The constraint (3) ensures the
flow conservation. As for the constraint (4), it is a location constraint that indi-
cates that the placement of different VMs must be restricted to a particular num-
ber of DCs that satisfy proximity constraint. This constraint aims to maintain
service performance and to reduce time delay by placing high-communicating
VMs in proximity of end-users. The matrix denoted by ak

i is an input of the
problem. It can be produced by measuring performance between each pair of
nodes of the graph G. The constraint (5) ensures that every VM is running on
only one DC. The final constraint (6) is a capacity constraint. It ensures that
the amount of hardware resources consumed by different VMs placed in a given
DC does not exceed the hardware capacities of this DC. The aim of this for-
mulation is to solve optimally the problem of placing communicating VMs with
correlated traffic in geographically distributed DCs for large-scale Cloud system.
Unfortunately, with this formulation the convergence time to solve it optimally
is very large and it may lead to an out of memory status for the commercial
solver. Thus, we have reduced the resolution time of the linear program for large
instances sizes by variables aggregation.

4.2 Variable Aggregation

We note that the formulation presented above, can be reformulated to another
equivalent formulation that turns out to be more efficient as it reduces the num-
ber of the variables. In fact, we consider new decision variables:

• The first, designates the amount of traffic originated from a VM i and destined
to a DC h.

vih =
∑

k∈D

f i
kh ∀i ∈ V,∀h ∈ D (7)

• The second decision variable designates the amount of traffic generated by
VMs and sent to the backbone network.

ϕih =
∑

k∈D

f i
hk ∀i ∈ V,∀h ∈ D (8)
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Since we aim to minimize the amount of traffic circulating on the backbone
network and we do not consider any associated cost, there is no need to consider
the first decision variable in the objective function and in the flow conservation
constraint. Thus, this reformulation reduce considerably the number of variables
which becomes |V |.|D| instead of |V |.|D|2. A comparative experimentation will
be provided in next section. Suppose that we have |V | = 1000 and |D| = 10,
then the number of variables of the classical formulation (MF1) is equal to 105.
However, when we adopt variable aggregation approach, the number of variables
is reduced to 104. Hence, the new equivalent formulation denoted by (MF2) of
the VMP problem is presented as follows:

min
∑

i∈V

∑

h∈D

ϕih (9)

Subject to:
Oi.z

h
i − ∑

j∈V dij .z
h
j � ϕih ∀i ∈ V,∀h ∈ D (10)

zhi � ah
i ∀i ∈ V,∀h ∈ D (11)

∑
h∈D zhi = 1 ∀i ∈ V (12)

∑
i∈V uir.z

h
i � caphr ∀r ∈ R,∀h ∈ D (13)

zhi ∈ {0, 1} ∀i ∈ V,∀h ∈ D

ϕih � 0 ∀i ∈ V,∀h ∈ D

The new objective function (9) aims to minimize the amount of traffic destined
to the backbone network. In the flow conservation constraint 10, we replace the
decision variables used in the first model by the new decision variables (8) and
(7). The constraints (11), (12) and (13) are exactly the same constraints of the
first model. In the next section, we present the details of different experiments
conducted on the proposed formulations that show the effectiveness of this new
formulation.

5 Experiments

In this section, we present the results of experiments performed. By these exper-
iments, we show the effectiveness and the performance of our final model. We
generated instances of different sizes in order to test the execution time of the
linear program and the amount of traffic reduced within the backbone network.
The different experiments were carried out on a machine that has an Intel Xeon
3, 3GHz CPU and 8Gb of RAM. We have used the commercial solver CPLEX
12.5 [14] to solve, evaluate and compare different ILP formulations. In all tests,
we have considered a complete graph representing the network topology. We
denote by:

• S the value of the optimal solution provided by CPLEX and expressed in
(Mb/s).



Optimal Virtual Machine Placement in a Multi-tenant Cloud 315

Table 1. Equivalence between the two formulations (MF1) and (MF2)

(|V |, |C|) (MF2) (MF1)

S T G S T G

(2000, 10) 31713 2,176 0 31713 7,538 0

(2000, 20) 65287 2,262 0 65287 6,684 0

(2000, 40) 132221 2,047 0 132221 7,842 0

(2000, 60) 197789 2,568 0 197789 9,202 0

(2000, 80) 255693 2,663 0 255693 10,748 0

(2000, 100) 314895 2,683 0 314895 12,229 0

Fig. 1. Comparison between the two formulations (MF1) and (MF2)

• T the convergence time, expressed in seconds.
• G the gap between S and the lower bound provided by CPLEX and expressed

in %. G = 0 indicates that the optimal solution is reached.
• |C| the number of VMs per tenant.

5.1 Data Input Characteristics

We consider that VMs have different hardware configuration. In particular, we
choose three instance types (Small, Medium and Large) provided by Amazon
Elastic Computing Cloud (EC2) [16]. Without loss of generality, we assume that
all DCs have the same hardware capacities. We consider that the servers are
hosted in racks. Every server has 8 cores and 16 GB of RAM. We consider that
each rack host 30 server and each DC has an average of 500 racks. The traffic
matrix represents traffic communication between each pair of VMs belonging
to the same tenant. We have generated the traffic matrix randomly. The values
of the traffic matrix range between 0 to 10 Gb/s. In fact, it is typically hard
to obtain such data from real DCs [4,23] because of the required server level
instruments.
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(a) Dependence of the convergence
time of MF2 with the number of
VMs per client

(b) Dependence of the objective
function of MF2 with the number of
VMs per client

Fig. 2. Simulation results.

5.2 Simulation Results

In this section, we present the simulation results conducted on the proposed
formulation. We study the impact of different data input characteristics on the
performance and convergence time of the linear program. We also present a case
study with realistic data input sizes and discuss different configuration scenar-
ios. For each simulation, we randomly generate 10 groups of tenant requests. All
the simulation results are averaged by 10. The Table 1 shows the equivalence of
the two formulations (MF1) and (MF2) as it provide exactly the same values
of the objective function. We compare also the performance of the two formu-
lations (MF1) and (MF2) for the same instances. We fix |V | = 2000 and we
plot the convergence time for increasing number of tenant requests in Fig. 1. The
results show the effectiveness of the variables aggregation approach we proposed,
compared to the classical formulation (MF1). Moreover, the values of the con-
vergence time (T ) of (MF2) are more stable than those of (MF1) as the number
of VMs per tenant increases.

We verify then the scaling properties of the final linear program denoted by
(MF2). First, we fix the number of DCs (|D| = 6), and plot the convergence time
for increasing values of VMs (|V | = 1000 to 4000) and for different size of tenant
requests in Fig. 2b which illustrates the variation of the convergence time with
respect to the number of VMs. We note that the convergence time increase with
the number of networking VMs. It is important also to study the dependence of
the objective function with the increasing values of networking VMs per tenant.
We remark that the amount of traffic increase with the number of VMs and also
with the increasing number of networking VMs which is evident.

In real Cloud environment, demand size of networking VMs varies from a
client to another. In order to study the impact of such granularity of the traffic
matrix, we perform groups of experiments where we have fixed the number of
DCs at 6 and have generated randomly the number of networking VMs for each
client. The details of these simulations are presented in Tables 2, 3 and 4. We
conclude that the convergence time is related to the number of networking VMs.
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Table 2. Simulation results for granular traffic matrix for |V | = 1000 and |D| = 6

Inst. S T G

1 870062 6,22 0

2 1293963 12,08 0

3 464183 2,96 0

4 1046745 7,78 0

5 473609 4,15 0

6 850318 6,91 0

7 526378 3,47 0

8 1573899 13,91 0

9 1534363 13,59 0

10 400959 3,92 0

Table 3. Simulation results for granular traffic matrix for |V | = 2000 and |D| = 6

Inst. S T G

1 2389520 26,37 0

2 2360764 3,5 0

3 2509212 30 0

4 1905721 19,79 0

5 2789950 45,6 0

6 2391700 58,16 0

7 2942320 80,39 0

8 2093672 25 0

9 5826080 75,6 0

10 4135462 48,95 0

Table 4. Simulation results for granular traffic matrix for |V | = 4000 and |D| = 6

Inst. S T G

1 452235 6,39 0

2 438499 7,16 0

3 428807 6,817212 0

4 447650 6,88 0

5 411661 6,56 0

6 445644 6,74 0

7 444393 6,84 0

8 432195 6,7 0

9 420983 6,66 0

10 460827 6,46 0
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6 Conclusion

In this work, we have focused on the problem of VMs placement in a geographi-
cally distributed Cloud infrastructure where the DCs are interconnected over the
backbone network. We have used and a well-known ILP formulation and have
adapted it to fit our particular problem. We reduced the number of the vari-
ables by using variables aggregation methods. The different experiments that we
have conducted show the effectiveness of the proposed linear model in terms of
convergence time and computational resources for realistic instance sizes.
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Abstract. In configurable business process model, an incorrect configuration
may lead to behavioral issues. The researches of the configurable business
process model focus on the control-flow perspective but lacking the perspective
of the data-flow, which can’t reflect the constraints of data-flow during the
configuration. To overcome this shortage, this paper uses the CPN as a for-
malism model to express the business process model and extends the business
process model by adding the data-flow, which enables it to deal with the data
semantic in business process model, then transforms business process model
into the configurable business process model by adding configuration opera-
tions. Finally, we use the logic ASK-CTL to express the data constraints of
configurable business process model, and then we apply the corresponding
toolset of CPN to analyzing and verifying the data semantic constraint properties
of this model, and the results of experiment show the validation of the proposed
method.

Keywords: Process configuration � CPN � Configurable business process
model � Artifact � ASK-CTL

1 Introduction

It is a hot field for Software product line engineering (SPLE) [1–4] to promote reuse
throughout the software lifecycle in order to benefit from economies of scale when
developing several similar systems. Configurable business process model [9, 10] enable
the sharing of common processes among different organizations in a controlled manner,
thus they can be regarded as decision models. It restricts the possible behaviors of
business process model by process configuration during the design-time of the process
model. In a configurable business process model, the process configuration operation is
achieved by hiding, blocking or allowing certain fragments of the configurable process
model [5, 6], when an individual business process model is needed for particular users’
requirements, it can be configured by three process operations under the certain
guidelines or constraints from the configurable business process model. Although the
configurable process models provide certain guidance to analyze during configuration,
they do not guarantee that the individualized models are correct, whether syntactically
or semantically. In fact, because of hiding some fragments and blocking some others,
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the instances of a configured model may suffer from behavioral anomalies such as
deadlocks and livelocks, so it is very important issue that analysis and verification the
configurable process model.

Existing approaches [11–16] about the verification of the configurable process
models are divided the several parts as follows: focusing on the control-flow per-
spective of configurable process models, but lacking the perspective of the data-flow
processing semantic [12, 13]; discussing syntactical correctness related to configuration
[14–16], but not providing techniques for ensuring the behavioral correctness of the
configured models. This research focuses on studying the general business process
model such as modifying the WF-net model not configurable business process model.
In order to offset the shortcomings of previous researches, this paper exploits an
approach which expends the configurable business process model with by the
data-flow, it is not only reflects the control-flow but also the data-flow of the business
process, enabling to deal with the data semantic in the configurable business process
model. In this approach, we use the colored Petri-net (CPN) [17–19] to represent the
business process model by adding the data, then transforms it to express the config-
urable business process model through process configuration; Following, it can analyze
and verify the correctness of the control-flow and data-flow utilizing powerful toolset
of CPN that support the designing and analysis of such processes.

2 Motivation

The basic idea of our work is to exploit an analysis and verification framework based
on the data-flow in configurable business process model. This framework is shown as
the Fig. 1. (1) the designer will design a CPN model in term of particular domain the
basic of the CPN model; (2) the analyst extract the data model from the same domain,
then add the data model to the designed CPN model; (3) we transform this model into
the configurable business process model with data model by the process configuration;
(4) this configurable process model will be analyzed and verified to satisfy the desired
properties of data-flow which express by the ASK-CTL using the toolset of CPN.

checking

Transform by 
business rules

CPN model

designer

CPN mode with 
data model

analyst

data model

Configurable Business 
process model with 

data model

Corresponding property 
express by ASK-CTL

U[ (d) (d)]w rΕ ¬ The toolset of 
CPN

result

Fig. 1. The framework of verification of the configurable business process model with data-flow
based on CPN
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3 The Configurable Business Process Model with Data-Flow

3.1 Integrate the Data-Flow into the Business Process Model

In order to integrate the data-flow into the business process model, it is necessary to
introduce the basic concepts of the data-flow, and add the data model to the CPN
model, the formal definition is shown as follows:

Definition 1. Let D is the set of data element (d1; . . .; d2 2D), assume the set of data
expressions over D is ED ¼ fe1; . . .; eng, then give a function l : ED ! 2D (2D repre-
sents the power set of data element over D), in other words, mapping each data
expression ei (ei 2P) a set of data element depend on D.

For example lðeÞ ¼ fd1; . . .; dng (e2ED), then the data expression will be denoted
as eðd1; . . .; dnÞ, indicating the date expression e will depend on fd1; . . .; dng.
Definition 2. The CPN [18] based on data-flow is a tuple CPND ¼ ðP;PD;
T ;A;R;D;V ;C;G;R;W ;E; IÞ, here: (1) P; T;A;R;E, the semantic of these symbols
are the same as the regular CPN; (2) V is the set of variables; (3) PD is the set of data
places of business process; (4) D is the data set of business process model;
(5) C : ðP ! RÞ[ðPD ! DÞ is color set function, mapping each place a color set
(including data set); (6) G : T ! EXPRv[ED is guard function, including the data
expression, Type½GðtÞ� ¼ Bool; (7) R : PD � T ! ED is read arc function, mapping
each reading arc(read operation) a data expression; (8) W : T � PD ! ED is write arc
function, mapping each write arc(write operation) a data expression;
(9) I : ðP ! EXPR/Þ[ðPD ! EDÞ is initialization function, here, including the data
expression; (10) and are satisfied the following conditions:

P[PD [ T 6¼ ;
^ ðP\ T ¼ ; ^ P\PD ¼ ; ^ PD \ T ¼ ;Þ
^ ðA�ðP� T [ T � PÞ ^ R�PD � T ^W � T � PDÞ;
^ ðdomðAÞ [ codðAÞ [ codðRÞ [ domðWÞ ¼ P\ TÞ
^ ðdomðRÞ [ codðWrÞ ¼ PDÞ

Here, dom and cod are precursor and successor set of dual relationship respectively,
PD is the set of data places, A is flow relation, R is read relation and W is write relation.

Figure 2 shows a CPN model based on the data-flow, in this figure, dpi 2PD is the
data place (represented by light-blue ellipse), Di 2D is color sets of the corresponding
data place, pi 2P is the control-flow place and Ci 2C is the corresponding color sets,
ti 2 T is the transition in this model CPND, t2 is enabled when the guard expression
guardðvÞ evaluates true, otherwise, t3 is enabled, the read arc is represented by an arrow
with character “r”, the write arc is represented by an arrow with the character “w”, for
example, the transition t1 will read data of color set d1 through the read arc from the
data place dp0, denoted as rðdp0; t1Þ ¼ d1, after the transition t1 is triggered, the
transition t1 will produce the data d2, denoted as wðt1; dp1Þ ¼ d2.
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Definition 3. Let CN is a colored Petri net over D CPND, then:

1. Marking: mapping each place a token multiset MðpÞ 2CðpÞMS, here p 2 P[PD; 2.
Initial marking: M0ðpÞ ¼ IðpÞ; 8p2P[PD; 3. Variable of transition: VarðtÞ�V ; 4.
Binding of transition: mapping each variable v (v 2 VarðtÞ) a value bðvÞ
(bðvÞ 2 Type½v�) for certain transition, all the variable bindings of transition is
denoted as BðtÞ; 5. Binding element: is a pair ðt; bÞ; t 2 T; b 2 BðtÞ, all the set of
binding element for transition t is marked as BEðtÞ ¼ fðt; bÞjb 2 BðtÞg, all the
binding set of the transitions of model marked as BE; 6. Step: Y 2 BEMS.

Definition 4. A binding element ðt; bÞ 2 BE in the marking M is enabled if and only
if:

1. GðtÞhbi; 2. 8p 2 P : Eðp; tÞhbi �¼ MðpÞ;
8dp 2 PD : Rðp; tÞhbi �¼ MðpÞ ;

3. When the ðt; bÞ 2 BE occurs, the next marking M0 will determinate by the
following formula:

M0ðpÞ ¼

ðMðpÞ � �Eðp; tÞhbiÞ þ þEðt;pÞhbi;
if p 2 P;

ðMðpÞ � �Rðp; tÞhbiÞ þ þWðt;pÞhbi;
if p 2 PD:

8
>>><

>>>:

;

The condition 1 shows all the guard expressions of transition t in binding b evaluate
true; the condition 2 shows the tokens of each input places (8p 2 P[PD) of transition
t suffice to enable the transition t, for example, the transition t1 in Fig. 2 is enabled if
and only if the tokens’ number of place p0 and data places dp0 is not less than one
respectively; the condition 3 shows the tokens’ distribution M0 after the transition is
enabled, including two parts: the tokens’ distribution of control-flow places p 2 P and
the tokens’ distribution of data-flow places p 2 PD.

dp

tp p

dp

t

t

D1:d1
D3

r

r

rdp
D2

[guard(v)]

[not guard(v)]

C1:c C
C

t

r
Fig. 2. The CPN model based on data-flow
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3.2 The Configuration of Business Process Model

Only the variation point of the business process model integrating the data-flow is
configurable transition, so these transitions of this model will divided two kinds:
configurable transitions Tv and regular transitions Tr, here, the transitions Tr will be
configured with three configurations: allowed, hidden or blocked, so the configurable
business process model based on the data-flow can derive the different business process
variants through configuration decisions to the variation transitions.

Definition 5. (Configurable CPND). Let CN is a CPND, CNc is a configurable business
process model, which is derived from CN by through assign a configuration to variation
transitions of CN, here, there exists a configuration function FCN : Tv ! fallowed;
hidden; blockedg, then: (1) FCNðtÞ ¼ allow, t 2 Tv is allowed; (2) FCNðtÞ ¼ blocked,
t 2 Tv is blocked; (3) FCNðtÞ ¼ hidden, t 2 Tv is hidden.

We can draw some conclusions:
(1) T ¼ ðTv [ TrÞ ^ ðTv \Tr ¼ UÞ;
(2) Ac

CN ¼ ft 2 TvjFCNðtÞ ¼ allowg is the set of all the variation transitions which
is allowed;

(3) Hc
CN ¼ ft 2 TvjFCNðtÞ ¼ hideg is the set of all the variation transitions which

is hidden;
(4) Bc

CN ¼ ft 2 TvjFCNðtÞ ¼ blockg is the set of all the variation transitions which
is blocked.

For example, in the Fig. 2, after the transition t2 is enabled, its execution will
produce a data d3 2 D3, the execution of the transition t4 will be assign three con-
figuration operations in terms of the value of data d3, so the transition t4 is a config-
urable transition, so Tv ¼ ft4g, Tr ¼ ft1; t2; t3g, the configurable model of the Fig. 2 is
shown as Fig. 3 (the configurable transition represented by bold border), the transition
t4 is assigned the operation hidden in terms of the value of data d3, then
FCNðt4Þ ¼ hidden, Hc

CN ¼ ft4g, the execution of this transition will skip, the others
transitions are all regular transitions, so Ac

CN ¼ Bc
CN ¼ U (empty set).

3.3 The Analysis and Verification of the Configurable Business Process
Model with Data-Flow

There exist some researches [13–15] about correctness of control-flow, this paper will
discuss the correctness of the configurable business process model with two stages:
first, analyzes and verifies the soundness of the configurable business process model
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t
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[guard(v)]

[not guard(v)]

C1:c C
C
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Fig. 3. The configurable CPN model based on data-flow
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with data-flow; second, analyzes and checks the correctness of data-flow of business
process model. Here, we use the similar CTL formulas to express the correctness of
data-flow.

(1) Temporal logic ASK-CTL [16, 17]

The syntax of ASK-CTL: The state formula and transition formula of ASK-CTL be
definition as follows.

Definition 6. The state formula of ASK-CTL U and the transitions formula of
ASK-CTL U are generated by the following syntax:

/ ::¼ Tjaj:/j/1 _ /2jhwijEU(/1;/2ÞjAU(/1;/2Þ;
w ::¼ Tjbj:wjw1 _ /2jh/ijEU(w1;w2ÞjAU(w1;w2Þ;

Here, a is a function from the CPN marking to Boolean, b is a function from the
binding element of CPN transitions to Boolean, /2U;w2W. Based on the CTL, the
ASK-CTL is extended the CTL with adding the transformation operations “<>”. It is
enable to transform each other between the state formula and transition formula, vice
versa. The “¬, ∨” is logic operators, the operators “EU;AU” are combined by temporal
operators “U(Until)” and path operators “E(Exist)” or “A(for A11)”.

The semantics of ASK-CTL: Let U is a state formula, W is transitions formula, we
use the formula }; sj ¼St / (/2U, s is a state in model }) to interpret state formula,
}; sj ¼Tr w (w 2 W, s is a transition in model }) to interpret transition formula, the
concrete semantic interpretation is shown as follows:

}; sj ¼St T :

}; sj ¼St a; iff aðsÞ ¼ T:

}; sj ¼St :/; iff M; sj ¼St / is not true:

}; sj ¼St /i ^ /j; iff ð}; sj ¼St /iÞ _ ð}; sj ¼St /jÞ:

}; sj ¼St \b[ ; iff ð9a ¼ ðs; ðt; bÞ; s0Þ 2 UÞ ^ };

aj ¼Tr W; theðt; bÞ is a binding element:

}; sj ¼StEU(/1;/2Þ; iff 9r 2 Ps:

ð9n� jrj:ð80� k\n:}; skj ¼St /1Þ
^ }; snj ¼St /2Þ:

}; sj ¼StAU(/1;/2Þ; iff 8r 2 Ps:

ð9n� jrj:ð80� k\n:}; skj ¼St /1Þ
^ }; snj ¼St /2Þ:

Here, Ps represents the path set which start from the state s, any path will be finite
or infinite, for any finite path 8r ¼ s0b1s1 � � �sn�1bnsn, the length of the path jrj ¼ n, bi
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represent the edge from si�1 to si. The interpretation of transitions formula is the same
as the state formula. In this paper, the analysis and verification of the correctness focus
on the data-flow of the business process model, we use the logic ASK-CTL to express
the corresponding properties of correctness in the data-flow.

(2) The correctness of the data-flow of business process model

In this section, we use the logic ASK-CTL to define these data anti-pattern [16] as
following.

Definition 7. (Missing Data). If there exist a path in the configurable business process
model with data-flow that the data element d (d2D) is not written before reading the
data element d, then called the data element d is missing, use ASK-CTL to express this
situation as follows (Fig. 4):

EU½:wðd)[rðdÞ� ð1Þ

The missing data is shown as the Fig. 5, the transition t3 is enabled when the guard
expression guardðvÞ evaluates the value false, then this transition will not produce the
data d3 2 D3, however, the configurable transition t4 isn’t triggered until reading the
data d3, under this situation, the data d3 is missing.

Corollary 1. (The checking of missing data). Let } is a configurable business process
model with data-flow, here, the set of data object is D, assume QS} is all the complete
path set over model } (including start and termination transitions), then there isn’t
missing data in the process model if and only if the missing data errors doesn’t exist in
any path, formally:

8r2QS} : };rj ¼ :ðEU½:wðd)[rðdÞ�Þ; r 2R;w2W ; d2D ð2Þ

The error of redundant data error refers to the situation some data elements which
generated by some tasks aren’t access by any task until the end of business process;
these data elements are called redundant data.

Fig. 4. Error of missing data in configurable business process model
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Definition 8. (Redundant Data): If there exists a path in the configurable business
process model with data-flow in which a data element d (d2D) is not read forever after
written by certain transition, then the data element d is redundant by generated, use the
logic ASK-CTL to express as follows:

EU½wðd) ^ EU[:rðd)[ðwðdÞ ^ :rðdÞÞ�� ð3Þ

It is shown as the Fig. 6, the data d2 2D2 is produced by the transition t1 will not be
consumed by any transition for the remaining process, so the data d2 is redundancy.

Corollary 2. (The checking of redundancy data). Configurable business process model
based on data-flow with the set of transitions T , D is the set of data objects, assume
QS} is a completed trace generated over } (including start activity and terminal
activity), then there does not exist the redundancy data in the configurable business
process model if and only if every trace does not exist redundancy data for },
formally:

8r2QSS : M;rj ¼ :ðEU½wðd)^
EU[:rðd)wðdÞ ^ :rðdÞÞ��Þ; r 2R;w2W ; d2D

ð4Þ

The errors of lost data update refers to a data object written by an activity is update
by the subsequent activity, but without reading the data object by any activity between
the twice writing operations, leading the result that the content of data object of the first
writing operation is covered by the content of second writing operation before it is read
by other activity needing its’ content of data object.

Definition 9. (Lost data update): In the configurable business process model based on
the data-flow, there exists a path such that a data element d (d 2 D) is written twice
before it is read by some activity, then the update of the data element d is missing,
using the logical of ASK-CTL to expressed this definition as follows:

EU½wðd) ^ EU½:rðd)[wðdÞ�� ð5Þ

It is shown as the Fig. 7, the data place dp2 has been written two times by the
transition t1 and t2 or t1 and t3, the data written by transition t1 will be replaced by the

Fig. 5. Error of redundancy data in configurable business process model
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data written by transition t2 or t3 in data place dp2, so the data generated by the
transition t1 is lost, this situation will be lost data update.

Corollary 3. (Checking of lost data update). Let M is a configurable business process
model based on data-flow with the set of transitions T , D is the set of data objects,
assume QSM is a completed trace generated over M (including start activity and ter-
minal activity), then there does not exist the errors of lost data update in the config-
urable business process model if and only if every trace does not exist lost data update
in model M, formally:

8r2QSS : M;rj ¼ :ðEU½wðd)^
EU[:rðd)[wðdÞ��Þ; r 2R;w2W ; d2D

ð6Þ

4 Case Study

Here, we use an example (logistics dispatching) to illustrate this basic idea which is
shown as Fig. 8. In this configurable CPN model, there exists ten activities (bold &
italic style): GoodsChosing, submitPhoneOrder, submitPaperOrder, submitElectri-
cOrder, InformationRecord, DuplicateDetection, Sortby Region, SortbyTime, Sort-
byPriority, Oder Storing (represented by transitions with white box in the figure) and
seven places (labeled by white ellipse in the figure) represent the corresponding state
(italic style): Start, GoodsChosed, RecordInformation, OrderSubmited, OrderCon-
firmed, Order Stored, End. So, the control-flow of general business process model can
be express with the white transitions and places. However, data dependencies between
the activities will restrict the behavior of the business process model, so the data-flow
research is also very important part of workflow. In the Fig. 8, the activity Good-
sChosing will produce data GoodsProperty, this data element will include: GoodsID,
GoodsQuantity, DeliveryPriority etc., then the data GoodsProperty take as the input
data of Submitting activity, here, all of the data elements represent by places labeled
with green in order to distinguish from the replaces represent the control-flow, such as:
GoodsChoose, GoodsProperty, RecordForm, ElectricOrder, DeliveryRegion, Delivery
Timesort, DeliveryBatch, OrderBooked.
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Fig. 6. Error of lost data update in configurable business process model
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Here, we only verify the correctness of the errors of miss data information, the
result is shown in the Fig. 8, in this figure, we define two function Node1 and Node2 to
express two desired data states: “Choosing Goods” and “Order is created”, using A1
and A2 to note these two states respectively, finally, we define a ASK-CTL formula
myASKCTLformula to represent the property of the error of missing data, we can
judge whether the model exists the error of missing data in term of the value of
myASKCTLformula, we observe the ASK-CTL formula myASKCTLformula
InitNode estimates true in the Fig. 8, so the designed model doesn’t exist the error of
missing data. This analysis and verification are fit the errors of redundancy data and lost
data update, because of the paper’s space, we don’t discuss these properties with detail.

5 Related Work

There exists some research work about the modeling and ensuring correctness of
configurable business process model [12–16], they are divided into two parts: on the
one hand, focused on the informal modeling language of business process model, such
as C-SAP, C-BPEL, C-EPC and C-iEPC etc. [4–8]; on the other hand, aim to model
and analyze the configurable business process model using formal method, most of
them are adapt the Petri nets and its variations. The theory is first developed in the
context of Petri nets and then extended to a process modeling notation widely used in
practice, namely Event-driven Process Chains. In the reference [8], it proposed Con-
figurable EPC (C-EPC) as an extended reference modeling language which allows
capturing the core configuration patterns. A formalization of this language as well as
examples for typical configurations is provided. A program of further research
including the identification of a comprehensive list of configuration patterns, deriving
possible notations for reference model configurations and testing the quality of these
proposed extensions in experiments. In the references [1–4], from the perspective of the
Software Product Line Engineering, these works main to tackle those challenges at a
fundamental level, it extend transition systems with features in order to describe the

Fig. 7. Integrity configurable CPND model logistics dispatching

332 Y. Huang and Z. Feng



combined behavior of an entire system family, then define and implement a model
checking technique that allows to verify such transition systems against temporal
properties. For discuss the consistence between the goal model and the configurable
business process model, some research works proposed an automated solution that
relies on Description Logics and automated reasoning for validating mappings that
describe the realization of goals by activities in business process models. The results
are the identification of two inconsistency patterns: strong-inconsistency and
potential-inconsistency, and the development of the corresponding algorithms for
detecting inconsistencies in the references [16].

6 Conclusion and Future Work

In this paper, we proposed an analysis and verification method of configurable business
process based on data-flow, the method is based on the Colored Petri net (CPN). We
assume the CPN model designed in term of particular domain, then the analyst extract
the data model from the same domain and add the data model to the designed CPN
model, integrated the data model into the business process model, we can transform this
model into the configurable business process model with data model by the process
configuration, so the execution of the configurable business process model does abbey
the constraints of data-flow and analyze and verify this configurable process model to
satisfy the desired property which express by the ASK-CTL using the toolset of CPN.
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Fig. 8. The correctness verification of data-flow in the configurable CPND model
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Abstract. Homology modeling (HM) plays an important role in drug discov-
ery. HM analysis aims at predicting a 3D model from a biological sequence in
order to discover new drugs. There are several problems in executing an HM
analysis in large-scale, such as multiple software to be evaluated, the manage-
ment of the parallel execution, and results analysis, e.g. browsing manually all
results to find which structure was derived from which program with good
quality. Scientific Workflow Management System (SWfMS) with parallelism
and provenance support can aid the large-scale HM executions by addressing the
result analysis. However, before submitting the HM workflow for execution, it
has to be specified along with its several alternatives (also called variants), as
considered in this paper. Managing HM workflow variations is a complex task
to be accomplished even with the help of a SWfMS. In this paper, we propose
SciSamma (Structural Approach and Molecular Modeling Analyses), an
abstract representation of HM workflows inspired in the concept of software
product lines (SPL). SciSamma models HM workflow variants to execute with
parallel processing in the cloud using SciCumulus SWfMS. We evaluated
SciSamma with two common variants using 100 protease enzymes of protozoan
genomes. Both variations presented scalability with performance improvements
(dropping from 8 h to 27 min using 32 Amazon’s large virtual machines). While
evaluating the two workflow variants, through provenance queries, they present
the same quality in biological results, but the difference in execution time
between them was around 40 %.

Keywords: Cloud � Workflow � Homology modeling � Provenance data

1 Introduction

Homology Modeling (HM) refers to the process of constructing an atomic-resolution
model, i.e. a 3D structure, of a target sequence of interest [1]. HM is important for
investigation of molecular targets, offering a deeper insight into the relationship
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between structure, stability, dynamics, and functions of orthologous protein alignment
interpreted under constraints of natural selection [1]. Computer-based HM experiments
have significant potential to contribute to biomedical and pharmaceutical research when
results of simulations prove to be consistent with the outcome of conventional labo-
ratory experiments (also called wet experiments).

Modeling and executing computer-based HM experiments is a complex and
time-consuming task, since, in several cases, there is a large set of programs to explore
in each execution (i.e. program alternatives). In summary, there are four main problems
in conducting an HM experiment: (i) Scaling. The large-scale of data and the
time-consuming homology programs demand parallelism and the use of HPC resour-
ces; (ii) Analysis. HM result analysis is complex, e.g. manually browsing all resulting
files to find which structure was successfully produced by which program with good
quality; (iii) Variants. There are different definitions for Variants in scientific work-
flows. In this paper, we consider a variant as one of the multiple possible specifications
of the workflow. For example, for each implementation of an homology activity, there
is a corresponding workflow variant. The choice of a software implementation (for a
specific activity) can impact the resulting data or products [2]. This choice is not simple
to be done before the execution. Multiple softwares have to be evaluated and config-
ured according to the several steps of the HM analysis. There are variations in several
levels, e.g. installation and configuration issues, parallel execution requirements, dif-
ference in performance and financial cost of the execution and the quality of 3D
structures generated by different algorithms, etc. Exploring possible execution plans
with variants and registering a corresponding specification is necessary; (iv) Execution
with variants. Managing the execution of variants along HM experiments is far from
trivial. Commonly programs are manually executed by scientists (via command line or
Web services), which can introduce systematic errors in the experiment. Tracking and
exploring these program variations along the results is commonly complex in
large-scale science.

Using scientific workflow support addresses problems of scaling and analysis, but
configuring workflow variants and managing their executions are important, yet open,
problems. HM experiments can be modeled as scientific workflows, where each step
refers to a workflow activity, which invokes a particular application. These workflows
can be defined and managed by Scientific Workflow Management Systems (SWfMS)
[2] in High Performance Computing (HPC) environments such as clouds. To address
the HM result analysis problem, SWfMSs register the execution history of the work-
flow through provenance data [3]. This is important since provenance data contains
valuable information about the entire experimentation process.

According to Gil et al. [2] representing workflow variants in scientific workflows is
fundamental and understanding the impact that a choice has on the resulting data
products is top priority. However, SWfMS only execute workflows with activities
associated to a specific program not allowing variabilities. The Wings system [4]
supports generic experiment definition in abstract levels and generates workflows ready
to execute in Pegasus [5] and OODT workflow systems.1 This a very important support

1 http://oodt.apache.org/components/maven/workflow/.
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in registering an experiment exploration plan and powerful in suggesting a workflow
configuration ready to execute. However, even when all variations are identified, sci-
entists should be able to identify which program is the best choice for a specific activity
(or a specific input dataset), and avoid poor configurations. These workflows may take
hours or days to execute; it is necessary to eliminate variants that are showing poor
results during the execution. This is a complex task, especially in the HM domain,
where several expertises are necessary. Moreover, sometimes, changes within varia-
tions are driven by the parallel execution environment and this decision must be done at
runtime, based on the current workload of the system. This requires a runtime change
on the configuration of the workflow being executed [6].

SciCumulus cloud workflow engine [7] has a dynamic tool that allows for scientists
to perform changes of the workflow specification at runtime [6]. Scientists can choose
the best program to implement a specific activity among a set of variabilities while
complying with several criteria defined by scientists (e.g. deadlines, maximum financial
cost, validation rules). Alternatively, it also lets scientists to change the workflow
definition arbitrarily during the execution, for instance, changing the program that
implements a specific workflow activity to an equivalent one, based on the current
execution behavior. This way, SciCumulus implements the concept of workflow
variants at runtime, without having to interrupt the workflow execution, change the
program and start all over. The fourth problem of managing workflow execution with
variants is also addressed by SciCumulus, which supports PROV-Wf [8], an extension
of W3C PROV standard [9], which allows for querying on workflow variations related
to runtime provenance data. SciCumulus has a rich provenance database that relates
domain data with execution data (besides typical provenance) and allows for user
steering during the execution.

To evaluate workflow variants in SciCumulus, we have modeled SciSamma,
(Structural Approach and Molecular Modeling Analyses), a workflow that represents
variations in activities involved in the HM analysis. SciCumulus is able to map exe-
cutable workflows from activities’ variabilities in SciSamma’s specification. We exe-
cuted two traditional HM variants over protozoan cysteine protease (CP) [10]
sequences of protozoan neglected tropical diseases (NTD) [11]. Both executable
workflows mapped from SciSamma were executed in the Amazon Elastic Compute
Cloud (EC2). Both variants presented scalability with performance improvements from
approximately 8 h to 27 min (using 32 Amazon’s large virtual machines).

The main contributions of this paper are: (i) to provide a specification of an HM
workflow that represents several variations for each activity with associated validation
rules and (ii) to assist scientists in analyzing their HM workflows by exploring and
querying the provenance database, obtaining information about each HM workflow
variation from the same database. With these experiments we show the potential and
necessity of variants support at runtime in long running workflows. We also briefly
present biological results from a real case study that reported a list of candidate
3D-models of CPs, suitable for antimalarial drugs investigation. To the best of the
authors’ knowledge, this is the first report of large-scale HM experiments for large
datasets to construct 3D structures using scientific workflows in HPC clouds.

The remainder of this paper is organized as follows. Section 2 shows the benefits
and potential of SciCumulus workflow engine tools to model and execute HM
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workflow variations. Section 3 presents HM experiments modeled as scientific work-
flows and describes the specification of SciSamma and workflow variants evaluated
with SciCumulus. Section 4 shows experimental results. Section 5 discusses related
work and Sect. 6 concludes this paper.

2 SciCumulus: A Suite of Tools for Managing Scientific
Workflow in Clouds

As stressed by Gil et al. [2], in their survey about the challenges of scientific work-
flows, there is a need of approaches to support basic research in computer science to
create a “science of workflows”. These approaches should cover a list of requirements
of scientific applications. According to Gil et al. they should support (non-exhaustive
list): (i) Scaling: provide high performance capabilities since most of the large-scale
workflows demand parallelism and the use of HPC environments; (ii) Workflow
Variants: representing workflow variants since many scientific experiments explore the
variants with alternative settings to understand the final effects on the generated results;
(iii) Monitoring: support for monitoring since many workflows execute for weeks;
(iv) Fault Tolerance: allow for re-executing failed activities or reuse partial executions;
and (v) Reproducibility: support for capturing and querying provenance data associated
to the several workflow executions. We have been improving SciCumulus’ workflow
engine to address these issues.

SciCumulus is a workflow engine that manages the parallel execution of large-scale
scientific workflows in cloud environments, such as Amazon AWS or Microsoft Azure.
Based on the workflow specification and the input datasets provided by scientists,
SciCumulus is able to distribute activity executions on a set of VMs, mapping data to
these activities, thus increasing parallelism. It has a 3-objective cost model where
scientists can inform their preferences for scheduling: they can focus on maximizing
reliability (i.e. minimizing errors), minimizing execution time or minimizing financial
costs. This way, SciCumulus distributes the activity executions according to its esti-
mated execution time to the most suitable VM. These estimations are provided by
querying the PROV-Wf provenance repository. Differently from other SWfMS, Sci-
Cumulus executes workflows in static or adaptive modes [12]. In the adaptive mode, it
performs a horizontal scaling to overcome problems on the environment (i.e. if a VM
has failed or restarted) or to meet scientists’ requirements such as maximum execution
time or maximum allowed financial cost. SciCumulus is able to add (or remove) VMs
from the pool of available VMs during the workflow execution. Since HM workflows
process hundreds or even thousands of input multi-fasta files, HPC adaptive mecha-
nisms are essential to provide scalability.

SciCumulus provenance repository represents fine grained information about the
experiment and the cloud environment. Statistics on previous executions of scientific
workflows are obtained by querying this database. Provenance data is also the input to
the cost model to estimate the execution time and adapt the scheduling. Execution
information of the provenance model is captured at each VM involved in the execution
and by the autonomous agent, which captures the information about the cloud envi-
ronment. This provenance repository contains information about elements that
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represent: (i) processes executed in the cloud; (ii) artifacts consumed and produced by
the workflow execution, (iii) the temporality of data and, (iv) information about the
cloud environment. Besides reproducibility, the provenance repository of SciCumulus
allows for monitoring, fault-tolerance and adaptation of the workflow execution, which
is in sync with requirements in [2].

To support workflow variations, SciCumulus has a specific component that allows
for dynamic changes in the workflow specification [6]. It queries the provenance
repository to estimate the necessary execution time of each activity and chooses the
best program to implement a specific activity following a specific weighted cost model.
Each variant is evaluated following d different factors F = {f1, f2, …, fd}. Each factor is
associated with a function that calculates the value of the factor. Each variant is
associated with {v1, …, vd} values, corresponding to the F factors. Each factor has an
associated weight αi, for all d factors such that

P
ai ¼ 1 For each variant program apx

of an activity it calculates a value in the form f(apx) = α1.v1 + α2.v2 + … + αd.vd. Since
for each factor it is assigned a weight αi, the higher the αi value, the more valuable is
the factor for calculating f(apx). Scientists may establish the criteria defining these
weights, otherwise they can use default values. The idea is that scientists can adjust
these weights both a priori and during workflow execution. Based on factor values and
their weights, SciCumulus chooses (and adapts at runtime) the most appropriate pro-
gram to a specific activity variant or uses the program selected by scientists. HM
workflows can benefit from this type of mechanism due to the number of variabilities in
their structure. Therefore, with the adaptive component, scientists are not forced to
model several different independent workflows (one for each variability) for the same
experiment, thus reducing the chance of errors and helping the management and
analysis of the variabilities.

As for monitoring, SciCumulus has a notification mechanism that identifies
pre-defined events, through queries on provenance data generated at runtime. Notifi-
cation is a relevant alternative for long-term “black-box” executions since it is unviable
for scientists to stay at a monitor for days or even weeks. Scientists define precon-
figured events to be notified via message services in social networks (such as twitter) or
via android mobile devices. Since SciSamma workflow variants can execute for days
and produce a large variety of events (errors, activity termination, etc.), monitoring
mechanisms are effectively required and were used.

3 Representing Homology Modeling as a Scientific Workflow

3.1 Background on Homology Modeling

Homology (or comparative) modeling [1] refers to the process of constructing a
3D-model of the (target) protein sequence and an experimental 3D structure of homol-
ogous proteins (i.e. template). HM relies on the identification of previously known
protein structure to resemble the structure of the target sequence in order to produce an
alignment that maps residues in both target and template sequences. The 3D structure of
the template must be determined by reliable empirical methods (e.g. X-ray crystallog-
raphy or Nuclear Magnetic Resonance, NMR) to provide the necessary high resolution
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and accuracy to build 3D-models. Two important factors influence the ability to predict
accurate models for HM: the extent of structural conservation between target and tem-
plate and the accuracy of alignments [1]. A HM experiment is composed by four main
steps, as defined by Marti-Renom et al. [13] labeled from I to IV in Fig. 1, as follows:

(I) Template Selection and Fold Assignment. Identifies previously known 3D
structures of a related protein that can serve as a template for HM. Template
protein structures are collected from databases such as Protein Data Bank (RCSB
PDB), SCOP or CATH [14]. The most used software for searching homologous
sequences is BLAST, but others (pHMMs-based) such as SAM, HMMER, and
HHPred are also applied. If more than one template is found, it is recommended
to select the template protein with the highest sequence identity to the target.

(II) Target-Template Sequence Alignment. Establishes correspondences between
the residues of the target and the template using sequence alignment methods,
such as Needleman-Wunsch and Smith-Waterman. However, programs relying
on multiple sequence alignments (e.g. MAFFT) and structure information
derived from homologous proteins (e.g. 2D-align) may produce better results.
When the sequence identity value (calculated comparing the target and tem-
plate) is high, the standard methods produce similar alignments. On the other
hand, when this identity value is low (usually less than 40 %) more sophis-
ticated alignment tools are needed and manual inspection of the alignment is
suggested [13].

Fig. 1. HM workflow conceptual view
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(III) Model Building and Refinement. It involves the prediction of the target structure
atomic coordinates using residue equivalences defined in the sequence alignment.
Methodologies for building 3D-models are based on five main approaches: rigid
body assembly (e.g. COMPOSER, CONGEN, SWISS-MODEL, WHATIF),
segment matching (e.g. SEGMOD), satisfaction of spatial restraints (e.g. MOD-
ELLER, DRAGON), artificial evolution (e.g. NEST), and self-consistent mean
field approach (e.g. Builder).

(IV) Prediction Evaluation. The final step is the evaluation of predicted structures. It
focuses on the model (as an entity) or specific segments. Some computational
methods such as PROCHECK, AQUA, and MolProbity are used in the
prediction/evaluation of the model for checking and assessing the
target-template alignment and the geometry and stereochemistry. Alternative
evaluation methods combine different structure-based scoring functions (e.g.
QMEAN) and classical physics-based energies for molecular dynamic simula-
tions (e.g. AMBER). After the evaluation and depending on the quality of the
target structure, it is possible to go back to the previous steps (e.g. to select a
better template or improve the alignment quality). In these cases, the prediction
procedure is repeated until the final structure reaches an acceptable level of
accuracy [13].

3.2 SciSamma Conceptual Specification

SciSamma is composed by the four steps, which are decomposed into one or more
activities (each one associated to one or more programs), labeled from 1 to 8, as
follows: (I) Template Selection and Fold Assignment, activities 1 and 2; (II):
Target-Template Sequence Alignment, activity 3; (III): Model Building, activities 4
and 5; and (IV): Model Refinement, Prediction, Evaluation, activities 6 to 8.

Activity 1 executes BLAST [15] to compare an input sequence (target) against
non-redundant sequences from PDB to detect the potentially homologous sequences of
the known structures (template). It writes the matches into an output file. This output
file is used as input for Activity 2, which executes a Perl script that parses and extracts
important information such as the code of the PDB sequence that was aligned to the
target sequence, the percentage identities between the target and PDB sequences, and
the e-value of the alignment. This information is essential to elect the candidate(s)
template(s). As a result, one or more potential template structures can be obtained, but
only the most appropriate single template structure for the target sequence (from all
possible templates) is elected using a custom Python script based on MODELLER [16].
Summarizing, with MODELLER, scientists are able to: (i) assess sequence and
structure similarities between all candidate templates, (ii) create the structure alignment,
(iii) calculate the root mean square (rms) and distance root mean square (drms) devi-
ations, (iv) calculate a clustering tree with pairwise distances, and (v) allow for the
visualization of differences among template candidates.

In Activity 3, the elected alignment program aligns the target sequence with the
template and produces an alignment based on the structural information from the
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template. Activity 3 is called a variant activity, i.e. more than one program can
implement it and scientists have to choose one of them. There are several programs
(e.g. align2d, salign, MAFFT, Muscle) based on specific bioinformatics methods (e.g.
general dynamic programming or progressive methods). Scientists do not know a priori
which alignment program/method provides the best results for their input data.
Therefore, they typically try each one of the programs in different workflow executions
(i.e. trials). This approach is time consuming and can be financially unviable if exe-
cuted in pay-as-you-go clouds.

Activity 4 builds the 3D-model of the target sequence based on template structure
and alignment. This is a variant activity. There are several programs that build
3D-models (e.g. COMPOSER [17], CONGEN [18], MODELLER [16], NEST/Jackal
[19], Builder [20]), and each one is based on distinct approaches (e.g. rigid body
assembly, segment matching, spatial restraints satisfaction). If MODELLER is elected,
as the replication number for building 3D-models should be fixed in five, then the
outcome should be five PDB models obtained for the same target, assigned as “Target
[1–5].pdb”. Activity 5 elects the best PDB model by picking the previously produced
model with the lowest value of the DOPE assessment score. Activities 6, 7 and 8,
refine, predict and evaluate the selected best PDB model, respectively. These three
activities can be executed using programs such as MODELLER and PROCHECK [21]
as variant activities.

3.3 SciSamma Workflow Implementation in SciCumulus

A single SciSamma workflow specification in SciCumulus allows for creating work-
flow variants, which can be defined and changed at runtime according to decisions
taken by scientists considering validation rules to indicate whether a program is
compatible with another. SciSamma is structured as: Activities 1, 2 and 5 are imple-
mented by fixed programs, Activities 3, 4, 6, 7 and 8 are variant activities. Activity 3
has four variations: align2d, salign, MAFFT and Muscle; Activity 4 has four variations:
MODELLER, NEST, CONGEN, and 4SEGMOD; Activity 6, 7 and 8 have two
possible implementations: MODELLER and PROCHECK. The difference among
Activities 6, 7 and 8 is that each one is invoked with different parameters, which makes
the same programs execute with different behavior. In the current structure, SciSamma
could theoretically execute 96 different workflow variations. However, many of these
possible variations do not comply with validation rules. For example, if we choose
PROCHECK in Activity 6 we have to choose the same program in Activities 7 and 8.
Figure 2 shows an excerpt of the specification of SciSamma (for Activity 3), which
follows the SciCumulus XML schema.

Each activity using the tag <SciCumulusActivity> that contains files and parameter
values associated is represented by the tags <File> and <Field>. Each variability is then
represented using the tag <Alternate> where scientists define the programs that will be
executed as alternatives to the <SciCumulusActivity>. This way, at runtime, SciCu-
mulus can invoke one of them to implement the activity according to scientists’
decision. When using this representation, scientists have to model just one workflow
specification whose activities implementations can be explored as workflow variants.
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We executed two workflow variants (Fig. 3). The first one (Wf1) is implemented by
the following programs (the activity number is in the parenthesis): (1) BLAST, (2) Perl
Script, (3) align2d, (4) MODELLER, (5) Perl Script, (6) MODELLER, (7) MODEL-
LER, and (8) MODELLER. The second workflow (Wf2) is implemented by:
(1) BLAST, (2) Perl Script, (3) salign, (4) PROCHECK, (5) Perl Script, (6) PRO-
CHECK, (7) PROCHECK, and (8) PROCHECK. We have chosen these two variations
as case study since, according to Marti-Renom et al. [13], these two combinations are
the most common and important in HM experiments.

Fig. 2. Specification of SciSamma in SciCumulus format

Fig. 3. Workflows variants of SciSamma: derived workflows #1 and #2
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4 Experimental Results

In this section, we present an evaluation of SciSamma by deriving two workflows and
analyzing their variations in scalability and benefits to obtain 3D-models for cysteine
protease target sequences in order to develop anti-malarial chemotherapy.

4.1 Cloud Environment Setup

Following the results achieved in previous work [12], we chose to use large VMs in
Amazon EC2 (m1.large – 7.5 GB RAM, 850 GB storage, 2 virtual cores) to execute the
experiments. Each VM uses Linux Cent OS 5 (64-bit), configured with the necessary
software and bioinformatics libraries. All instances were configured to be accessed
using Secure Shell (SSH) on port 22.

4.2 Experiment Setup

We focused on cysteine proteases (CPs) as a candidate drug target for protozoan
diseases. The input a dataset has 100 fasta files of target protein sequences of falcipain
CPs from Plasmodium species, which were extracted from the RefSeq database [22].
This input dataset is composed by different CP sequences, since they are promising
potential drug targets for anti-malarial chemotherapy. However, only few 3D-structures
were built based on these sequences by crystallography or NMR, and consequently
there are not yet available in structural databases e.g. RCSB-PDB. The importance of
these 3D-structures construction for CP sequences is that they are used as input datasets
in several CADD experiments of structural bioinformatics for drug design. The bio-
informatics programs were used with default parameters, they are: BLAST 2.2.18,
MAFFT v7.012b, Muscle v3.7, MODELLER 9-11, NEST (Jackal 1.5), CONGEN
Version 2.2.1, SEGMOD v1.0, and PROCHECK v.3.5.4.

4.3 Experimental Results

We have evaluated the performance of the parallel execution of these two derived
workflows. First, we measured the performance of executing the Wf1 and Wf2 on a
single processor machine (with one core) to analyze the local optimization before
scaling up the number of VMs. Next, we measured the performance and scalability by
executing these derived workflows using from 2 up to 32 large size VMs (m1.large)
(thus totalizing 64 virtual cores – 2 per VM). Figure 4 presents the measurements of the
Total Execution Time (TET) of Wf1 and Wf2. As the number of VMs increases, the
TET of both workflows decreases, as expected. For example, when the Wf1 processes
100 fasta files, the TET is reduced from 8.1 h (using 1 single virtual core) to 27.13
(using 64 virtual cores), which represents a time reduction of up to 94.53 % and for the
Wf2 the TET was reduced from 7.0 h (using 1 single virtual core) to 16.27 min (using
64 virtual cores) with a performance improvement of up to 96.12 %. We can also verify
that one single variability in the third activity (align2d in Wf1 and salign in Wf2)
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produced a considerable TET variation. This was due to the use the dynamic pro-
gramming algorithm since salign uses the weight matrix, which is considerably faster
than gap penalty function used by align2d [30]. Even though the two variations present
scalability, the difference in TET was around 40 % with 64 cores.

To evaluate the behavior of performance gain according to the number of pro-
cessing units, we used a traditional metric of parallel computing that is speedup. The
executions of the Wf1 and Wf2 have a similar behavior as observed in Fig. 5, since the
speedup of both is acceptable (>50 %) and presented a discrete degradation (from 32 up
to 64) due to the heterogeneity of activity durations, which led to overhead in the
distribution mechanism of SciCumulus.

This result indicates that acquiring more than 32 VMs (64 virtual cores), for these
workflow variations, may not bring the expected benefit, particularly if programs do
not have features such as multi-thread execution and if financial costs are involved. For
example, in the Wf2, salign benefits from multi-threading. We also observed that, when
the number of activities becomes closer to the number of VMs, many cores of the VMs
may remain idle, thus not producing a positive impact on the TET.

We also analyzed the results from the biological point of view. From the biological
perspective, Wf1 and Wf2 present similar results, since both recover the same 3D

Fig. 4. Total execution time for SciSamma derived Wf1 and Wf2

Fig. 5. Speedup for SciSamma derived Wf1 and Wf2
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models from the replications in all inputs, with very similar values of quality. Both Wf1
and Wf2 executions consumed 100 Plasmodium CP sequences and generated 500
3D-models. The 100 best models were selected based on quality scores e.g. the lowest
values of the DOPE assessment score, by querying the provenance database. Table 1
shows results of the 13 CP sequences, i.e. Plasmodium species and the PDB/accession
number of the best structural models based on three assessment scores (moldpf, DOPE,
GA341). PROCHECK and MolProbity scores confirmed that the 3D models that were
generated (‘pdb’ files) are reasonable (i.e., present good quality) and could be used in
additional structural and chemoinformatics analyses (e.g. QSAR, CADD or molecular
docking). Although, these models have to be validated and tested in further in vivo or
in vitro experiments they represent a step forward to develop new anti-malarial drugs.

5 Related Work

Most of the HM workflows are based on individual scripts or simple Web applications
[16, 23]. There is to this date no published work reporting the integrated management
of HM workflow variants or other bioinformatics workflow variants. MHOLline is a
comparative modeling workflow that combines BLAST, T-Coffee, BATS, MODEL-
LER, and PROCHECK. It is encapsulated as a Web service and uses BPEL to formally
specify the workflow. BPEL allows the automatic execution of MHOLline (i.e. no
human interaction); however, MHOLline has a fixed structure and does not allow
scientists for choosing the most suitable structure for their experiment.
SWISS-MODEL [16] workspace is a Web-based integrated service dedicated to protein
structure homology modeling. SWISS-MODEL is one of the most important approa-
ches used by scientists in HM experiments; however, it has very similar characteristics
to MHOLline, since it was encapsulated as a Web service and presents a fixed structure
and does not provide parallelism that is required for large-scale experiments. In
comparison, SciSamma presents the advantage of structuring HM experiments using
SciCumulus, as workflow variations to be executed in parallel, with associated prov-
enance management, which allows for dynamic changes on the workflow specification,

Table 1. Summary of the best 3D-models of 13 CPs obtained in Plasmodium.

Plasmodium
Species

Cysteine 
Protease-PDB

Best 3D_models 
Acc. Number

moldpf DOPE 
score

GA341 
score

Procheck MolProbity

P. falciparum Falcipain 2-A
Falcipain 2-B
Falcipain 3

XP_001347836
XP_001347832
XP_001347833

4,428.13
4,485.77
5,943.31

-31,424.34
-31,903.35
-31,770.01

0.54
0.78
0.14

71.0%
68.6%
69.9%

81.6%
75.4%
78.4%

P. vivax Falcipain-like 
Falcipain-like 
Falcipain-like 

XP_001615274
XP_001615273
XP_001615272

3,739.38
5,827.03
4,932.57

-32,688.98
-31,924.03
-32,851.41

0.79
0.60
0.15

77.0%
75.2%
70.8%

85.98%
82.47%
77.08%

P. cynomolgi Falcipain-like 
Falcipain-like 

XP_004222378
XP_004222377

4,241.46
4,940.49

-31,999.42
-32,589.03

0.61
0.32

77.6%
72.5%

82.56%
82.64%

P. knowlesi Falcipain-like 
Falcipain-like 
Falcipain-like 

XP_002259152
XP_002259153
XP_002259151

4,650.63
5,154.38
5,548.87

-30,134.75
-29,993.30
-27,827.77

0.47
0.49
0.49

68.5%
72.9%
69.1%

76.73%
82.78%
77.26%

P. berghei Falcipain 2 pre XP_680416 4,560.20 -31,188.33 0.36 71.3% 79.06%
P. yoelii Falcipain-like XP_726900 5,640.04 -30,920.02 0.32 70.2% 77.02%
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notifications and fault-tolerance. Execution data is available for analysis at runtime via
SciCumulus provenance online queries at the cloud database. Some provenance query
templates, based on scientists’ typical analytical queries, are made available as
pre-defined parameterized queries.

6 Conclusions and Final Remarks

This paper explores the workflow variation concept to assist the specification and
execution of large-scale scientific workflows for HM experiments. SciSamma work-
flow, modeled in SciCumulus, enables the exploration of a set of workflow variants in
HM experiments, allowing scientists to explore different methodologies to build
3D-models. We performed computational and biological studies and provided an
illustration of SciSamma’s execution in the cloud. From the computational perspective,
both SciSamma workflow variants Wf1 and Wf2 process 100 fasta files as input with
several hundreds of tasks and data files producing several gigabytes of data. Using
provenance data from SciCumulus at runtime, it was possible to query information
from this large volume of tasks and data files, allowing scientists to query results
obtained using BLAST retrieved 3D structures from PDB. Depending on the results,
scientists could decide to re-execute the workflow exploring other parameters, or use
another workflow variation, or stop the current execution. By analyzing the overall
performance, we can state that parallel techniques improved the performance of the two
workflow variations of SciSamma using up to 64 cores, in cloud VMs. TET reaches
improvements around 95 % when compared to a sequential workflow execution in one
single VM. Both variants presented scalability with performance improvements
(dropping from 8 h to 27 min using 32 Amazon’s large VMs). While evaluating the two
variants, through provenance queries, they show the same quality in biological results,
but the difference in execution time between them was around 40 %. From the bio-
logical perspective, it obtained 100 3D-models of falcipains by executing Wf1 and
Wf2, evidencing that for a larger number of models, executing workflow with variants
is a fundamental support.
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Abstract. With the emergence of cloud computing, resources can be
dynamically scaled. A common scaling approach is the addition and
removal of virtual machines, known as horizontal scaling. Horizontal scal-
ing can take several minutes but erratic and sudden changes in demand
take place within seconds. Therefore, vertical scaling has been intro-
duced, changing the resources of an existing virtual machine during run
time and within one second or less. At the same time, more and more
private clouds and cloud providers apply the open-source platform Open-
Stack. Hence, this paper evaluates the vertical scaling capability of Open-
Stack. For this purpose, we examine whether and to what extent common
guest operating systems, popular hypervisors, and OpenStack itself sup-
port vertical scaling. Altogether, the considered operating systems and
hypervisors support vertical scaling of almost all considered resources
while OpenStack does not support vertical scaling at all. Based on our
findings, we finally suggest steps to improve OpenStack.

Keywords: Cloud computing · Scalability · Operating system · Hyper-
visor · OpenStack · Vertical scaling

1 Introduction and Motivation

Through the increasing popularity of the internet, the scientific community but
also more and more small and medium enterprises benefit from offering their
services as web applications. These web applications face a volatile demand due
to scheduling, seasonal changes, temporary trends, and momentary effects [11].
Examples include experiments, time-of-day patterns as well as breaking news,
marketing activities, and posts on social media such as Twitter [21]. As a con-
sequence, applications’ demand for resources is unstable and hardly predictable.
In the past, the common strategy to handle the uncertain resource demand was
to provide enough resources for peak workloads. This overprovision led to mostly
idle resources and thus high expenses [10].

With the emergence of cloud computing, resource provision strategies
changed fundamentally. Cloud computing enables on-demand provisioning of
resources for experimentation [29], disaster recovery [35,36], scaling, and so on.
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 351–362, 2015.
DOI: 10.1007/978-3-319-22885-3 30
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This flexible provision and release of resources based on customer demand is
an essential feature of cloud computing and known as elasticity [41]. Together
with the pay-per-use billing model, clouds allow customers to pay only for the
resources they are actually using and hereby to avoid over- and underprovision-
ing [11]. Nevertheless, adding and removing resources according to the actual
demand while minimizing cost and maintaining a constant service level is a cru-
cial issue in cloud computing [37]. A common approach for adequate scaling of
resources in literature [12,18,62] and practice [8,24] is the addition and removal
of virtual machines (VMs), known as horizontal scaling.

100%

300%

Request 
Rate

02.01.
2012

05.01.
2012

08.01.
2012

Fig. 1. Peak in the request rate of gloveler.de after the release of a newspaper article
and its dissemination in social media

However, horizontal scaling comes with flaws. In scientific computing Galante
et al. [23] point out that the scaling size of a whole virtual machine is not suffi-
cient and fine-grained scaling techniques are necessary. Also erratic and sudden
changes in demand take place within seconds [21] (see Fig. 1) but provisioning
an additional VM requires about 50 to 800 seconds and starting multiple VMs
at once may take longer than starting a single VM [39]. In these situations, hor-
izontal scaling could lead to a decreased throughput [19], an increased response
time, or even the outage of the whole system [28]. As a consequence, horizontal
scaling is more appropriate for situations where changes in demand take place
gradually or can be foreseen. Furthermore, additional VMs could lead to addi-
tional licensing costs [68]. For each VM, an operating system is required, which
limits the additional capacity usable by the application [50]. Since VMs function
as scaling unit, horizontal scaling can also cause unnecessary overprovisioning
[19] and high resource wastage in case of a slight workload increase [68]. In Fig. 2,
such a situation is visualized, where VMs are horizontally scaled because of a
demand peak. Lastly, horizontal scaling requires a running load balancer and is
limited to stateless applications [19].

In order to avoid these shortcomings, vertical scaling has been introduced
as a new approach. In contrast to horizontal scaling, it changes the resources
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Fig. 2. Overprovision and resource wastage with horizontal scaling

Fig. 3. Horizontal scaling and vertical scaling

of an existing VM, such as CPU cores or memory, during run time [50] (see
Fig. 3). Additionally, vertical scaling can be done within one second or less
[22,67]. Hereby, vertical scaling reduces violations of a certain service level [19].

In practice, however, only few cloud providers (e.g. ProfitBricks [50]) support
vertical scaling whereas big providers such as Amazon Web Services1 have not
implemented vertical scaling yet [23]. Since private clouds and cloud providers
such as Rackspace2 and HP3 apply the open-source platform OpenStack4, it has
become more and more prominent. Hence, this paper evaluates the feasibility of
vertical scaling for OpenStack. For this purpose, this paper examines to what
extent common guest operating systems, popular hypervisors, and OpenStack
itself support vertical scaling.

The remainder of this paper is structured as follows. Section 2 presents related
work before Sect. 3 assesses the support of vertical scaling by guest operating
systems, hypervisors, and OpenStack. Finally, Sect. 4 presents a conclusion and
discusses the fields of further research related to this work.

2 Related Work

We want to give an overview of OpenStack’s vertical scaling capability. Yet, no
literature exists that examines whether and to which extent OpenStack supports
1 https://aws.amazon.com.
2 http://www.rackspace.com.
3 http://www.hpcloud.com.
4 https://www.openstack.org.

https://aws.amazon.com
http://www.rackspace.com
http://www.hpcloud.com
https://www.openstack.org
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vertical scaling. However, several work has been done on horizontal and vertical
scaling as well as combinations of both, often with respect to auto-scaling. Gen-
erally, authors use different approaches to scale a VM according to the current
demand. Lorido-Botrán et al. classify the available auto-scaling approaches in
the following way: 1. static, threshold-based policies, 2. reinforcement Learning,
3. queuing theory, 4. control theory, and 5. time-series analysis [37].

For vertical scaling, one example is the work of Dawoud et al. who propose
an architecture based on CPU utilization [19]. Similarly, Lu et al. present a tool
for automatic vertical scaling of VMs based on throughput, average response
time, and percentile response time [38]. Yazdanov and Fetzer apply reinforcement
learning in their autonomic scaling framework [68]. Shen et al. propose a time-
series-based system for vertical scaling of CPU and memory that considers VM
migration and resource efficiency [58]. As presented by Rodero-Merino et al.,
vertical scaling is also possible through replacing an underlying server by a more
powerful one [56]. Svärd et al. take vertical scaling even further by aggregating
and pooling the resources that can be scaled vertically [61].

Other authors combine horizontal and vertical scaling. Caballer et al. suggest
an architecture for horizontal and vertical scaling that adapts resources auto-
matically to the requirements of scientific applications [13]. The framework from
Dutta et al. uses a combination of horizontal and vertical scaling in order to
optimize resource usage and incurring cost [22] while scaling decisions in the
approach of Wang et al. are based on availability [66].

3 Vertical Scaling with OpenStack

In order to assess the support of vertical scaling in OpenStack, we examine the
components (see Fig. 4) that are required to enable vertical scaling in OpenStack.
Ideally, an administrator can use the dashboard of the cloud management plat-
form in order to scale a running VM vertically. OpenStack as the Cloud Manage-
ment Platform provides such a dashboard. The dashboard is connected to Open
Stack’s resource management that controls the Hypervisor. In the case of verti-
cal scaling, the resource management that administers CPU, memory, disks, and
network interfaces would prompt the hypervisor to provide a Virtual Machine
more resources. The VM again would pass the resources to the Guest Operat-
ing System (OS) that runs within the VM. As a consequence, the applied guest
OS, the used hypervisor, and OpenStack itself have to support vertical scaling,
which is also known as hot plugging of resources, i.e. adding and removing of
resources to or from a running VM [67]. Therefore, our assessment starts with
the hypervisor (see Sec. 3.1) before we continue with the guest OS (see Sec. 3.2).
Finally, we examine OpenStack as cloud management platform that coordinates
the scaling process with its dashboard (see Sec. 3.3).

Regarding the considered resource categories, we reviewed Amazon Web Ser-
vices, Rackspace, Profitbricks, OpenStack5 itself, and market places like the

5 https://www.openstack.org/software/openstack-compute/.

https://www.openstack.org/software/openstack-compute/
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Fig. 4. Overview of interaction between OpenStack, a hypervisor, virtual machines,
and guest operating systems

Deutsche Börse Cloud Exchange6. Knowing that other resource categories might
be interesting for future work, we decide to consider the most important resources
in this work and therefore focus our review on adding and removing computing
power, memory space, and storage space as well as extending and shrinking the
network. In this context, we distinguish between adding or removing an addi-
tional disk and extending or shrinking an existing disk because for the first case,
the used hard drive might have to be changed for applications running inside
the OS. Since the introduction of plug and play as well as of the universal serial
bus (USB), adding and removing disks and network devices has become a com-
mon action. However, adding and removing disks and network devices is still
important in this context because hypervisors have to support the addition and
removal as well.

3.1 Vertical Scaling Capabilities of Guest Operating Systems

We use the most common operating systems, namely CentOS 6.57, SUSE Linux
Enterprise Server 11 SP38, and Debian 7.4.09 as well as Ubuntu Server 14.04
LTS10, and Microsoft Windows Server 2012 R211. Our literature review is mainly
based on websites, documentations, release notes, and blog entries in order to
identify whether and to which extent an OS supports vertical scaling. Thereby,
we classify the OS’s support in four categories: yes, partly, no, and unknown.
The results are shown in Table 1.

In general, all considered operating systems support vertical scaling with
almost all considered types of resources. For CentOS, extending and shrinking
is only possible for unmounted disks. SUSE Linux Enterprise Server does not
offer the addition and removal of a CPU core as a full virtualization guest.
While a user cannot shrink a disk with SUSE Linux Enterprise, the user can
extend a disk depending on the file system. Debian supports both extending and
shrinking a disk depending on its file system. Ubuntu Server supports vertical
scaling of all resources except shrinking a disk, which works for unmounted

6 http://www.dbcloudexchange.com.
7 https://www.centos.org.
8 https://www.suse.com/products/server/.
9 https://www.debian.org/index.en.html.

10 http://www.ubuntu.com/server.
11 http://www.microsoft.com/en-us/server-cloud/products/windows-server-2012-r2/.

http://www.dbcloudexchange.com
https://www.centos.org
https://www.suse.com/products/server/
https://www.debian.org/index.en.html
http://www.ubuntu.com/server
http://www.microsoft.com/en-us/server-cloud/products/windows-server-2012-r2/
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Table 1. Comparison of resources that can be vertically scaled with CentOS 6.5, SUSE
Linux Enterprise Server 11 SP3, and Debian 7.4.0 as well as Ubuntu Server 14.04 LTS
and Microsoft Windows Server 2012 R2

CentOS SUSE Debian Ubuntu Windows
Server

CPU core Add/
Remove

Yes[53]/
Yes [53]

No[60]/
No[60]a

Yes[3]/
Yes[3]

Yes[3]/
Yes[3]

Yes[64]/
?

Memory Add/
Remove

Yes[52]/
Yes[52]

Yes[60]/
Yes[60]

Yes[64]/
Yes[2]

Yes[64]/
Yes[2]

Yes[64]/
?

Disk Add/
Remove

Yes[51]/
Yes[51]

Yes[60]/
Yes[60]

Yes[6]/
Yes[20]

Yes[7]/
Yes[7]

Partly [45]/
Yes[45]

Extend/
Shrink

Partly [54]/
Partly [54]

Partly [46]/
No [46]

Partly [5]/
Partly [5]

Yes[15]/
Partly [15]

Yes[43]/
Partly [43]

Network Add/
Remove

Yes[51]/
Yes[51]

Yes[60]/
Yes[60]

Yes[9]/
Yes[9]

Yes[59]/
Yes[14]

Yes[44]/
Yes[44]

a [60] distinguishes SUSE running as paravirtualized guest and full virtualization
guest. We focus on full virtualization here.

file systems only. For Microsoft Windows Server, we cannot determine whether
it supports the removal of a CPU core and memory. Furthermore, Microsoft
Windows Server only supports the addition of SCSI disks during run time and
shrinking previously expanded disks.

The aforementioned review is based on certain assumptions. First, we focus
on adding or removing hardware to or from a guest and not to or from the host.
Second, if the addition or removal works for one architecture such as x86, our
assumption is that it is also possible with other architectures. Third, we assume
that an OS supports adding or removal of a certain hardware if we find that the
OS is able to do so with a specific hypervisor. Furthermore, if an older version
of an OS offer a certain functionality, we infer that newer versions offer the same
functionality. Similarly, we consider the edition of an OS that offers the most
functionalities, which often refers to the 64 bit version of an OS. Moreover, we
do not require the considered OS to detect the changed hardware on its own but
at most through a command in the command-line interface. Lastly, we make use
of the fact that CentOS builds on the repository of Red Hat Enterprise Linux12

by determining the functionality supported by CentOS through the functionality
that Red Hat Enterprise Linux offers [17].

3.2 Vertical Scaling Capabilities of Hypervisors

As a next step, we review the most common hypervisors, namely KVM13, VMware
vSphere Hypervisor14, Xen Project Hypervisor15, and Microsoft Hyper-V16.
12 http://www.redhat.com/products/enterprise-linux/.
13 http://www.linux-kvm.org.
14 http://www.vmware.com/products/vsphere-hypervisor.
15 http://www.xenproject.org/developers/teams/hypervisor.html.
16 http://technet.microsoft.com/en-us/library/hh831531.aspx.

http://www.redhat.com/products/enterprise-linux/
http://www.linux-kvm.org
http://www.vmware.com/products/vsphere-hypervisor
http://www.xenproject.org/developers/teams/hypervisor.html
http://technet.microsoft.com/en-us/library/hh831531.aspx


Vertical Scaling Capability of OpenStack 357

Table 2. Comparison of resources that can be vertically scaled with KVM, VMware
vSphere Hypervisor, Xen Project Hypervisor, and Microsoft Hyper-V

KVM VMware Xen Hyper-V

CPU core Add/
Remove

Yes[30]/
No[30]

Yes[65]/
No[65]

Yes[26]/
Yes[26]

No[34]/
No[34]

Memory Add/
Remove

Yes[31,33]/
Yes[31,33]

Yes[65]/
No[65]

Yes[25]/
Yes[25]

Yes[42]/
No[42]

Disk Add/
Remove

Partly [32]/
?

Partly [4]/
Yes[4]

Yes[27]/
Yes[27]

Partly [55]/
Partly [55]

Extend/
Shrink

No[57]/
No[57]

Yes[65]/
Partly [65]

Partly [40]/
No[40]

Partly [43]/
Partly [43]

Network Add/
Remove

Yes[32]/
?

Yes[65]/
Yes[63]

Yes[1]/
Yes[1]

No[34]/
No[55]

Using the same four categories and similar sources as in Sect. 3.1,we determine
whether and to which extent the hypervisors support vertical scaling. The results
are shown in Table 2.

Generally, the considered hypervisors support vertical scaling with all consid-
ered resources. With KVM, removing a CPU core and altering disk size do not
work. Furthermore, only SCSI disks can be added while we cannot determine the
support for removing a disk and a network. Similarly, VMware does not support
the removal of a CPU core and of memory. The addition of a disk also only works
for SCSI disks. Additionally, while shrinking a disk, the VM stops responding.
Xen enables vertical scaling with almost all resources. One exception is that Xen
does not allow shrinking a disk and that extending a disk works only for certain
file systems. For Hyper-V, the addition and removal of a CPU core and a net-
work as well as the removal of memory are not available. Furthermore, only SCSI
disks can be added and removed. Lastly, Hyper-V requires two functionalities in
order to extend or shrink a virtual disk: Firstly, the disk has to be of a certain
file format, i.e. the way how the disk’s data and file format are stored. Secondly,
the relevant disk has to be attached to a SCSI controller.

The aforementioned review is based on certain assumptions. When increasing
or decreasing the memory assigned to a guest OS, KVM and Xen use memory
ballooning, which takes memory from the guest OS and gives the memory to
the host or vice versa [16]. Since memory ballooning is one method of vertical
scaling, we consider it as equivalent to the addition and removal of memory.
Lastly, we assume that tools that manage the interaction between the OS and
the host (e.g. VMware Tools) are installed on the OS.

3.3 Vertical Scaling Capabilities of the Cloud Management
Platform

Finally, we examine whether OpenStack supports vertical scaling. According to
the OpenStack Operations Guide, OpenStack only supports horizontal scaling
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in order to match the cloud paradigm of “cloud-based applications that typically
request more, discrete hardware”. Consequently, the ideal for OpenStack is to
add a VM and to load balance among the existing VMs in case of increasing
resource demand [48].

However, OpenStack allows altering the size of an existing server during run
time by changing the flavor [47]. A flavor is a hardware templates that defines a
number of CPU cores, a memory size, a root disk size, and a data disk space. An
administrative user can create, edit, and delete flavors. The default installation
provides five different flavors [49]. Nevertheless, the question is whether changing
the flavor is as quickly as hot plugging of resources. Therefore, we examine the
source code of OpenStack. In the compute API file17, we find that OpenStack
resizes a VM by initiating a migration process. Shutting down the VM and
moving it to a new host requires some time. Consequently, OpenStack does not
provide vertical scaling within few seconds as provided by hot plugging and as
presented in the introduction.

4 Conclusion and Future Work

This paper evaluates the vertical scaling capability of OpenStack. More specifi-
cally, this paper assesses whether the components that are relevant for enabling
vertical scaling with OpenStack support vertical scaling. Based on an literature
review, we evaluate common guest operating systems, popular hypervisors, and
OpenStack regarding vertical scaling. Hereby, the paper gives a current overview
of the resources supported for vertical scaling and allows for comparisons between
the considered operating systems and between the hypervisors regarding vertical
scaling.

In this paper, we identified that guest operating systems and hypervisors
are in general capable of vertical scaling. OpenStack however does not support
vertical scaling at all and is rather designed for horizontal scaling. Therefore,
we recommend that future work focuses on how to implement vertical scaling
in OpenStack. Possible solutions could be the removal of the flavor system or
the automatic creation of flavors during run time as needed. In any case, the
vertical scaling mechanism should be changed from migration to hot plugging.
Additionally, we could not completely determine the vertical scaling capabili-
ties of operating systems and hypervisors, which is thus left for future work.
Furthermore, our work concentrated on the qualitative assessment of vertical
scaling capabilities on a scale with yes, partial, and no. On these grounds, we
suggest that future research performs a qualitative assessment of vertical scal-
ing capabilities of operating systems, hypervisors, and OpenStack and defines
metrics for the degree of support. Moreover, future research should examine
how hypervisors, operating systems, and the implementation of vertical scaling
in OpenStack influence the quality of vertical scaling in terms of spin-up time,
speed, reliability etc. Lastly, vertical scaling is not always possible since the ver-
tical scaling capacity is limited due to the limited resources of a VM. Therefore,
17 https://github.com/openstack/nova/blob/master/nova/compute/api.py.

https://github.com/openstack/nova/blob/master/nova/compute/api.py
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our immediate future work will combine horizontal and vertical scaling in order
to deal with demand changes more efficiently.
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Abstract. This paper presents S2niffer (Service Sniffer), a query-based
system for discovering services. S2niffer is a part of a broader project
whose goal is, given mobile users’ needs (e.g., buying airplane tickets,
booking a hotel room, renting a car, etc.) expressed in a text query, to
discover and compose services to be executed. Behind the service discov-
ery system is the idea to match the users’ queries with a set of documents
in a corpus such that each document contains a service description given
in free text, obtained from its corresponding profile given in a OWL-
S file. A preliminar evaluation reveals that S2niffer outperforms Latent
Semantic Indexing and Vector Space Model.

Keywords: Web services · Discovery · Service retrieval

1 Introduction and Problem Statement

This paper presents a system for discovering services based on queries submitted
by mobile users as they are seeking for services. This study is conducted as a
part of a broader project, whose main goal is to design and implement a system
that provides mobile users with services to book a hotel room, or for reserving
a table in a restaurants located in a certain city, etc [9]. Figure 1 depicts the
overall architecture of the system, which is built on the top of four components:
(1) User interaction and query management, (2) User management System, (3)
Discovery system, and (4) Composition and orchestration system. This paper
focuses only on the issues raised by the design and implementation of the third
component.

In prior works, discovering services have been dealt with Information
Retrieval (IR) models, considering a corpus composed by WSDL documents.
A WSDL document contains a syntactically-based description including ser-
vice name, operations name and signature, and sometimes descriptions in nat-
ural language that are commentaries written by programmers. In spite of that
WSDL is the standard service description language, currently, is not practi-
cal to assume that most of the services have WSDL descriptions because of
the increasing adoption of REST-ful services. Hence, in this study is adopted

c© Springer International Publishing Switzerland 2015
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Fig. 1. A context-aware discovering system for mobile users

<p r o f i l e : P r o f i l e rd f : ID=”CHEAPCAR1 . . . ”>
. . .
<p ro f i l e : s e r v i c eName xml:lang=”en”>

CheapCar 1 PersonBicyc l e MaxPrice s e r v i c e
</ p r o f i l e : s e r v i c eName>
<p r o f i l e : t e x t D e s c r i p t i o n xml:lang=”en”>

This s e r v i c e r e tu rn s max purchase p r i c e s o f the g iven pa i r
o f a cheap car model and one person b i c y c l e model .

</ p r o f i l e : t e x t D e s c r i p t i o n>
. . .
</ p r o f i l e : P r o f i l e>

Fig. 2. Profile of a Web service in a OWL-S document

OWL-S [1] (a.k.a., DAML-S), which is an OWL ontology for description, discov-
ery, invocation, composition, and monitoring of services. With OWL-S is possible
to describe either WSDL-based services and those based on REST-ful.

The structure of an OWL-S ontology is designed to provide the knowledge
about three aspects of a Web service, i.e., (1) What does it provide? (2) How
is it used? (3) How is the interaction with it? The answer to the first question
is given in the profile of a service in a OWL-S ontology. Indeed, the function-
ality description of a service is given in the profile in a way that is suitable for
a service searching agent to determine whether the service meets its needs [1].
Figure 2 shows an instance of a service profile described in a OWL-S document.
Tags <profile:serviceName> and <profile:textDescription> provide the name of
the service and its description in free text, respectively. The problem is to mea-
sure the extent to this information matches a query, which is the mean utilized as
an attempt to communicate a need to a system designed for discovering services.
In Computer Science, this is known as an IR problem.

In the context of this study, descriptions of the services are briefer than
documents (e.g., books) in other contexts. This makes bigger the semantic
gap between the query (which communicates the needed functionality) and the
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description of the desired services (which describe their functionalities). This
semantic gap is due to synonym and homonym problems. Synonym problems
avoid that a user finds the needed services when s/he uses terms in the query
which are not included in the descriptions of the required services, despite of the
terms in the query and in the descriptions have a similar semantics. In a docu-
ment like a book there are more terms with their respective synonyms than in a
brief service description. As a consequence, in this context, synonym problems
are worse than other domains. On the other hand, homonym problems causes
that users discover undesired services, which descriptions contain the same terms
issued in the query, but with different semantics. Both kind of problems decrease
the accuracy of an IR-based service discovery system.

In current stage of this study, we have analyzed the related work on IR-based
service discovery, and we have proposed S2niffer in order to fill the gap in the
state-of-the-art.

2 Proposed Solution: S2niffer

S2niffer is a software system for IR-based service discovery. The discovering ser-
vices process involves the following tasks: preprocessing of services profiles in
OWL-S files, indexing, and ranking. Each task is handled by a S2niffer compo-
nent as a follows:

– OWLS2Corpus: This component is in charge of extracting terms from tags
<profile:serviceName> and <profile:textDescription>. In this study is assumed
that the content of the first tag is codified according the camel case convention
(e.g., nonNegativeMatrixFactorization). Besides, it is assumed the terms in first
tag to be separated by spaces or underscore character (cf., Figure 2). There-
after, this component removes punctuation and symbols, transforms terms to
lower case, lemmatizes the terms, and removes stop words. In this study was
used the lemmatizer called MorphAdorner1.

– Service Descriptions Indexer: This component creates an index by com-
puting the Term Frequency and Inverse Document Frequency (TF-IDF).

– Service Ranker: This component assigns a score to the services given a user’s
query. The scoring task involves three procedures: (1) injection of synonyms
into the query, (2) applying boolean retrieval, and (3) measuring the cosine
similarity between the query and service descriptions. Injection of synonyms
into the query is frequently effective to increase recall. Nevertheless, thesaurus-
based query expansion might significantly decrease the accuracy, in especial
when a query has ambiguous terms, e.g., in a query like book a room, if the
term book is considered a noun, it may be expanded through WordNet with
synonyms likewise: record, ledger, lever, etc. If all these synonyms are included
into the query, the system will retrieve services which are not related to the
user’s need, i.e., reserving a room. However, if the same term is correctly
identified as a verb, it may be expanded through WordNet with the following

1 MorphAdorner, http://devadorner.northwestern.edu/maserver/lemmatize.

http://devadorner.northwestern.edu/maserver/lemmatize
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synonyms: hold and reserve. In the last case, the system will retrieve services
for booking a room, although these ones might be described with terms such
as reserve or hold instead of book. Thus, the accuracy might be increased.

Therefore, the problem consists of tagging parts of speech of the query.
Thereafter, the synonyms associated with the term are sought in WordNet
but considering if such term is an adverb, verb, noun or adjective. S2niffer
uses Apache OpenNLP2 library to tag the parts of speech of a query. This
library uses a probability model to predict the tag of a term based on its
corresponding word type and its context in the query sentence. Finally, these
synonyms are injected into the query. Through boolean retrieval, only the
descriptions that fulfill the condition presented in the query are scored by
means of cosine similarity, as a result, unnecessary matching are avoided.

3 Discussion and Future Work

In this section we aim to place the current version of S2niffer in the state-of-the-
art. This version has been designed in order to:

Table 1. Retrieval performance of S2niffer, LSI and VSM

S2niffer
NDCG: 0.7645

NDCG p-value (t-student) Is statistically significant?

LSI 0.7142 2.318 × 10−2 Yes

VSM 0.5435 7.728 × 10−6 Yes

1. Address synonymy and homonymy problems by using WordNet lex-
icon, which is similar to the approaches proposed by Wang et al. [18] and
Kokash et al. [5]. Nonetheless, S2niffer injects the synonyms only into the
query, while Wang’s et al. system injects them also into the index. Kokash
et al. used the algorithm proposed by Seco et al. [15] to measure the seman-
tic similarity of concepts in WordNet. Another remarkable difference between
S2niffer and the approaches proposed by Wang et al. [18] and Kokash et al. [5],
is that S2niffer identifies the tag of parts of speech before the injection of syn-
onyms with the purpose to avoid affect the accuracy of the retrieval process.
On the other side, we have not adopted Latent Semantic Indexing (LSI) to
overcome synonymy and homonymy problems, which is the model used by
Sajjanhar et al. [14], Ma et al. [7], and in [19], because vector space model
(VSM) scales better than LSI, and in the latter is not possible enforcing nega-
tions or boolean conditions. Moreover, Manning et al. [8, pg. 382] state there
are studies which have revealed some modes where LSI failed to match the
effectiveness of traditional indexes and score computations. Indeed, Table 1
shows that S2niffer outperforms LSI (which has its better performance with

2 Apache OpenNLP, http://opennlp.apache.org/.

http://opennlp.apache.org/
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161 latent factors during its evaluation) in experiments carried out over the
fourth version of the OWL-S service retrieval test collection named OWLS-
TC43. It contains the descriptions of 1083 Web services from 9 domains.
Each description is written in OWL-S 1.1. This collection includes 42 queries
associated with their relevance judgment provided by several users. During
the experiments, the Normalized Discounted Cumulative Gain (NDCG) has
been used instead of Mean Average Precision (MAP) to measure the overall
ranking accuracy of each approach.

2. Handle negations and boolean condition included in the user’s
query. This is a missing feature in prior works [2,4–7,10–14,17–19]. To real-
ize why this feature is important, lets consider, for instance, a user interested
in finding a service for booking an Italian restaurant table but not Arab.

3. Support inexact matching. This is another advantage of S2niffer over prior
works [2,4–7,10–14,17–19]. In fact, S2niffer uses the query syntax of Apache
Lucene that supports: Wildcard characters and Fuzzy search query based on
the Damerau-Levenshtein similarity. This is useful when a user is not sure
how to spell a word.

4. Be independent of human experts of the domain. Besides LSI, the
another way to overcome synonym problems is by making an ontology for
the specific domain, this approach was adopted by Paliwal et al. [10,11],
Pan and Zhang [12]. Nevertheless, we have not adopted this approach due
to the creation of ontologies is an expensive, time-consuming, tedious, and
error-prone task [3,16].

For future work, we plan to compare S2niffer with LSI based on other matrix
factorization techniques (e.g., Non-negative Matrix factorization). Furthermore,
we will consider other knowledge sources (e.g., Wikipedia) and techniques to
expand the query.
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Colciencias-Colfuturo (convocatoria 528 de 2011) scholarship, besides, he is founded
by the Univ. de Córdoba (Colombia).
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1 Université Paris-Dauphine, Paris, France
{rafael.angarita,marta.rukoz,manouvrier}@lamsade.dauphine.fr
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Abstract. One of the major goals of the Service Oriented Architecture
is to support automatic Web Service (WS) composition and execution,
allowing a user query to be satisfied by a Composite WS (CWS). User
queries express functional and non-functional (QoS) requirements. QoS
requirements indicate, for example, the maximum execution time or price
allowed for a CWS execution. In this work, we propose a model to sup-
port CWS executions while maintaining the QoS requirements, even in
presence of failures. QoS monitoring is performed during the entire exe-
cution of a CWS in order to satisfy QoS requirements, influencing the
choice of the fault-tolerance strategy selection in case of failures.

Keywords: Composite web service · Dynamic fault-tolerance · QoS

1 Introduction and Problem Statement

In the Service Oriented Architecture (SOA), Web Services (WS) and semantic
technologies have emerged to create an environment where users and applications
can search, compose, and execute WSs in an automatic and seamless manner [1].
SOA is expected to be a place where a big number of WSs compete to offer a wide
range of similar functionalities. This way, WSs from distributed locations can
be composed to create new value-added Composite WS (CWS), which resolves
complex user queries [2].

Different situations can cause a WS to fail during the execution of a CWS.
A fault-tolerant CWS is the one that, upon a WS failure, ends up the whole
CWS (e.g., by retrying, substituting, or replicating the faulty WS) or leaves the
execution in a safe state (e.g., by rolling back or compensating the faulty WS and
the related executed WSs). In this sense, reliable execution of CWSs becomes a
key mechanism to cope with challenges of open-world applications in dynamic,
changing, and untrusted operating environments, ensuring the consistent state
of the whole system even in presence of failures [3].
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In this context, failures during the execution of a CWS can be repaired by
backward or forward recovery processes. Backward recovery implies to undo
the work done until the failure and to go back to the initial consistent state
(before the execution started) by using roll-back or compensation techniques.
Forward recovery tries to repair the failure and continues the execution; retry
and replacement are some techniques used. Backward and forward recovery
ensure the all-or-nothing transactional property1; however, for some queries, par-
tial responses may have sense for users; thus, checkpointing techniques can be
implemented to relax the all-or-nothing transactional property and still provide
fault-tolerance [4,5].

The highly dynamic nature of Internet and the compositional nature of WSs
makes static CWS executions unpractical in real-world environments, providing
a challenge for optimal fault-tolerance strategy determination and QoS monitor-
ing. Hence, our research focuses on providing a general model to support CWS
executions while maintaining required QoS and providing dynamism regarding
the selection of fault-tolerance strategies.

The rest of this paper is structured as follows. Section 2 discusses the cur-
rent literature. Section 3 exposes the main research challenges addressed in this
work, while Sect. 4 introduces our proposed solution. Finally, Sect. 5 outlines the
conclusions and future research.

2 Related Work

Some works consider transactional properties of component WSs to ensure the
classical all-or-nothing properties in CWSs [6–9]. In this context, failures during
a CWS execution can be repaired by backward or forward recovery processes.
Other works consider WS replication, instead of transactional properties, to
provide forward recovery [10–12]. Moreover, checkpointing techniques can be
implemented to relax the all-or-nothing transactional property, and can be imple-
mented as an alternative technique independent of transactional properties [4,5],
allowing users to have partial results and resume the execution later.

There exist some works that implement combinations of fault-tolerant strate-
gies [10,13,14]. In [10], a replication strategy is used and a rollback workflow is
automatically created considering the WS dependencies. An actively replicated
platform is implemented transparently to users and independent to WS imple-
mentation, in which all replicas of a WS are simultaneously invoked. Backward
and forward approaches are combined in [13], based on re-execution, compen-
sation, and WS or subdigraph substitution; for subdigraph substitution, it is
necessary to pre-calculate best ranked subdigraph for the CWS and substitu-
tion may consider successfully executed WSs, which must be compensated. The
strategy described in [14] takes into account user guidance to propose several
recovery plans and users manually choose the desired one among those automat-
ically proposed by the system. None of these works consider the dynamism of
1 The all-or-nothing transactional property states that each component WS in a CWS

must either complete successfully or have no effect whatsoever.
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CWS executions to decide which recovery strategy is the most appropriate and
to verify if the CWS execution satisfies the required QoS even during execution
free of failures.

As far as we know, only [15] proposes an adaptive and dynamic solution for
fault-tolerant WS executions. It is based on execution time, failures probability,
and resource consumption parameters. Users specify weights that represent their
requirements over those three parameters, deciding about the recovery strategy
that complies the user needs; however, it is meant for the fault-tolerance of single
WSs instead of entire CWSs.

3 Research Focus

Backward recovery can imply long waiting times and lost work due to com-
pensation of previously successfully executed WSs, while users do not get any
output, even if partial outputs can be useful. Forward recovery can also cause
long waiting times, and the deterioration of other QoS parameters, such as price
and reputation, due to WS replacement or replication. Moreover, even during
failure free executions, the CWS QoS can surpass the required QoS due to, for
example, long waiting times for WSs responses or dynamic changes in other WS
QoS parameters.

To overcome the aforementioned issues, we focus our research on conceiving
a model to support dynamic CWS execution by providing fault-tolerance and
QoS monitoring; therefore, the main question addressed in this work is:

Given that CWS are executed in dynamic and unpredictable environ-
ments, how can we provide fault-tolerant CWS executions and, at the
same time, comply with user QoS requirements?

We tackle this question by formulating the following more specific questions:

1. If a WS fails, which fault-tolerance strategy is the most appropriate to choose
to satisfy the QoS requirements? Can it be chosen dynamically?

2. Which would be the most suitable WS substitute in case of WS replacement?
3. Even during failure free executions, is it possible to finish the execution while

maintaining QoS requirements, for example, by preventive replication?

By providing answers to these questions, our research aims to contribute to
the field of Service Oriented Computing, specifically in the area of fault-tolerance
for CWSs.

4 Our Approach to Dynamic CWS Execution

To present our approach, we are going to follow the research path we have
pursued with the objective of developing a fault-tolerant CWS execution system
[16–18]. At first, we have proposed a distributed execution system [16] based on
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transactional properties that aims to solve the problem of reliable CWS execution
through providing scalable, fault-tolerant, and correct execution of CWSs by:
(i) ensuring that sequential and parallel WSs will be executed according to
the execution flow depicted by the CWS; and (ii) in case of failures, leaving
the system in a consistent state by executing backward or forward recovery
strategies. It also provides scalability as the number of WSs in CWSs grows.
Later on, we have extended it to provide checkpointing as an alternative strategy
[17,18], enabling users to get partial results, even in the presence of failures,
while maintaining the CWS transactional property. Figure 1 shows the recovery
strategies implemented by our execution system regarding the moment of the
execution when they can be applied.

At the time of conceiving our fault-tolerant CWS execution system [16–18],
it was distinguished from and ameliorated existing works because it provided
automatic fault-tolerant execution based on transactional CWSs; its execution
control followed the defined CWS dependency flow during execution to ensure
that sequential and parallel executions satisfy the global transactional property;
its framework architecture and execution control were distributed and indepen-
dent of its implementation, since they could be implemented in distributed or
shared memory platforms; CWS executions were totally transparent to users and
WS developers, while most of existing works were based on WS-BPEL and/or
execution controls have to be managed by developers; and finally, it was formally
modeled using Petri Nets.

So far, we have presented our solution to the problem of reliable CWS exe-
cution; however, it does not provide dynamism regarding fault-tolerant strategy

Fig. 1. Recovery techniques. Fig. 2. Execution system.
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selection and QoS monitoring: forward recovery is chosen if it is possible; if
it is not possible, backward recovery is chosen; and checkpointing is selected
if the user chose it as an alternative to backward recovery. Even though these
strategies ensure system consistency, they have the disadvantages presented at
the beginning of Sect. 3; therefore, with the aim of tackling these disadvantages,
we strive to create a model to manage dynamic CWS executions, which we
have presented as a preliminary study [19] and then extended to create a more
complete approach for dynamic CWS executions [20].

We illustrate our approach with the help of Fig. 2. The Input of the
Execution System is comprised by the WS Registry (WSDL and semantic doc-
uments); the query expressing functional requirements, required QoS and trans-
actional property; and finally, the CWS. Prior to the start of the execution, two
analyses are performed: one static; another dynamic. The Static Analysis pro-
duces the CWS estimated QoS (e.g., CWS estimated execution time, price, and
reputation), whilst the Dynamic Analysis verifies the state of the network con-
nectivity with each WS of the CWS. Then, the Static Analysis and Dynamic
Analysis are combined to form the Aggregated Analysis, which is composed
by tuned up CWS estimations. CWS executions are managed by an Execution
Engine, which is a collection of Engine Threads, one per WS in the CWS.
Engine Threads are responsible for the actual execution of WSs; monitoring
their execution; triggering fault-tolerance mechanisms; and forwarding results
to their peers to continue the execution. With the Aggregated Analysis and
the required QoS, the Execution Engine deduces the extra QoS that can be
afforded during the execution to not surpass the required QoS. During the actual
execution, Engine Threads monitor the QoS in a distributed fashion, verify-
ing if the required QoS is exceeded. When a failure occurs, QoS monitoring
allows Engine Threads to dynamically choose which recovery strategy is the
best choice in terms of its impact on the required QoS. In case of WS replace-
ment, the choice of a WS substitute depends on the QoS at the moment of the
failure. Users are able to give importance degrees to the CWS outputs, sup-
porting the decision making between checkpointing and backward or forward
recovery. This dynamic strategy selection addresses questions 1 and 2 of Sect. 3.
Additionally, even during failure free executions, preventive replication or WS
replacement can be used to maintain the required QoS; or the CWS execution
can be aborted if it does not longer satisfies it, addressing question 3 of Sect. 3.

5 Conclusions and Future Work

We have proposed a novel approach to support dynamic CWS executions while
maintaining the required QoS even in the presence of failures. We have built
it on top of our execution system [16–18], which was a novel solution due to
its automatic and distributed fault-tolerant CWS execution based on trans-
actional properties. Preliminary results of dynamic fault-tolerance for CWSs
show the validity of our solution regarding its efficiency and effectiveness [19,20].
We continue to perform experimental evaluations and developing a more usable
prototype, since this is ongoing research. By the end of this research, we expect
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to achieve the formalization of a detailed model to support dynamic CWS exe-
cution; as well as a prototype implementation, making our software components
and artifacts available to the research community.
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Abstract. With the prevalence of SOA, an increasing number of Web
Services(WS) are created and composed to construct Web-Service Based
Systems(SBS). WSs are independent of formulation of complex business
process by multiple WS composition. With the steadily growing number
of service providers the competition becomes more and more intense.
In order to compose a SBS selecting appropriate service from among a
collection independently developed services with the same functionality
but different cost and Quality of Service (QoS) properties is essential
to meet the client preferences. The existing planning and selection algo-
rithms are mostly designed for service discovery. To our knowledge, there
are only a few works that incorporate service selection with respect to
end user’s dynamic QoS requirements. Further, in case of QoS varia-
tion of composed SBS at provisioning-time due to QoS variation of one
or more component services, a proactive adaptation strategy is required
to maintain the required overall QoS. In this ongoing PhD work we pro-
pose complete, flexible solution for the “Dynamic QoS requirement aware
automatic service selection and provisioning-time adaptation”. This app-
roach is a graph based multi-grain clustering and selection model for
service composition.

Keywords: Web services · Quality of services · Composition · Run-time
SBS adaptation

1 Introduction

Web Service Based Systems (SBS) are formed by composition of one or more
Web Services called component services. Composed SBS should fulfil the user’s
requirements, and the service also needs to be provided with the desired level of
quality defined by the service requester. For each component service there is a
steady growth in the number of service providers. Selecting a well combination of
component services for a SBS to obtain the most optimal result (with client QoS

Initial version of this article had been published in “Work in Progress track of 21st
IEEE International Conference on Web Services 2014 : ICWS2014, Alaska USA” [9].

c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 378–385, 2015.
DOI: 10.1007/978-3-319-22885-3 33



Dynamic QoS Requirement Aware Service Composition 379

requirements) is a NP-hard problem [4]. Further, the QoS requirements varies
from client to client. This research problem known as “Dynamic QoS require-
ment aware service selection”, aims to effectively generate service composition
workflows which satisfy QoS constraints and optimize certain QoS criteria. In
service selection approaches, it is important to consider the service compatibil-
ity dependencies on the QoS of SBS. There is a possibility to improve the QoS
of overall SBS by introducing an intermediate connector service between two
incompatible component services.

Adaptation play an important role in SBS considering its heterogeneous and
dynamic nature that is composed of Web Services called component services.
Adaptation is necessary in the life cycle of an SBS due to various reasons such
as new business goals, dynamic QoS requirements, dynamic nature of QoS of
component services, and infrastructure problem or failure of any component
service involved in composition.

To address the issue of “Client’s required QoS oriented service selection for
composition and run-time adaptation”, this PhD work introduces a novel app-
roach that introduces QoS aware service clustering [5] for grouping services with
similar functionalities (single class of services) into clusters according to their
QoS properties. A single cluster inside a class of services represents services of
nearly similar QoS properties. This clustering will help us to reduce the time
complexity of the searching algorithm. The incompatibility issue is also addressed
in this approach. A service cluster graph (weighted directed graph) scheme is
introduced to formally represent possible ways to formulate the SBS where each
node represents a service cluster. An efficient service selection algorithm based
on Bellman Ford’s single source shortest path graph algorithm is designed to
find end user’s QoS requirement oriented component service selection to form
the required SBS. Further, a SBS run-time adaptation scheme is designed based
on service reselection approach.

2 Problem Statement

We present a “Online Parcel Delivery: OPD” scenario to illustrate the problem of
“Dynamic QoS requirement aware service selection and run-time adaptation”.
OPD is a SBS combination of (i) a Short Messaging Service SMS, (ii) a Location
Locator Service LLS, (iii) an Online Payment Service OPS, and (iv) a Parcel
Delivery Service PDS.

Let us consider the QoS matrices are Cost : cost of the service, Time: time
required to deliver the parcel, Safety : the packing quality for delivering goods,
Reliability : the surety of delivery in proper address. Even if this is a very simple
scenario there may be different QoS requirement for different clients. For exam-
ple, Client 1: delivering Passports to foreign consulate and Client 2: delivering
daily newspapers. Client 1 needs delivery with high percentage of Safety and
Reliability where as Client 2 needs delivery in time and low cost. Therefore the
QoS requirement of Client 1 is: (Cost-10 %, Time-30 %, Safety-70 % and Rela-
bility-90 %) and that of Client 2 is: (Cost-90 %, Time-50 %, Safety-20 % and
Relability-20 %). These two example shows, QoS requirement varies from client
to client for same SBS.
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Problem 1: Existing service selection approaches mostly designed for service
discovery with respect to achieving SBS composition with best QoS. Thus, they
neglect the dynamic nature of client’s QoS requirements. To avoid this we must
understand the impact of a change in QoS requirement, which have its own
characteristic and constraints.

Further, on the scenario we would like to show some adaptation example to
motivate our adaptation problems: At run time a sub part of the SBS may be
malfunctioning or degrades its QoSs. For example, the LLS component service
provider of SBS suddenly decides to increase/decrease a particular QoS (e.g.,
increase/decrease of Cost) and consult the business analyst. In order to avoid
this problem, business analyst decides to switch to a different (LLS). However,
there is a problem with the new LLS. It provides client’s location in geographical
coordinates instead of full address. While during SBS application design, the
designer uses full address as the input message to the PDS. To solve this new data
mismatching problem, the service composition is adapted by a mediator service
in the process, which converts geographical coordinates into the full addresses.
Yet it triggers a new problem: We notice that the new service we introduced
for data modification is too costly and in fact increases the overall cost in an
unforeseen way.

Problem 2: Most of the adaptation schemes perform adaptation at a single
component service level, which may hamper the desired QoS requirement of the
whole SBS. Thus, they tend to propose local solution to local problems in a
way that is isolated from the overall performance of the SBS. Further, most
of them assume the QoS of component services are static, but in reality they
may vary at run-time. To avoid this we must understand the impact of dynamic
QoS of component services on whole SBS and need to design adaptation scheme
considering the impact of adaptation on whole SBS performance.

To handle the above discussed problems we need a novel approach with fol-
lowing two features:

– QoS requirement oriented service selection.
– Component service’s dynamic QoS oriented SBS adaptation.

3 Proposed Solution

A service cluster graph (weighted directed graph) scheme is introduced to for-
mally represent possible ways to formulate the SBS where each node represents a
service cluster. An efficient service selection algorithm based on Bellman Ford’s
single source shortest path graph algorithm is designed to find the near optimal
combination of Web Services to form the required SBS. Further, a SBS run-time
adaptation scheme is designed based on service reselection approach.

Service Graph Construction: Required SBS workflow is divided into sub
atomic independent functional units which are denoted by Job. For each atomic
Job unit, select a Web Service to perform that Job. And by collecting and com-
posing services for all the atomic Jobs create complete SBS.
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To divide the available services and the SBS workflow, a weighted directed
graph is used. The classifications of services and SBS workflows are:

– The services are divided into different classes according to their functional-
ity and compatibility nature with the preceding Jobs in the business flow
requirements of the SBS.

– QoS matrices based intra class cluster formation and intra class cluster based
service graph construction.

– Client requirement and QoS oriented service graph edge’s weight estimation.

Service Classification: Assuming that the SBS is a simple collection of n
number of atomic Jobs, the SBS can be expressed as Start → Job1 → Job2... →
Jobn → End. Therefore we can write the Job set J = {J1, J2, ..., Jn}. Collec-
tion of available services for a particular Job is called Service Class of the Job.
Therefore the Service Class set C = {C1, C2, ..., Cn}, where Ci is the Service
Class for Ji.

Fig. 1. A. Service classification. B. Service class level graph. C. Service Cluster Level
Graph.

In case of any subset of services in a Service Class Ci is not compatible with
the SBS design or with the services of succeeding Service Class Ci+1, another
intermediate Job is needed to make them compatible, then the Service Class Ci is
divided into sub classes i.e., Ci → {Ci.1, Ci.2, ..., Ci.m}, where m is the number of
division in the class due to compatibility problem. And the intermediate Service
Class for the intermediate Job is added in the Service Class set.

Figure 1.A shows an example of Service Class level directed graph of an exam-
ple SBS. Any path from Start to End, with selecting a service from the Service
Classes at each node can form the required SBS with different QoS matrices.
Services in a Service Class have different QoS. To select the best possible com-
bination of services from each node to meet client’s QoS constraint requirements
is a real challenge.

To minimize the search space, considering the QoS parameters of services in
Service Classes, services are further divided into sub classes to form number of
clusters using K-means clustering algorithm [5]. Intra cluster services have nearly
equal QoS parameters. Members of same cluster have almost same weightage to
participate in the composition to form the SBS. So the search space of searching
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one service from a Service Class is reduced to number of clusters. More the
cluster number, intra cluster distance is less and more optimal result in service
selection, but the search space is proportionally increases. So there is a tread off
in deciding the number of clusters needed to form.

Service Class Clustering: Services of each class are divided into K clusters
using K-means clustering algorithm [5]. Services in one cluster can substitute
each other with similar functionality as well as QoS. Let a service class C =
{s1, s2, ..., sn} where n is the number of services available in the service class
C. Let Qi =< qi1, qi2, ..., qim > is the QoS matrices vector of service si which
represent the features based on which clustering is to be performed and m is the
number of QoS parameters considered for service selection. We use the Euclidean
distance function to evaluate the distance between two QoS matrices vectors
Qi & Qj .

Once the clusters are formed, each class nodes in the graph becomes k nodes.
The class level graph converted to cluster level graph and particularly the cluster
representative (cluster center) becomes node in the graph.

The service graph SG = (S,E,W ), is a weighted directed acyclic graph.
Where,

– The vertex set S = {S1, S2, ...Sn}∪{S0, Sf} represent the vertex set such that
Si, i=1 to n represents all cluster center. Two extra vertex S0, Sf represent
starting and ending points of composition.

– The edge set E = {(Si, Sj) : there is a predecessor & successor relation
between service Si & Sj as per the composition requirement to achieve the
business flow requirement for the composition.}

Figure 1 demonstrates total process of cluster level graph design.

Graph Edge Weight Estimation: The weight set W = {wij ,∀ (Si, Sj) ∈ E}

wij =
{
EQMj If Sj �= Sf

0 If Sj = Sf

Where, EQMj is the Estimated QoS Matrix of Sj . EQMj is a function of
QoS matrices Qi and user requirement, which we will discuss in detail further.

EQM Estimation: EQM is a function of quality of service matrices of the avail-
able services and the user requirements. The specification of QoS matrices and
user requirements are as follows.

– Qi =< qi1, qi2, ..., qim > is the QoS matrices of service Si, where m is the
number of QoS matrices collected.

– Ui =< ui1, ui2, ..., uim > is the upper limit of the matrices.
– Li =< li1, li2, ..., lim > is the lower limit of the matrices.
– Pi =< pi1, pi2, ..., pim > is the projection of Qi into the range of 0 to 1.

pij = qij−lij
uij−lij
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– T =< t1, t2, ..., tm > is the QoS matrix type.

ti =
{−1 If ith QoS matrix ∝ preference of service

1 If ith QoS matrix ∝ dislike of service

– Ii =< ii1, ii2, ..., iim > is the importance % of the matrices for service class Ci.

EQMi =
∑m

j=1
iij∗pij∗tj

m ,

Service Selection for Composition: The “Service Selection Algorithm”
selects services for single execution plan for the required SBS in such a way
that the overall QoS of the composed services is as per the requirements. This
algorithm is designed based on Bellman Ford’s single source shortest path algo-
rithm. The service Selection Algorithm is described in Algorithm 1.

ALGORITHM 1. Service Selection
– Using composition requirement construct the service graph as described in Sect. 3.
– Calculate EQM for all the edges of the constructed graph using Q, U , L, T and I

as described in Sect. 3.
– Find the shortest path between So to Sf using Bellman Ford’s single source short-

est path algorithm.
– Service representative in the shortest path are recommended for composition to

meet composition requirement with client’s QoS matrices constraints.

4 SBS Adaptation

Keeping the adaptation needs, we categorize the monitoring properties into two
broad categories.

Category 1. One of the component services in the SBS is down/ malfunctioning.
Category 2. An atomic service’s QoS is degraded at run-time.

Adaptation scheme: In case of Category 1, remove the service from the cor-
responding service cluster and choose a new cluster representative. Then again
run the Service Selection algorithm for run-time automatic composition.

But in case of Category 2, update the current QoS of the service. Based
on that find the new cluster centers. Finally run the Service Selection algorithm
for reselection of services for composition.

5 Related Work

QoS based service selection has been increasingly investigated recently [6,7] and
proposed approaches can be categorized as three types (i) QoS-aware service
selection based on functional workflow to optimize execution plan [1–3]. (ii)
Traditional optimization algorithm based QoS optimization [10,12]. (iii) QoS
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constraints based service selection [4,11,13,14]. Most of them, however assume
that the QoS matrices are static, which is unfortunately not true [15]. Thus,
these kind of approaches are not useful in case of dynamic QoS requirements. In
this PhD work, we proposed a novel approach for QoS-aware service selection
with automatic adaptation to dynamic QoS matrices of component services.

Our expected research impact with respect to the state of the art is in two
ways: First, existing service selection schemes mostly focus on achieving best
composition with respect to achieve specific QoS [1,3]. However, in reality the
SBS client’s QoS requirements are heterogeneous in nature. Our solution aims
to align and coordinate the client’s dynamic requirements with service selection.
Secondly, there are few approaches in literature that uses adaptation with respect
to dynamic nature of QoS of the component services available [4,13,14]. Our
approach properly aligns the dynamic nature of QoS of component services with
the client’s QoS requirements using automatic adaptation scheme.

6 Conclusion and Future Work

In this work, we have proposed a graph and clustering based service selection
approach to support dynamic QoS requirement with automatic adaptation with
respect to changing nature of QoS of component services. In the remaining one
year of this PhD work, we will work on the formalization of the research problem
and enhancement of implementation of proposed solution. We will integrate our
SBS monitoring framework [8] with this approach to get run-time QoS matrices
of the component services. Eventually, we would like to evaluate our approach
by studying the usability of our approach in real life service based systems.

References
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Abstract. Over the last decades, Internet has grown dramatically. As
a result of this growth, a huge amount of Web services and applications
have emerged to fulfill consumer’s requirements. At the same time, the
mobile network industry has become ubiquitous as most consumers are
now inseparable from their mobile terminals. The combination of mobile
technology and web services provides new paradigm called mobile web
services. In order to find services fulfilling the client’s requirement, a dis-
covery mechanism is needed. However, discovering services from devices
is still a significant challenge due to terminal constraints such as screen
resolution, smaller memory, CPU, mobility of consumers and the lack of
service descriptions. Thus, the challenge is to increase the accuracy of
the relevant discovered services that meet the user’s need. In this paper,
we present MobiDisc, our mobile web service discovery approach.

Keywords: Mobile web service discovery · OWL-S · Context · QoWS

1 Introduction

With the emergence of new generations of smart phones and mobile devices, con-
sumers run more and more applications and web services anytime and anywhere.
The combination of mobile technology and web services provide new paradigm
called Mobile web services. Mobile web services has seen an explosion in interest
[1], especially the discovery of relevant web services in such environment that
still presents a challenge due to terminal constraints, the lack of enriched seman-
tic web service description, the mobility of consumers while invoking web ser-
vices. To our Knowledge, in the discovery process, researchers customize query
by adding only mobile constraints or QoWS properties, if not, customize the
web service description. In this paper we lay out the foundations of MobiDisc
approach that allows mobile web service discovery according to context and
QoWS-awareness. The ultimate objective is to enhance web service composition
in mobile environment which constitute the second part of our work. In this
paper, we only discuss MobiDisc which is based on three main contributions:
the first one, is to extend the query and the web service description not only by
c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 386–391, 2015.
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semantic enrichement but also by contextual informations. This is done using the
OWL-S ontology integrating QoWS, terminal constraints and user profile. The
second one is to perform a matching algorithm based on an exact comparison
between ontologies. Finally, Mobile web service will be developed to enhance
the discovery of Mobile web services by ranking services according to service
provider’s reputation. The remainder of the paper is organized as follows: Sect. 2
introduces the related work, Sect. 3 discusses the proposed approach, Sect. 4
presents an implementation of the approach, finally, conclusion and future work
are given in Sect. 5.

2 Related Works

Several approaches in the literature have addressed the subject of discovery of
web services in mobile environments. We have classified theses approaches into
two categories according to Context-awareness and QoWS-Context awareness.
In the first category, Doulkeridis’s [5] defined context as“the implicit information
related to both the requesting user and service provider that can affect the useful-
ness of the returned results”. [2,5] identified three types of context: (i) user con-
text which includes user profile, user preferences and location; (ii) Service context
that contains provider identity, cost, payment method and (iii) physical context
that includes terminal constraints: memory, screen resolution, OS, process speed,
audio display, video display, bandwidth and battery. Peng et al. [4] wrote the
query as service profile ontology of OWL-S by adding user profile and terminal
constraints (terminal type, screen size, screen resolution, video display capabil-
ity, audio capability). However, in this approach, researchers did not consider
QoWS properties and some important terminal constraints like bandwidth and
localization which are neglected. In [1], authors proposed MobiEureka, a WSDL
syntactic description exploiting the standard CC/PP defined by W3C. Services
are then ranked using DaRF [1]. This approach has used a syntactic description
which suffers from expressiveness, additional to the lacks that CC/PP presents:
Extensibility, expressiveness and automatic discovery. Finally,work in [6] pro-
posed a mechanism called SeMoSD. It uses WSMO to describe semantically
services and terminal constraints, but QoWS is not in their consideration.

In the second category, Mobile web service discovery Context and QoWS-
awareness, approaches attempts to address the issue of discovery from two
perspectives, functional and non-functional properties. This already presents a
challenge. Non-functional properties are QoWS which are divided in [7] into
two categories: runtime quality and business quality. Runtime Quality includes
the response time, reliability, availability, accessibility and integrity. Business
Quality refers to the cost, reputation and payment method. Mobile web service
approaches QoWS-context awareness, take into consideration, QoWS, user con-
text, physical context and service context to find relevant services. Work in [8]
extends semantic description WSMO to WSMO-M integrating functional and
non functional properties, without insisting on terminal constraints and QoWS
used, in addition, WSMO is an ontology that is heavy to execute. In [9], authors
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propose an approach which exploits CC/PP into an ontology called PBCO based
on OWL (Ontology web Language) and DCO (Delivery Context Ontology).
Even, this approach presents the advantage of the adaptive display on mobile
devices. The construction of an ontology seems to be handmade and not stan-
dardized which poses problem of interoperability. Work in [12] extends the ontol-
ogy OWL-S into two representations: EASY-Language and EASY-Matching.
The EASY approach offers an efficient mechanism for service discovery only
applied in a pervasive environment In order to fulfill the aforementioned gaps,
we introduce our context and QoWS awareness approach. In addition to the
enrichement of ontologies with QoWS properties and terminal capabilities, this
approach adds an historization step to accelerate web service discovery.

3 Semantic Web Service Discovery Approach
in Mobile Environment

As stated, our approach MobiDisc aims at increasing the accuracy of web service
discovery process in mobile environment. To this end, our proposal is based on
four steps. The first step is dedicated to the rewriting of the user query. Indeed,
the discovery of adequate mobile web services suffers from a lack of environmental
information regarding the user and the used device. Thereby, initial user query
should be rewrited by adding for instance its terminal constraints, its profile
and the expected QoWS properties as depicted in Fig. 1. In fact, the rewritten
query adopts the service profile schema of OWL-S in order to facilitate the
matching of the user query and mobile web service characteristics. In the second
step, Web services are described using functional and non-functional properties.
Functional properties represents especially physical context(service context and
terminal context) and non functional properties represents QoWS features. We
used and extended OWL-S service profile to describe the personalization of the
web service description. Figure 2 is a snapshot of the enriched ontology. The
third step is intended to perform a matching algorithm based on a comparaison
of exact similarities between charateristics of the ontologies. The fourth step
consists in a customization but also an enhancement of the mobile discovery
process. Indeed, nowadays it’s difficult to have confidence in all services given the
large number of providers and of provided web services. In this context, our idea
is to also consider the web service provider reputation and let user choose his/her
criteria.Thereto, we base the computing and evaluation of web service providers
reputation according to performance, security, quality of the services but also
feedbacks and social networks. Knowing that those collected information are in
constant change and frequently incomplete, we plan to use Bayesian networks.
Indeed, Bayesian learning takes a probability-based approach to reason and infer
results. Each training example that is encountered can change the probability
that an hypothesis is correct. Moreover, rather than using knowledge from the
current data set or training examples only, prior knowledge can be combined
with the observed and incomplete data to meaningful achieve better results [11].
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Fig. 1. Rewriting user’s request example

Fig. 2. Partial representation of the enriched OWL-S description with terminal con-
straints and QoWS

4 MobiDisc Architecture

In this section, we introduce MobiDisc architecture that takes advantage of the
aforementioned features. The ultimate goal is to decrease the number of candi-
date web services to find the most relevant service that responds to user’s require-
ments. Our architecture shown in Fig. 3 is composed of three layers. Each layer
uses the result of the previous one. In this paper, we will introduce the first layer.
To do this, we were inspired b the work in [3,10] that handles the discovery of web
services QoWS awareness in a static environment. Thus, we developed an OWL-S
extension of a QoWS-context aware web service description for both request and
advertised services. In order to support semantic QoWS and context matchmak-
ing, we differentiate between request profile of a user and an advertisement profile
provided by a specific service provider. Meanwhile, a profile advertised by a ser-
vice provider, should have the following characteristics: QoWS properties such
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Fig. 3. MobiDisc’s architecture

as reliability, cost, response time and disponibility, context properties related to
terminal caracteristics includes OS, AudioDisplay, VideoDisplay, ScreenResolu-
tion, MemorySize, ProcessSpeed, Battery, Bandwidth. Therefore, upper profile
ontology which satisfy the above requirements can be seen in Fig. 2. To imple-
ment the ontologies, we used Protege 3.5, including OWL-S tab editor. Then,
OWL-S is connected to QoWS ontology and context ontology. To design this,
QoWS-properties and Context-properties are two subclasses of OWL-S Servi-
ceParameter. The service provider provides such an offer profile in its adver-
tisement like: (response time, equal, 300, millisecond). Also, terminalModel is a
subclass of ContextProperties which have also a subclass called TerminalCon-
straints. Service provider would provide such an offer profile in its advertisement
service like: (iphone5S, ScreenResolution (1 136× 640, Ecran Retina 4 pouces)).
Request profile ontology is prepared in the same way, adding a third subclass of
ServiceParameter which is UserProfile. This class contains a set of subproperties:
login, password, payementmethod and localisation. After enriching of the query
and the service description, a matching algorithm is needed to calculate simi-
larities between the two ontologies and decrease the number of advertisement
services. Also, the matching algorithm compare the enriched query with relevant
service description based on a calculation of exact similarities. This is an histor-
ization step which aim at accelerating the discovery process and to constantly
update relevant web service repository. Finally, Our architecture contains a third
layer designed to rank web services based on bayesian networks. This is done by
increasing the accuracy of relevant web services according to the evaluation of
the web service provider’s reputation.
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5 Summary and Future Works

This paper has introduced MobiDisc, which is a new approach for web ser-
vice discovery in mobile environment. This approach aims at finding the most
relevant web service by extending OWL-S Ontology with functional and non
functional properties, matching request and web service description, then rank-
ing the resulting services after evaluating provider’s reputation. The matching
algorithm and the Ranking web service are under implementation, and a timing
comparative study between mobile web service approaches will be done in the
next work.
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Abstract. Data geo-location policies constrain the geographical loca-
tions at which personal data may be stored or processed. Data storage
and processing locations are dynamically changed by cloud elasticity
that migrates and replicates cloud services across data centers. Thus,
cloud elasticity as well as data transfers of interacting services may
re-locate data, which potentially violates data geo-location policies. To
detect these violations, we develop a policy checking approach based on
runtime models. We examine monitoring and model updating mecha-
nisms for reflecting service composition and deployment changes caused
by elasticity. Based on the updated runtime model we derive potential
data transfers and check them against policies. Initial results indicate
the effectiveness and high-performance of our approach.

Keywords: Privacy · Cloud platform management · Decentralized
cloud platform architectures · Runtime verification · Data-geo-location

1 Introduction

For processing and storing data industry increasingly integrates cloud services
in their IT-landscapes, thereby addressing availability and cost goals at low up-
front investments [4]. These goals are accomplished by cloud elasticity. Cloud
elasticity replicates and migrates virtual machines that contain cloud services
across data centers, which impacts on service compositions and deployments.
Dynamically changed service compositions and deployments may transfer per-
sonal data to locations excluded by policies. As unknown during design time,
excluded locations and related violations must be detected during runtime.

In our research, we investigate a runtime model based approach for detecting
data geo-location violations. We explore where and how to probe cloud services in
order to observe composition and deployment changes. Observed changes need to
be reflected in the runtime model. Thus, we investigate the utilization of updat-
ing mechanisms able to cope with complex model updates. We derive potential
data transfers from the updated model that are checked for data geo-location
compliance. To this end, we combine runtime models with reachability graphs,
which furnishes high-performant policy checks and timely responses.
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2 Background and Research Challenges

Cloud services may store data and may interact with each other across data
centers [2]. Table 1 discusses the combination of the two data usage dimensions
- storage (sto.) and service interaction (int.) - with respect to data re-location.

The investigation of cases 1–3 allows for systematically determining the infor-
mation required for detecting policy violations, which is information on: service
interactions, stored data, service deployments, and geo-locations of data centers.
The privacy check itself and the provisioning the required information leads to
several challenges and questions. As service providers restrict the access to ser-
vice internals, it is challenging to probe and monitor the observed cloud service
as well as integrated third-party services to become aware of service composition
and deployment changes (RC1). Service composition and deployment informa-
tion have to be updated based on collected monitoring data. Due to heteroge-
neous monitoring facilities operating at different levels of detail the analysis of
monitoring data for updating the information required to check cases 1–3 (RC2)
is challenging. Cloud services may involve several hundreds of virtual machines
(e.g., in Hadoop-systems), but service users and providers have a stake in rapidly
becoming aware of policy violations. Therefore, it is a challenge to check cloud
services with respect to cases 1–3 in order to provide timely responses (RC3).

Table 1. Combinations of the storage and interaction dimension

sto. int. Combination description

� – The replication or migration of a cloud service S1 across data centers
(e.g. a DBaaS), replicates or migrates data inside the service as well
(case 1 )

– � S1 accesses data stored at a remote cloud service S2. After migration
or replication of S1, data may be transferred to the new location of
S1 directly (case 2 ) or transitively via intermediate cloud services
(case 3 )

� � This combination can be mapped to a combination of case 1 and case 2
or case 1 and case 3

– – This combination does not involve any transferred, stored, or processed
data

3 Related Work

In this section, we analyze (i) whether existing runtime model approaches update
models based on observed service composition and deployment changes, and (ii)
how far existing policy checks cover the identified cases 1–3.

(i) Work such as [6,8,12] update parameterized models based on observed service
interfaces. Single observations, e.g., a service response time, are mapped to



394 E. Schmieders

parameters of related model entities. Updating model parameters is not suf-
ficient to reflect changes caused by elasticity, as elasticity changes the struc-
ture of service compositions. Approaches on model extraction and process
mining, e.g., [3], update the structure of runtime models based on observed
component interactions. The work exploits information of nested method
executions to update information on component interactions. Inserting or
deleting edges between given model elements is not sufficient to reflect com-
plex compositional changes of the observed service. Moreover, existing run-
time models, e.g., [3,6,8,12], lack information on processed or stored data,
data meta-information as well as geo-location information of data centers
required for checking cases 1–3.

(ii) Policy checks based on access control, e.g., [1,9], utilize mechanisms that per-
mit or grant data access after matching the client characteristics with data
policies. Access control neither covers elasticity (case 1 ) nor transitive data
transfers (case 3 ) that may lead to undetected policy violations. Elasticity
rules are defined during design time [14] in order to control the replication
and migration of multiple services qualities and have not been applied to pri-
vacy yet. However, their application to data geo-location requires knowledge
of data stored by a service (case 1 ) as well as the service interactions (case
2 and case 3 ). This information is not available during design time. Policy
checks based on event processing [15] may detect violations based on infor-
mation provided by a migration or replication event. Case 1 may be detected
by mapping the geo-location policy to the geo-location of the target center.
However, data transfers from direct (case 2 ) or transitive (case 3 ) service
interactions would remain undetected as this requires information about the
composition of the service.

To summarize, current runtime models fall short in monitoring (RC1) and
updating information (RC2) required to cover cases 1–3. None of the existing
policy checking approaches detect all violations described in case 1–3 (RC3).

4 Research Plan

The research plan aims for tackling the identified gaps. It starts with research on
the policy-check itself and the required runtime model (RC3). Once the runtime
model entities and relations are specified, we are able to identify the model ele-
ments that need to be updated for reflecting changed service compositions and
deployments (RC2). The research on model updates (RC2) allows for identifying
the monitoring data (RC1) required for triggering the updates. Finally, we elab-
orate the service monitoring concept (RC1) providing the required data. Our
plan includes an evaluation of each RC contribution as well as an evaluation of
the integrated overall approach. We aim for investigating the effectiveness and
efficiency in a realistic cloud environment instrumented with, e.g., OpenStack
and Hadoop. However, there are different options for designing and arranging
the evaluation, which are going to assess with respect to feasibility.
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With the applied “reversed order” (from RC3 to RC1), we transfer the idea
of goal-driven monitoring [11] to our research plan. We consider the detection
of cases 1–3 as the goal and the policy check (RC3), model update (RC2),
and service monitoring (RC1) as hierarchically organized tasks. This allows for
(i) specifying a tailored set of monitoring probes and monitoring information
required for updating the runtime model and (ii) for identifying requirements
towards monitoring solutions.

5 Overall Approach

In the following, we introduce the main concepts of our approach that we plan to
develop. We describe the essential artifacts and activities based on an established
service life cycle [10] (shown in Fig. 1).

To enable policy checks during runtime the required information described in
Sect. 2 has to be modeled, cf. step (1) in Fig. 1. The model G reflects the initial
composition of the developed service as well as the used third-party services
(see Fig. 2). For instance, the runtime model reflects an application running on a
virtual machines as well as attached databases. In step 2, the service is developed
and instrumented with probes via aspects (cf. [7]). A set of data geo-location
policies P is created. Each p ∈ P is defined as triple p = (s, c, l), including a data
classification s, a data content description c, and a geo-location l. For instance,
personalized (s) health care data (c) must not be processed in the USA (l) (see
the policy meta-model in Fig. 2 and for further details [13]).

After being deployed, the service is continuously monitored, cf. steps (3) and
(4). We propose to instrument every component of the developed service in order
to monitor replications or migrations of owned components (RC1). Changes of
third party services are retrieved from monitoring APIs of cloud providers that
utilize established monitoring-tools such as Nagios or advancements discussed in
[2]. The probes emit low level monitoring information M about the applied cloud
elasticity. In order to update the model (RC2), we create a set of model trans-
formations R. We define a mapping function c ∈ C for each of the heterogenous
monitoring facilities serving as adapter. c maps monitoring data M ′ ⊆ M to a
model transformation r, such that c(M ′, r) : M ′ ×{r} → {true, false},M ′ �→ r.
When a mapping is possible, the function value is true, otherwise it is false. Each
model transformation r ∈ R alternates the structure of the runtime model in
accordance to the observed changes (e.g., a new data base node has been added),
specified as r(G) : G r⇒ G′.

Every model update triggers a policy check (RC3), cf. step (5). The runtime
model includes current data geo-locations as well as information on service inter-
actions, which allows for deriving potential data transfers. Thus, the proposed
check detects policy violations resulting from transferring personal data inside a
service (case 1 ), as well as from direct (case 2 ) and transitive (case 3 ) data trans-
fers. We propose to treat the check as an st-connectivity problem, which enables
checks with high-performance. To this end, we consider the runtime model G
as a reachability graph. The proposed checking algorithm selects a subset Vs of
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Fig. 1. Artifacts and activities along the service life-cycle

Fig. 2. Reachability graph, runtime meta model, and policy meta model

geo-location nodes from the runtime model specified by l in the checked policy p
and selects a subset Vt of data nodes specified by s in p (see Fig. 2). After defin-
ing both subsets, the algorithm checks whether there is a path Hvs,vt

for any
combination in Vs ×Vt. The existence of Hvs,vt

indicates a potential data trans-
fer violating the checked policy. Given a graph G and a policy p, we define the
model check G |= p as function f(G, p) : G×{p} → {true, false}, which returns
true, if ¬∃vs∃vt : Hvs,vt

, with vs ∈ Vs ∧ vt ∈ Vt and otherwise returns false. We
can now formally specify the overall approach as ∀m : c(m, r) → (r ◦ f)(G, p)
with m ∈ M ′. The expression indicates a policy violation in case of becoming
false.

6 Conclusion and Future Work

With our research, we address the problem of detecting policy violations that
result from elastic interacting cloud services. So far, we addressed RC3 by devel-
oping a policy checking approach that covers cases 1–3. We performed a val-
idation of the checking algorithm based on an SOA-version of CoCoME. The
evaluation indicates that the algorithm checks large models (with more than
800 virtual machines as in the case of Hadoop-Clusters) in less than a second.

Currently, we work on RC1 and RC2. We explore the utilization of monitoring
and updating mechanisms to realize and enhance our model updating concept.
We investigate how to exploit low level monitoring data that cloud monitoring
infrastructures typically emit. For the model updates we may utilize a standard
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technique such as graph transformation (e.g. [5]). We aim for evaluating the
overall approach on third-party cloud infrastructures.
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Abstract. With huge and ever-increasing number of services available
on the Web, more non-domain experts are willing to chaining services for
fulfilling their specific requirements. Users may get known more about
their requirements gradually, which requires the solution identification
at different levels of granularity. To address this challenge, we propose a
remedy called service map, which aims to (i) organize services in a hier-
archical fashion, such that different levels represent the functionalities of
services in a different granularity, and (ii) to provide service chaining at
a certain level of granularity with respect to user’s requirement.

1 Introduction

Nowadays more and more services are being developed and applied for support-
ing many real applications, and we are moving to the era of Big Services [6]. In
this setting, how to organize the huge amount of services efficiently and thus,
to support the service chain recommendation according to specific requirements
of certain users, is a challenge. To mitigate this issue, services are grouped into
clusters [8], which are building a service network [7] and further forming a ser-
vice ecosystem [2]. Services in the clusters nearby are usually similar in their
functionalities, and thus may be replaced by each other in certain situations. On
the other hand, services in the clusters “far away” are usually much different in
their functionalities, but they may be chained together through other services in
the clusters in “between”, to fulfill the requirements that cannot be implemented
by means of any single service. Consequently, techniques that can facilitate the
chaining (or composition) procedure of services across clusters is essential. Cur-
rently, service composition is relatively mature and most are trying to chaining
service operations into a value-added service [5]. They can be used somehow as
the base of composing services in the service clusters, where a cluster is to be
represented in terms of a service description.

With the wide applicability of services, more and more non-domain experts
achieve their goals through chaining (composing) existing services into value-
added ones. It is usual that normal users can hardly identify their requirements
clearly, completely, and in detail at the service operation level at the beginning.
Instead, users may specify their requirements at a high-level, and examine the
solutions at the same granularity. Based on which, users may delve into the

c© Springer International Publishing Switzerland 2015
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requirements and examine the solutions at a finer granularity. This procedure
may iterate until a solution, which is a chaining or composition of service opera-
tions, is determined. To support the solution identification at different granular-
ities, services should be grouped in a hierarchical fashion, where the upper level
is coarse-grained, whereas the lower level is fine-grained. Therefore, users can try
to identify a solution of coarse-grained on the upper level of service abstraction
initially, and can identify the solution of fine-grained finally. Consequently, how
to organize services hierarchically and thus to facilitate the solution identifica-
tion at a certain granularity with respect to users’ requirements is a challenge.
Current techniques are mainly focused on services grouping into clusters [8], the
identification of usage patterns for service operations from the history of service
compositions and executions [2], or interactive business process maps mined from
the event log [3], in order to enable the reusability of best practices for facili-
tating service composition and execution. However, how to support the solution
identification of multiple granularities is not explored extensively.

To address the challenges mentioned above, we propose a technique called
service map in the thesis, which aims to organize services in a hierarchical fash-
ion, where the upper level represents the coarse-grained functionalities of services
contained in a cluster, while the lower level is to represent the finer-grained func-
tionalities, and the leaf correspond to the clusters of service operations. Given
a user’s requirement, a solution can be determined at the certain level of func-
tional granularity. It is worth mentioning that our service map is different from
ServiceMap proposed by Wei et al. [2] and TomTom4BPM by Aalst [3] in that,
both ServiceMap and TomTom4BPM organize service operations and activities
in business processes at a single level, and they can hardly support the discovery
of solutions when the requirement of certain users is represented in different level
of granularity, whereas our service map aims to mitigate this problem.

2 Service Map: A Conceptual Model

Inspired by the physical map which is used for GPS guidance from the source area
to the target area crossing multiple areas in between, our service map is purposed
for guiding the service chaining from the source to the target service clusters.
These clusters may be neighboring or far away in functionalities provided. In
the physical map, physical areas are given names and organized into a logical
hierarchy, where a city is composed of multiple districts, a province is composed
of multiple cities, and so on. As shown by an example in Fig. 1, a service map
can be organized in the similar fashion, where in the logical service hierarchy,
the upper level represents more coarse-grained functionalities like “Trip” and
“Entertainment”, while the lower lever represents finer-grained functionalities
like “Hotel” and “Sightseeing”, and the leaf represent services or their operations
that can be chained and invoked, like “Check In” and “Room Services”. As an
example, Fig. 1 illustrates a two-layer abstraction of service clusters, and much
finer granularity can be achieved in real data sets.

When a non-domain expert would like to use existing services for achieving
her goal (like planning a trip to a city for sightseeing), her initial requirement
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Fig. 1. An example of Service Map.

should match the “Trip” at the logical level 2, and she observes that a trip mainly
includes three components: “hotel”, “restaurant”, and “sightseeing”. Then, she
is guided to give her requirements of finer-grained about these three components,
and delve into possible solutions respectively. This procedure iterates until she
can give her requirements clearly, completely, and in detail. A chain of services (or
their operations) is composed, which is executable for fulfilling her requirement.

3 Service Map Construction Procedure

After introducing the concept of service map, this section presents the construc-
tion procedure of a service map. Generally, a service map can be generated from
service compositions or process models (like BIT-ProcessLibrary-Release2009 1,
and scientific workflows in myExperiment), or event logs. In this paper we show
this construction procedure based on the process models provided by BIT-
ProcessLibrary-Release2009, where the name of activities is anonymized. That is
why we do not use the service map generated from these process models as the
example in the previous section. We use service composition and business process,
and service and activity, interchangeably in this paper. The construction pro-
cedure includes the following three steps: (i) service network construction, (ii)
community determination and service map generation, and (iii) functionality
identification of communities, as explained in the following sections.

3.1 Service Network Construction

We firstly construct a service network from the set of service compositions. Gen-
erally, a service network presents services, and invocation relationship between
them [7]. We model a service network as follows:

G = (S,E) (1)
s = (Ip,Op,Des) ∈ S (2)

e = (sSvc, tSvc, freq) ∈ E (3)
1 http://www.zurich.ibm.com/csc/bit/downloads.html.

http://www.zurich.ibm.com/csc/bit/downloads.html
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where G corresponds to a service network, which is composed of services (or
their operations) S, and the edges E specifying invocation possibilities between
these services. A service s includes its input (Ip), output (Op) and description in
text (Des). Note that s can include more elements, such as spatial and temporal
attributes. e represents the invocation relation between the source service sSvc
and the target service tSvc, while freq reflects the invocation frequency for sSvc
and tSvc. Note that the reader can refer to [7] for the formal definition and the
detailed construction procedure of service network.

Fig. 2. Service network generated from BIT-ProcessLibrary-Release2009.

An example of service network is shown in Fig. 2, which is generated from the
process models in BIT-ProcessLibrary-Release2009, where the nodes correspond
to activities, the direct edges refer to the invocation relations between activities,
while the thickness of edges reflects the invocation frequency of two activities.
Given any two activities, the invocation frequency is proportional to the number
of calling relation between these two activities in the set of process models.

3.2 Community Determination and Service Map Generation

We generate a service map based on the service network, where we group ser-
vices into communities firstly. Intuitively, a community of services is a sub-graph
of G, which reflects a higher-level, and coarser-gained functionality. We use a
density-based graph clustering method, called graph-skeleton-based clustering
[1], to detect communities. It is worth mentioning that a community can be
regarded as a service somehow, and consequently, this community determina-
tion procedure iterates and a service map can be generated.

As an example, Fig. 3 illustrates the communities detected from the service
network shown in Fig. 2. Note that the method [1] is able to detect communities,
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Fig. 3. Community determination for the service network shown in Fig. 2.

and also to identify bridges between communities and outliers in the graph. To
get a clear illustration, we have screened off the outliers. Note that the red nodes
at the bottom of Fig. 3 are not forming a community, instead, they are bridges.
There are four communities as shown at the upper part of Fig. 3.

3.3 Functionality Identification of Communities

Fig. 4. Core process of Area 1 in Fig. 3. Fig. 5. Core process of Area 2 in Fig. 3.

Given a community, the functionality is reflected by its core process, which is
detected by a graph skeleton extraction algorithm [4]. Generally, a core process
represents the part of the most important and most frequently used.

The functionality of the community is represented as a graph. We assume that
users can specify their requirements formally in terms of a graph. Consequently,
the matchmaking of the functionality of a community and the requirement of a
user can be performed using a graph matching algorithm.

As examples, Figs. 4 and 5 illustrates the core processes for area 1 and 2 as
shown in Fig. 3, respectively.

4 Conclusion and Future Directions

In this paper we have proposed the concept of service map, introduced the con-
struction procedure of service map, and discussed how to use it for facilitating
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service chaining (or composition) when the requirements of users are given at
coarse or fine levels of granularity. We argue that this technique should be ben-
eficial to the users, since users, especially non-domain experts, can hardly give
their requirement clearly, completely, and in detail at the beginning. There are
key points to be explored further for realizing the vision of our service map:

– Community functionality identification. Currently, we represent the function-
ality of communities in terms of graphs, and assume that users can represent
their requirements in terms of graphs as well. However, this may not hold in
some situations and users may represent their requirements in text descrip-
tion. How to derive the functionality of communities from a graph and to
represent it in terms of a service description (including an input, an output,
and a text description for functionality) is a challenge.

– Alignment of user’s requirement and community functionality. It is worth men-
tioning that users may hardly specify their requirements very clearly and
completely. Consequently, the graph that a user gives may be incomplete
since some nodes or edges may be hardly to be specified. In this setting, the
alignment of user’s requirement and community functionality leverages the
matching of incomplete graphs, which is still a challenge in graph theory.
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Abstract. With a growing number of web services, discovering services
that can match with a user’s query becomes a big challenging task. It’s
very tedious for a service consumer to select the appropriate one accord-
ing to her/his needs. In this paper, we propose WS-Portal; An Enriched
Web Services Search Engine which contains 7063 providers, 115 sub-
classes of category and 22236 web services crawled from the Internet. In
WS-Portal, severals technologies are employed to improve the effective-
ness of web services discovery (i.e. web services clustering, tags recom-
mendation, services rating and monitoring).

Keywords: Web services · Discovery · Tags · Recommendation · Mon-
itoring · Topic browsing · Topic models

1 Introduction

The Service Oriented Architecture (SOA) is a model currently used to pro-
vide services on the Internet. The SOA follows the find-bind-execute paradigm
in which service providers register their services in public or private registries,
which clients use to locate web services. SOA services have self-describing inter-
faces in platform-independent XML documents. Web Services Description Lan-
guage (WSDL) is the standard language used to describe services. Different tasks
like clustering, matching, ranking, discovery and composition have been inten-
sively studied to improve the general web services management process. Thus,
the web services community has proposed different approaches and methods to
deal with these tasks. Nowadays, we are moving from web of data to web of
services as the number of UDDI Business Registries (UBRs) is increasing. More-
over, the number of hosts that offer available web services is also increasing
significantly. Consequently, discovering services which can match with the user’s
query is becoming a challenging and an important task. Recently, some web
services portals and search engines as Biocatalogue1 and Seekda!2 (Currently,
the portal is no longer available.) and some other web services portals allows

1 https://www.biocatalogue.org/.
2 http://webservices.seekda.com/.
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users to discover web services. In this paper we propose an enriched web ser-
vice search engine called WS-Portal where we incorporate our research works to
facilitate web services discovery task. our WS-Portal3 contains 7063 providers,
115 sub-classes of category and 22236 web services crawled from the Internet. In
WS-Portal, severals technologies, i.e., web services clustering, tags recommenda-
tion, services rating and monitoring are employed to improve the effectiveness
of web services discovery. Specifically, probabilistic topics models are utilized for
clustering, services/topics and tags recommendation [1–4]. We use probabilis-
tic topic models to extract topic from semantic service descriptions and search
for services in a topics space where heterogeneous service descriptions are all
represented as a probability distribution over topics.

2 WS-Portal Functionalities

In this section, we describe some functionalities for our web services search
engine:

1. Service Clustering: The number of web services created and published in
a registry increases. Thus, searching services that can match with a user’s
query becomes a challenging task. Comparing a user’s query to all services
published in a service repository can be computationally expensive in large
datasets. After our probabilistic model is trained [2], the distribution of words
for each topic is known and all the services in the dataset can be described as
a distribution of topics. A distribution over topics for a given service s is used
to determine which topic best describes the service s. K clusters are created
where K is the number of generated topics. More precisely, if a probability
distribution over a specific zj when given a web service s is high (i.e. P (s|zj)),
then the service s can be affected to the cluster Cj . If a service s has more than
one topic, the service will be assigned to each of the clusters corresponding
to these topics.

2. Service Discovery: By organizing service descriptions into clusters, ser-
vices become easier and therefore faster to discover and recommend. Service
Discovery and Selection aim to find web services with user required func-
tionalities. A user query represented by a set of words is represented as a
distribution over topics. The service discovery process is based on computing
the similarity between retrieved topic’s services and a user’s query [1,2,4].

3. Topics browsing: We use topics browsing technique as another method
search to discover the web services that match with users requirements. Users

3 WS-Portal is available online:

– http://wvmweb.esil.univ-mrs.fr/wsportal.
– http://www.webvirtualmachine.fr/wsportal.
– http://wsportal.aznag.net.

.

http://wvmweb.esil.univ-mrs.fr/wsportal
http://www.webvirtualmachine.fr/wsportal
http://wsportal.aznag.net
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can select the related topic to the their query and our system gives automati-
cally the topic’s services that match with user’s query. The retrieved services
are ranked in order of their similarity score to the query.

4. Tags recommendation: Tagging technique is widely used to annotate
objects in Web 2.0 applications. This type of metadata provides a brief
description of services and is utilized as another information source for ser-
vice descriptions. In [3], we propose an automatic tagging technique for web
services based on probabilistic topic models, in which both the WSDL docu-
ments and service tags are effectively utilized. The proposed system can work
without existing tags, and works better when there exists manual tags. Our
probabilistic approach based on LocLDA model, which is a latent variable
model that exploits local correlation labels [3,5].

5. Availability and performance monitoring: The availability of Web Ser-
vices is critical as more and more systems depend on them. WS-Portal moni-
tor all registered services. In addition, after registering a service in our service
registry its availability will be monitored automatically. Our system mea-
sures the availability by calling the service endpoints periodically. The time
between two ping calls can be configured for each service individually. A
popular method of online service availability is to calculate the fraction of
the service’s operational lifetime during which it has been accessible (i.e.
Availability = Uptime/[Uptime + Downtime]).

6. Services rating and comments posting: Our system allows users to rate
and post comments to enriche the service description.

7. Dynamic service invocation: Our system allows users to invoke the
selected service using the html form generated automatically from the asso-
ciated WSDL document for each service operations.

3 User Interface

Our web services search engine is available online (see footnote 3) and consumers
can use it to discover, register or annotate web services. Figure 1(a) shows the
search result page while using Currency as query term. As observed from this
figure, we can find that each search result entity show a breif service description:
(1) Web service name, (2) Service description, Tags given by users, (3) Service
category, (4) Service provider, (5) Average rating score given by users, (6) Service
availability. In addition we select a top five related topics to the user’s query and
its probabilities (i.e. P (Q/zf )). When users select a disered service (i.e. TourS-
ervices), WS-Portal gives more details for selected service (i.e. Fig. 1(b)) such
as service name, wsdl url, service documentation, provider, categories, country,
availability, rating score, user’s tags, recommended tags and WSDL cache. As
Fig. 1(b) shows, our system gives also more details for service monitoring (avail-
abilty and response time values for each service endpoints). In addition, users
can rate, annotate the selected service and post comments. Finally, users can
invoke the selected service using the html form generated automatically from
WSDL document for each service operations. Our system gives also two others
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important informations such as similar services and the related topics to the
selected service. Indeed, we use the extracted topics from services descriptions
to calculate the similarity between the selected service and others web services in
our repository. For this, we compute the similarity score, using some probability
metrics such as Cosine Similarity and Symmetric KL Divergence [4], between
the vectors containing the service’s distribution over topics. Finally, similar ser-
vices are ranked in order of their similarity score to the selected service. Thus,
we obtain automatically an efficient ranking of the services retrieved.

Fig. 1. (a) Search results page. (b) Web service details page.
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Abstract. In this demo paper, we present SUPER standing for Social-
based bU siness Process managEment fRamework that leverages social
computing principles for the design and development of social business
processes (aka business processes 2.0). SUPER identifies task, person,
and machine as the core components of a business process. Afterwards,
SUPER establishes a set of execution and social relations to illustrate
how tasks (also persons and machines) are connected together. The social
relations help build configuration network of tasks, social network of per-
sons, and support network of machines that capture the ongoing inter-
actions during business process execution.

1 Motivation

Narrowing down the social-software view to social networks, only as per Gartner
study, does not shed the light on other potential software systems like business
process management systems that include multiple intrinsic social-elements [1].
Due to the variety of interactions that take place during the completion of busi-
ness processes, different social relations can be modeled between these processes’
three components that are task, machine, and person [2,3]. In principle, a task
is a work unit that a person and/or machine complete. Tasks are put together
to form processes, persons collaborate together on complex tasks, and machines
replace each other in the case of failure, offer a glimpse of the social relations
that business process management systems exhibit and hence, can be captured.
Therefore, combining tasks together and machines together presents a lot of
similarities with how people behave daily.
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F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 413–417, 2015.
DOI: 10.1007/978-3-319-22885-3 38



414 Z. Maamar et al.

The development of SUPER exposes these social relations and promotes the
social dimension of business processes. In particular, SUPER supports (i) identi-
fying necessary execution and social relations between tasks (t), between execu-
tors (i.e., persons (p) and machines (m)), and between tasks and executors; and
(ii) developing categories of networks upon these relations with respect to the
intrinsic characteristics of each component.

2 Scenario

Figure 1 illustrates an example of business process in a medical facility. It
includes multiple tasks such as t1: scan documentation, t2: update records, and
ti: prepare bill. Tasks connect to each other through input and output depen-
dencies, e.g., patient’s data from t1 are sent to t2 so that patient records are
updated. However these dependencies are primarily meant for data exchange
and thus, do not help much in enriching a business process with any social
element nor in shedding the light on the potential relations between this
process’s components. Figure 1 also shows the execution nature of tasks. Some
tasks are completely manual (pj : cashier executing ti) while others are either
completely automated (m2: ImageNow executing t2) or semi-automated/semi-
manual (p1/m1: operator/scanner taking turns in executing t1).

Business Process

t: Task; p: Person; m: Machine

Legend

Patient

t2: update
records

m2: ImageNow

t1: scan
documentation

m1: scanner

p1: operator

t3: set-up
appointment

p1: operator

m3: App. IS

ti: prepare
bill

pj: cashier

Fig. 1. Business process’s components

In preparation for exposing the social dimension of business processes, we
associate a task with requirements (e.g., t2: update records must be done within
one hour of scan receipt), a person with capacities (e.g., p1: operate scanner),
and a machine with capacities as well (e.g., m1: produce high-resolution scan).
Requirements impose restrictions on those who execute tasks in terms of execu-
tion nature (e.g., manual), necessary expertise level for persons, reliability level
for machines, simultaneous involvement of persons and machines, etc. Table 1
summarizes the set of social relations, that are considered by SUPER between
tasks, between machines, and between persons along with their respective pre-
conditions, conditions, and post-conditions [2].
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Table 1. Summary of social relations

Relation type Pre-conditions Conditions Post-conditions

ti,tj Coupling ti and ti
participated
in joint BP

review of BP
design or
concern over
coupling level

BP design
completion or
coupling level
satisfaction

Interchange ti and tj
producing
similar output
in receipt of
similar input

ti lacking of
executor who
satisfies its
requirements

executor found for tj

mi,mj Backup mi and mj

having similar
capacities

mi unexpected
failure or
concern over
mi reliability

backup/replacement
machine found for
mi

Cooperation mi and mj

having similar
capacities

concern over
machine
collective
performance

collective
performance level
satisfaction

Partnership mi and mj

having com-
plementary
capacities

concern over
machine
collective
performance

collective
performance level
satisfaction

pi,pj Substitution pi and pj having
similar
capacities

pi expected
unavailability
(e.g., annual
leave and sick
leave) or
concern over
pi availability

substitute found for
pi

Delegation pi and pj having
similar
capacities

pi unexpected
unavailability
(e.g., call-in-
sick, urgent
tasks to
complete, and
risk of
overload)

delegate found for pi

Peering pi and pj having
similar or
complemen-
tary
capacities

concern over
peering appro-
priateness

peer found for either
pi or pj
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3 Architecture and Implementation

Figure 2 illustrates the architecture of SUPER which is built upon multiple com-
ponents as follows. For the design phase, the BP modeling component is an exten-

BP
modeling tool

BP model

BP execution
engine

Execution
log

BP execution
social analysis

tool

BP model
reengineering

Exception
handler

Networks

e
mit

ngise
D

e
mit

nu
R

e
mit

sisongsi
D

User

Designer

Analyst

Fig. 2. SUPER architecture

Fig. 3. Screenshot of Yaoqiang BPMN editor
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sion of the Yaoqiang BPMN editor1 with new operations that help for instance,
assign executors (persons and/or machines) to tasks. Figure 3 shows a screenshot
of our Yaoqiang BPMN editor extension in which a part of the business process
in Fig. 1 is modeled. At run time, business process execution traces accumulated
during the execution of process instances are stored in a log file. These traces
contain information about events referring to the execution of tasks in terms of
execution time (timestamp) and executors. SUPER adopts the representation
of the traces using XES (eXtensible Event Stream) format2 which represents
the de facto standard for process execution log expression. At diagnosis time, a
BP execution social analysis component is implemented to discover and build
the networks of social relations between the business process components (task,
machine, person) based on process execution logs as well as the BP model. This
component is developed as a plugin of the popular process mining framework,
ProM3, and represents the discovered networks using a well-known XML-based
format for representing graphs, GraphML4. Our demonstration5 will show differ-
ent examples of networks related to Fig. 1 that are generated using the social
analysis component.
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Science and Technology (KACST) project #11-INF1991-03. This work was also carried
out as part of the QualIHM project supported by the Rgion Wallonne and its Collective
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1 Introduction

The execution of Web service compositions is subject to reliability concerns as
component services execute in potentially long-running, distributed, and hetero-
geneous mediums that cannot guarantee reliable communication. Transactional
behavior is used to contain, handle, and undo the effects of potential faults, but
deriving and ensuring requirements for this behavior from application-specific
logic remains a big issue [3]. Transactional requirements can be applied at the
component or composition level, but the state-of-the-art methods for specify-
ing and verifying them at design-time is prone to user error and scalability
issues [2,3].

This paper presents TL-VIEWS (Temporal Logic VerIfication of transac-
tional bEhavior of Web Service compositions). The contributions of TL-VIEWS
are (i) an expressive Web service composition modeling approach based on the
separation of functional and transactional perspectives, (ii) design-time veri-
fication against pre-defined rules for well-formed transactional behavior, and
(iii) verification against application-specific transactional requirements, which
are specified in an easy-to-use manner. In the following sections, we overview
the technical design and main features of TL-VIEWS, and sketch the proposed
demonstration. A TL-VIEWS video demonstration can be found at https://
vimeo.com/100029510.

2 TL-VIEWS Transactional Behavior Verification

TL-VIEWS adapts the statechart-based modeling method proposed in our pre-
vious work [2] to separate Web service behaviors. The control behavior is an
application-independent model that maintains the transactional state of the
composition, while the operational behavior contains the application-dependent
flow of business tasks. Execution and recovery operations are directed by the
control behavior, according to events reported from the operational behavior.
This modeling approach provides a detailed view of both the functional and
transactional behavior of the composition, and allows each perspective to be

c© Springer International Publishing Switzerland 2015
F. Toumani et al. (Eds.): ICSOC 2014, LNCS 8954, pp. 418–422, 2015.
DOI: 10.1007/978-3-319-22885-3 39
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Fig. 1. Specifying a web service composition as control and operational behaviors

designed and modified independently by relevant domain experts. Figure 1 shows
an example of this modeling approach using the TL-VIEWS user interface.

The two behavior models communicate using a set of inter-behavior mes-
sages. These allow the control behavior to direct execution, and the operational
behavior to report events and status. Moreover, they permit the definition of
conversation rules that describe well-formed transactional behavior. Our sup-
porting work [1] contains a complete list of inter-behavior message types and
conversation rules.

TL-VIEWS employs model checking techniques to verify that Web service
compositions with transactional behavior satisfy application-independent and
application-dependent correctness properties. The conversation rules ensure cor-
rectness properties in inter-behavior conversations, namely, avoiding deadlock,
incomplete execution, and inconsistency between the behavior models. Further-
more, TL-VIEWS enables the user to define application-dependent transactional
requirements for verification [2]. We propose a set of transactional requirement
templates, that enable users to formalize common transactional requirements
in temporal logic without expert knowledge in the language. Model checking is
then used to ensure the design satisfies the transactional requirements of the
user [1,2].

The main features and contributions of TL-VIEWS include:

– A graphical user interface enabling Web service compositions to be modeled
as control and operational behavior statecharts, as shown in Fig. 1.

– Automatic formalization of business transactional requirements in temporal
logic without requiring expertise in the language.

– Design-time formal verification against (i) pre-defined well-formed transac-
tional behavior, and (ii) user-defined transactional requirements.
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– State-space reduction to avoid state explosion during model checking, making
the tool more feasible to large and complex designs.

3 Architecture Overview

The TL-VIEWS architecture, shown in Fig. 2, leverages and utilizes ArgoUML1

and NuSMV2, for the graphical modeling user interface and model checking
functionality respectively. The key modules are discussed below.

Fig. 2. Architecture of TL-VIEWS

The Graphical User Interface adapts ArgoUML to enable composition mod-
eling as interacting control and operational behaviors (Fig. 1), and to define
transactional requirements. The Behavior Interpreter transforms the control and
operational behaviors into an intermediate model for the Conversation Rule Con-
troller and the Temporal Logic Template Controller.

The Conversation Rule Controller formalizes the conversation rules into LTL
and CTL and reduces the state space of the control and operational behaviors,
thus improving the time complexity of the verification process, in particular for
large models. The models are reduced to a Kripke structure, which is a finite-
state system K = 〈Sk, I, Tk,L〉, where Sk is a finite set of states, I ⊆ Sk is the
set of initial states, Tk ⊆ Sk ×Sk is the transition function, and L is the labelling
function that assigns atomic propositions to each state, representing the inter-
behavior message being used. Our algorithm based on the depth-first traversal of
the design constructs this Kripke structure as inter-behavior messages are sent,
capturing the inter-behavior conversations and reducing state space.

1 http://argouml.tigris.org/.
2 http://nusmv.fbk.eu/.
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The Temporal Logic Template Controller: maps the user’s transactional
requirements to temporal logic and generates a Kripke structure that reduces the
design model. The transactional requirements provided by the user may involve
states from both the control and operational behaviors and inter-behavior mes-
sages. Therefore, the atomic propositions in this Kripke structure include the
control and operational behavior states and inter-behavior messages used in
transactional requirement definition. As in the Conversation Rules Controller,
a Kripke structure is constructed by a depth-first traversal of the control and
operational behaviors, adding Kripke states and transitions to the structure as
necessary atomic propositions are encountered. Lastly, the defined requirements
are mapped to LTL and CTL according to template specifications [2].

NuSMV is for Model Checking used due to its support of LTL and CTL. The
Kripke structures and temporal logic properties are transformed into NuSMV’s
input language, then the model checker is invoked and the results presented. Our
Kripke reduction provides a performance benefit during model checking, includ-
ing the overhead of the algorithm. For example, on an Intel Core i7 3.40 GHz
4 GB RAM system running Windows 7, conversation rule verification time with
100 operational behavior states was reduced from 0.052 to 0.028 s.

4 TL-VIEWS in Action: Scenario

To demonstrate the TL-VIEWS tool, we model and verify an example online
payment composition, constructed using the PayLane Web service API3. The
composition enables a customer to pay using credit card or direct deposit, either
by entering payment details or by reusing previous sales data.

Firstly, the designer models the composition as interacting control and opera-
tional behaviors, as shown in Fig. 1. The operational behavior model contains the
necessary business operations in the process, such as entering payment details,
processing card payments, and handling refund requests. Inter-behavior mes-
sages are used to specify transactional behavior.

The control and operational model is then automatically verified according
to application-independent conversation rules. These rules ensure that the inter-
behavior conversations start correctly, avoid deadlocking scenarios, and termi-
nate in a valid way. In the event that the design violates a rule, a contradicting
sequence of states is presented to the user, and can be used to revise the design.

The user can specify application-dependent transactional requirements of the
design, by selecting from our provided template set and assigning variables. The
design can be automatically verified against the set of transactional requirements
specified by the user. This is enabled by mapping the variables entered into con-
crete properties of temporal logic, and applying model checking. Contradicting
stack traces of any violated requirements are presented to the user, in order to
provide useful information for design revision.

3 http://devzone.paylane.com.

http://devzone.paylane.com
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5 Conclusion

TL-VIEWS can identify and resolve of conformance issues to transactional
requirements of Web service compositions at design-time, preventing costly re-
development operations, and improving the reliability of the implementation.
Web service compositions are modeled using a graphical interface as interact-
ing control and operational behavior statechart models, which are automatically
verified against general correctness criteria in the form of conversation rules. A
set of temporal logic templates are provided to formalize transactional require-
ments drawn from business logic in a simple and error-proof way. State space
reductions allows TL-VIEWS to verify large and complex designs.
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Abstract. In this demonstration paper, we present the first working
version of SmartPM, a Process Management System that is able to
automatically adapt dynamic processes at run-time when unanticipated
exceptions occur, thus requiring no specification of recovery policies at
design-time.

Keywords: Process management system · Adaptation · Dynamic
scenario

Introduction. Nowadays, the maturity of process management methodologies
has led to the application of process-oriented approaches in new challenging
domains beyond business computing [2], such as healthcare, emergency manage-
ment, and domotics. In those dynamic settings, process enactment is influenced
by user decision making and coupled with contextual data and knowledge pro-
duction. During process enactment, variations from structured reference models
are common due to exceptional circumstances arising (e.g., autonomous user
decisions, exogenous events, or contextual changes), thus requiring the ability
to properly adapt the process behavior. According to [6], process adaptation
can be seen as the ability of a process to react to exceptional circumstances
(that may or may not be foreseen) and to modify its structure accordingly. In
dynamic scenarios, traditional manual implementation of exception handlers at
design time is not feasible for the process designer, who has to anticipate all
potential problems and ways to overcome them in advance [5]. Furthermore,
many unanticipated exceptional circumstances may arise during process execu-
tion, and their handling requires a manual intervention of a domain expert at
run-time. However, the complexity of the operational context may transform the
manual definition of a recovery procedure at run-time in a time-consuming and
error-prone task. To tackle the above issues, we present the first working version
of SmartPM, a Process Management System (PMS) that is able to automatically
adapt dynamic processes at run-time when unanticipated exceptions occur, thus
requiring no specification of recovery policies at design-time.

c© Springer International Publishing Switzerland 2015
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Fig. 1. A train derailment situation; area and context of the intervention.

Demonstration Scenario. We consider the emergency management situation
described in Fig. 1(a), in which a train derailment is depicted in a grid-type
map. A possible concrete realization of an incident response plan for our sce-
nario is shown in Fig. 1(c), through a BPMN process composed of three parallel
branches, with tasks instructing first responders to act for evacuating people
from train coaches, taking pictures of the locomotive, and assessing the gravity
of the accident. To execute the process, a response team is sent to the derail-
ment scene. The team is composed of four first responders, called actors, and
two robots, initially all located at location cell loc00. It is assumed that actors
are equipped with mobile devices for picking up and executing tasks, and that
each provide specific capabilities. For example, act1 is able to extinguish fire and
take pictures, while act2 and act3 can evacuate people from train coaches. The
two robots, in turn, are designed to remove debris from specific locations. When
the battery of a robot is discharged, act4 can charge it. In order to carry on the
response plan, all actors and robots ought to be continually inter-connected. The
connection between mobile devices is supported by a fixed antenna located at
loc00, whose range is limited to the dotted squares in Fig. 1(a). Such a coverage
can be extended by robots rb1 and rb2, which have their own independent (from
antenna) connectivity to the network and can act as wireless routers to provide
network connection in all adjacent locations.Due to the high dynamism of the
environment, there is a wide range of exceptions that can ensue. So, suppose for
instance that actor act1 is sent to the locomotive’s location, by assigning to it
the task go(loc00, loc33) in the first parallel branch. Unfortunately, however, the
actor happens to reach location loc03 instead. The actor is now located at a dif-
ferent position than the desired one and is out of the network connectivity range
(cf. Fig. 1(a)). Therefore, the PMS initially has to find a recovery procedure to
bring back full connectivity, and then find a way to re-align the process. To that
end, provided robots have enough battery charge, the PMS may first instruct
the first robot to move to cell loc03 in order to re-establish network connection
to actor act1, and then instruct the second robot to reach location loc23 in order
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Fig. 2. A screenshot of the SmartPM definition tool (a) and the task handler (b).

to extend the network range to cover the locomotive’s location loc33. Finally,
task go(loc03, loc33) is reassigned to actor act1 (cf. Fig. 1(b)). The correspond-
ing updated process is shown in Fig. 1(d), with the encircled section being the
recovery procedure. We note that the execution of a dynamic process can be also
jeopardized by the occurrence of exogenous events (e.g., a fire burnt up into a
coach) that could change, in asynchronously manner, some contextual properties
of the scenario, by possibly requiring the process to be adapted accordingly.

The SmartPM Approach and System. The SmartPM approach builds on
the dualism between an expected reality, the (idealized) model of reality that is
used by the PMS to reason, and a physical reality, the real world with the actual
values of conditions and outcomes. Process execution steps and exogenous events
have an impact on the physical reality and any deviation from the expected
reality results in a mismatch to be removed to allow process progression. At this
point, an external state-of-the-art planner is invoked to synthesise a recovery
procedure that adapts the faulty process instance. The implementation of the
SmartPM approach relies on three architectural layers that cover the modeling,
execution and monitoring stages of the process life-cycle.

The Presentation Layer provides a GUI-based tool called SmartPM Definition

Tool1 (cf. Fig. 2(a)), which assists the process designer in the definition of the
process model at design-time. Process knowledge is represented as a domain
theory that includes all the contextual information of the domain of concern,
such as the people/services that may be involved in performing the process,
the tasks, the data and so forth. Data are represented through some atomic
terms that range over a set of data objects, which depict entities of interest (e.g.,
locations, capabilities, services, etc.), while atomic terms can be used to express
properties of domain objects (and relations over objects). For example, the term
At[act : Actor] = (loc : Location type) is used for recording the position of each
actor in the area. In addition, the designer can define complex terms. They are
declared as basic atomic terms, with the additional specification of a well-formed
first-order formula that determines the truth value for the complex term. For
example, the complex term Connected[act : Actor] can be defined to express that

1 It was developed with the JGraphX graphical library (http://www.jgraph.com/).

http://www.jgraph.com/
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an actor is connected to the network if s/he is in a covered location or if s/he is
in a location adjacent to a location where a robot is located. Tasks are collected
in a specific repository and are described in terms of preconditions - defined over
atomic and complex terms - and effects, which establish their outcomes. Finally,
a process designer can specify which exogenous events may be catched at run-
time and which atomic terms will be modified after their occurrence. Once a
valid domain theory is ready, the process designer uses the BPMN graphical
editor provided by the SmartPM Definition Tool to define the process control flow
among a set of tasks selected from the tasks repository.

The Execution Layer is in charge of managing and coordinating the execution
of dynamic processes. First of all, the domain theory specification is translated
into situation calculus and IndiGolog [1] readable formats.2 The situation calcu-
lus is a logical language designed for representing and reasoning about dynamic
domains. On top of that, we use the IndiGolog high-level agent programming
language for the specification of the process control flow. Hence, an executable
model is obtained in the form of an IndiGolog program to be executed through
an IndiGolog engine. To this end, we customized an existing IndiGolog engine3 to
(i) manage the process routing and decide which tasks are enabled for execu-
tion; (ii) collect exogenous events from the external environment; (iii) monitor
contextual data to identify changes or events which may affect process execu-
tion. Specifically, after each task completion (or exogenous event occurrence), the
physical and expected realities are updated to reflect the actual and intended
outcome of task performance (or the contextual changes produced by an exoge-
nous event). If the two realities are misaligned, the running process instance
needs to be adapted. Process participants interact with the engine through a
Task Handler, an interactive GUI-based application that supports the visual-
ization of assigned tasks and allows to notify task completion by selecting an
appropriate outcome (cf. Fig. 2(b)).

To enable the automated synthesis of a recovery procedure, the Adaptation
Layer of SmartPM relies on the capabilities provided by a PDDL-based plan-
ner component (the LPG-td planner [3]), which assumes the availability of a
planning problem, i.e., an initial state and a goal to be achieved, and of a plan-
ning domain definition that includes the actions to be composed to achieve the
goal, the domain predicates and data types. Specifically, if process adaptation
is required, (i) we translate the domain theory defined at design-time into a
planning domain, (ii) the physical reality into the initial state of the planning
problem and (ii) the expected reality into the goal state of the planning problem.
The planning domain and problem are the input for the planner component. If
the planner is able to synthesize a recovery procedure, the plan is converted
into an executable IndiGolog process so that it can be enacted by the IndiGolog

engine. Otherwise, if no plan exists for the current planning problem, the control
passes back to the process designer, who can try to manually adapt the process
instance. More information about SmartPM can be found at: http://www.dis.
uniroma1.it/∼smartpm.

2 The formal model underlying the SmartPM system is described in [4].
3 http://sourceforge.net/projects/indigolog/.
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