
Chapter 11

Nuclear Reaction Analysis

Hans-Werner Becker and Detlef Rogalla

Abstract Nuclear reaction analysis (NRA) is a method utilizing an ion beam from

an accelerator to determine the hydrogen content in materials. The hydrogen con-

centration can be quantified absolute and the method can provide depth profiles in the

range up to 2–3μm with a depth resolution in the range of a few nm. Concentrations

of 500 at. ppm are easily measurable and with special efforts sensitivities down to

1 ppm have been achieved. The chapter describes the basic principles of the mea-

surements and data analyses and discusses special cases and complications arising

with particular samples or when very low concentrations are to be measured.
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11.1 Introduction

The study of hydrogen in materials with a resonance in a nuclear reaction induced

by an ion beam from an accelerator is possible because the products of such a

reaction (usually α-particles and/or γ-rays) give a unique and quantitative signature
of hydrogen present in the sample. Although being a nuclear method, nowadays this

technique is so mature and straightforward that in order to be used by the material

scientist to analyze his samples and to understand and interpret the results, only

little knowledge of nuclear physics is necessary.
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Nuclear resonance reactions have been used for hydrogen detection in materials

already since the 1970s, for example by Leich and Tombrello for the investigation

of lunar samples [1]. In this work they used a19F beam and the resonance at a beam

energy of 16.6MeV. The method became more spread and common in material

analysis, when Lanford and coworkers established the resonance at the energy of

6.4MeV in the reaction induced by a15N beam [2]. This reaction is nowadays the

one mostly used due to the excellent properties of the resonance leading to

favorable sensitivity and depth resolution. Therefore in this chapter this reaction

is discussed mainly, the principle considerations apply however for other reactions

[3–5] as well.

In the case of the15N method the absolute hydrogen concentration in a sample

can be detected down to 500 at. ppm easily with standard techniques and for more

sophisticated experimental approaches concentrations down to the 1 at. ppm level

have been measured [6]. The hydrogen content is determined depth resolved with a

resolution of about 10 nm decreasing somewhat with depth. The maximal probing

depth is 2–3 μm. An excellent and very detailed review about the method has been

published recently [7].

11.2 The Principle of the Method

11.2.1 Interaction of Ions with Matter

For an understanding of the Nuclear Resonance Reaction Analysis it is necessary to

bear in mind the processes that occur when fast ions penetrate into matter. The by

far most probable process is the interaction of the ions with the electronic cloud of

the atoms mostly with electrons with the smallest binding energies (such as

conduction electrons). Each interaction leads to an energy loss of the ion, which

reduces the energy successively and brings the ion eventually to a stop within a

maximal range. Since the mass difference of ions and electrons is large the energy

loss in each collision is small such that this statistical process can be considered in

most cases as quasi-continuous. (The Coulomb interaction with the nuclei can be

neglected for the ions and energies relevant here.) The energy loss per atomic layer,

the stopping cross section ε, is dependent on the element in a sample (i.e. the

number of electrons or the atomic numbers Z) and it is given in units of eV/(atoms/

cm2). For compounds the stopping cross section is just the linear combination of the

components (Bragg’s rule), which is sufficient accurate in most cases, but in some

circumstances corrections for the chemical binding need to be applied [8].

Alternatively, the stopping of ions in matter is often described by the so-called

stopping power, which is defined as the energy loss per length unit and sometimes

there is confusion about these quantities in literature. Though both values describe

the same phenomenon, the difference is that the stopping cross section is dependent

on the density of the material, which can vary much from element to element and

moreover might not be well defined for thin layers or specific sample preparations.

There is a vast amount of measured data in literature about the stopping cross
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section or the stopping power of many ions in various elements and compounds for

a large range of ion energies. These data have been collected in data bases, the most

famous and mostly used being SRIM [9], a program which calculates the stopping

power of any ion in any sample on a semi-emperical approach taking into account

experimental data. Thus, for practical purposes of material analysis stopping cross

sections can be considered as something available in the toolbox of the analyst and

known with an accuracy of 5–10.

To get a feeling for the stopping cross section one can obtain for example for15N

ions with an energy of 7MeV in silicon or gold a penetration depth of 5.88 μm and

2.32 μm, a stopping power of 1.38 keV/nm and 3.91 keV/nm and a stopping cross

section of 277 eV/(1015 atoms/cm2) and 663 eV/(1015 atoms/cm2) respectively.

11.2.2 Basic Principle of Depth Profiling

Compared to the energy loss process described above, there is a low probability for

an ion beam to interact with hydrogen in a sample via the nuclear forces. This

nuclear reaction leads to the formation of the intermediate nucleus16O which in turn

decays to an α-particle and an excited12C which emits a γ-ray of 4.4MeV. This γ-ray
is a unique signature of hydrogen present in the sample and can be used for analysis.

The probability of the reaction as a function of the beam energy is plotted in

Fig. 11.1 as a nuclear cross section. This cross section has an isolated and narrow

resonance at the beam energy of 6.4MeV because the energy of the oxygen formed

at this beam energy corresponds to an excitation energy state of the oxygen nucleus.

This state has a certain lifetime and therefore an energy width associated with

it. Several authors [4, 12] have measured this width to be some 1.8 keV or smaller,

which is ideal for material analysis purposes and the reason for the high depth

resolution of the technique.

The data points in Fig. 11.1 show in the vicinity of the resonance only one point

at the maximum because the energy resolution in an accelerator experiment is not

good enough for a measurement of such a narrow resonance, which has a Breit-

Wigner (i.e. a Lorentzian) shape. Experimentally one observes reactions from the

integral over the resonance, from which the cross section at the maximum can be

calculated when the width of the resonance is known. The Breit-Wigner curve

given in Fig. 11.1 is therefore calculated [10] from measurements integrated over

the resonance and the known width. In addition to the resonance at 6.4MeV there is

a small off resonance cross section, which will become important in measurements

of very low hydrogen concentrations (see Sect. 11.3.4).

It should be noted that Fig. 11.1 has a logarithmic scale; the cross section at the

resonance is more than four orders of magnitude larger than off resonance. Sim-

plifying for a moment the essence of Fig. 11.1 one can say that the resonance occurs

at the resonance energy of 6.4MeV in an energy window of 1.8 keV only. This

opens up the possibility for depth profiling.

The principle of the procedure is sketched in Fig. 11.2. If a15N beam with the

energy of the resonance energy enters a sample, the reaction can occur at the
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Fig. 11.1 Non-resonant cross section of the1H(15N,α γ)12C reaction [10, 11]. The solid line gives
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Fig. 11.2 Schematic sketch of depth profiling (see text). The γ-spectrum has been accumulated

for a beam charge of 0.3 μC. ROI (region of interest) are the integrated counts over the hydrogen

signal (green peak). For more details see Sect. 11.3.3
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surface. After penetrating a few nm into the sample (depending on the stopping

power), the beam has lost more energy than the resonance window and therefore

hydrogen cannot be detected. If the beam energy is now increased above the

resonance energy, the reaction cannot occur at the surface but after a certain pene-

tration depth, when the ions have lost just enough energy to get into the resonance

window. Thus by increasing the beam energy the resonance is visually speaking

“shifted” through the sample and probes layers at different depth. The thickness of

this layer i.e. the depth resolution is limited by the resonance width and can be

estimated from the stopping power (see examples above) to be some 2 nm. However,

in reality the depth resolution is poorer, which will be discussed below (Sect. 11.2.5).

The detector in this procedure is for counting the emitted γ-rays only, its

resolution is necessary to identify and discriminate the reaction γ-rays against

background, but, other than in ERDA (see Chap. 10) or Rutherford-Backscattering-

Spectrometry measurements, has no influence on the depth resolution. In most

experimental setups today NaI(Tl) detectors or Bithmut Germanate (BGO) detec-

tors are employed because of their high detection efficiency. For a detailed expla-

nation of the spectrum in Fig. 11.2 see Sect. 11.2.5.

The yield Y, i.e. the intensity in the 4.4MeV γ-line normalized to the number of

incident beam particles, is a direct measure for the hydrogen concentration in a

sample at a certain depth. The number of beam particles in one measurement is

preferably determined by electrical integration of the beam current; the number of

particles is then obtained by dividing the accumulated charge by the charge state of

the ion beam and the elementary charge. In literature yields are often displayed in

units of counts/μC; in comparing different data in this unit one has to consider,

which charge state of the ions was used for an experiment. In the following yields

are always given in counts per particle μC, where “particle” indicates that the

charge is always normalized to the charge state of the ions.

Since the energy of the beam ions is much larger than chemical binding energies

the detection process is independent from chemical binding. In this sense the

method is “just counting nuclei”. This is sometimes advantageous, but on the

other hand NRA is not able to give information about the chemical binding.

11.2.3 Determining a Hydrogen Concentration

The total γ-ray yield YT from a narrow hydrogen detecting resonance which is

defined as the emitted γ-rays per ion beam particles is first of all dependent on the

hydrogen concentration of the sample material as well as on the probability of the

reaction. YT at a certain depth can be written then as:

YT ¼ RH � S � 1
ε

ð11:1Þ
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RH is the ratio of hydrogen atoms to total atoms of the sample material and

corresponds to the hydrogen concentration cH as defined throughout this book via

the relation:

RH ¼ cH
cH þ 1

ð11:2Þ

S is a constant representing the probability of the reaction which is here the

integral over the resonance cross-section characterized by its height and width

sometimes called the strength of the resonance. The third term 1∕ε of Eq. (11.1)

accounts for the effect of the stopping cross section ε of the sample material. The

depth window in which the resonant reaction takes place depends on the energy loss

of the ion beam. For a small ε this depth range is larger compared to a case with high

stopping cross section and thus containing a larger amount of hydrogen. In other

words, the stopping cross section determines the number of hydrogen atoms which

are passed by the ions at energies in the small region of the resonance during their

deceleration in the sample material.

According to Eq. (11.1) the hydrogen concentration of a sample in a certain

depth can be calculated as a function of a measured yield Y and the stopping cross

section ε of the sample material. Since γ-detectors in principle detect only a fraction
of γ-rays with detection efficiency η the measured yield Y is given by Y¼ YT � η. A
factor K ¼ 1=ðS � ηÞ can be defined including the strength of the resonance and the

detector efficiency. K is a constant for an experimental set up and independent from

the sample. Now RH can be expressed as

RH ¼ Y � K � ε ð11:3Þ

In case of an unknown sample, the determination of the stopping cross section ε
requires the knowledge of the hydrogen concentration, which is not known a priori.

For small H concentrations the influence of the hydrogen to ε can be neglected, but

for higher concentration it becomes significant. One option for calculating RH is to

initially assume a concentration for calculating ε and iteratively recalculate Eq.

(11.3) until a consistent result is achieved. Alternatively, a formalism described by

Rudolph et al. [13] can be applied. This approach is based on the separation of the

total stopping cross section ε of the sample material into the contribution of the

hydrogen and the contribution of all other atoms denoted asmatrix atoms. It is simply

done by adding the stopping cross section of pure hydrogen εH and the stopping cross
sections of a hydrogen-free matrix εM weighted with the individual abundances.

ε ¼ RH � εH þ ð1� RHÞεM ð11:4Þ

Combining Eqs. (11.3) and (11.4) one derives to an expression for RH which

does not need an a priori knowledge of the hydrogen concentration.
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RH ¼ K � Y � εM � 1

1þ K � Y � ðεM � εHÞ ð11:5Þ

In order to calculate H concentrations from Eq. (11.5) the stopping cross section

εM of the sample matrix at the probing depth can be obtained for example using

SRIM (Chap. 11.2.1). It should be noted that for many compounds the stopping

cross section is not very sensitive to details of the stoichiometry and the influence of

uncertainties to the determination RH is often small.

Though the constant K can be calculated from the resonance parameters and the

detector efficiency it is in practice much easier and more reliable to obtain it from a

measurement of a standard material with the known parameters RH, s and εs. Using
Eq. (11.3) K is then

K ¼ RH, s

Ys � εs ð11:6Þ

This determination of K includes the calibration of the individual setup and it is

good practice to check it from time to time. It should be emphasized however that

nuclear reaction analysis is a method that needs a calibration only once because this

calibration is valid for all types of samples and no standard is needed for an

individual sample. This is a striking advantage of NRA compared to other analyt-

ical techniques such as for example Secondary Ion Mass Spectrometry (SIMS),

where chemical and structural similar samples with known concentrations are

needed for each sample type.

A numerical example for the calculation of a hydrogen concentration in a sample

is given below in Sect. 11.2.7.

11.2.4 Depth Information

The depth information in a profile originates from the energy difference between

the energy of the incident beam and the resonance energy. Since long the resonance

is denoted as “the resonance at 6385 keV” though later measurements indicate a

slightly higher value. A very precise measurement of the inverse reaction (i.e. the

reaction of a proton beam with an 15N sample) result in a value for an 15N beam of

(6393. 6 � 1. 3) keV [14], another work reports the value of (6399. 1 � 2. 9) keV

[4]. In order to be independent from the absolute value of the resonance energy as

well as from the absolute energy calibration of the accelerator one uses in practice a

surface energy found in a measurement from a sample known to have surface

hydrogen. The difference between surface energy and the energy at depth can

then be converted by the stopping cross section into an areal atomic density

(in units of atoms/cm2) or an areal mass density. It is important to note that nuclear

reaction analysis does not give the depth in length units (nm). To calculate this, the

density of the sample has to be known which is not necessarily the density of bulk

11 Nuclear Reaction Analysis 321



material, in particular for thin layers or layered structures. Therefore, care has to be

taken when thickness measurements of NRA are compared to analytical methods

measuring the thickness of a sample layer directly in nm such as profilometric

methods. In fact combining such results offers the option to determine densities.

Nevertheless the description of layers in length units is often preferred in spite of

uncertainties in the density since this is more vivid and ostensive.

For layered structures with significant different stopping cross sections the depth

information over the entire system has to be calculated stepwise from the surface

into the depth.

11.2.5 Depth Resolution

The depth resolution is ultimately limited by the width of the resonance used for

depth profiling but for the narrow resonance at 6.4MeV in the 15N þ H reaction

other factors determining the depth resolution are dominant. One major contribu-

tion is the beam energy resolution Δ EB, which is caused mainly by the high voltage

ripple of the accelerator and the charge state of the ion beam used. It is determined

eventually by the energy defining elements of the accelerator such as slits at the

analyzing magnet. Detailed studies can be found in [15, 16]. At a tandem acceler-

ator the beam resolution is usually between 5 and 10 keV for a 6.4MeV nitrogen

beam but for many accelerators it is not known exactly. It is not worthwhile to

investigate and improve the beam resolution much further unless sophisticated

cryogenic techniques for the sample are employed because another factor deter-

mining the depth resolution is the Doppler broadening [15, 17] which is due to

thermal motion of the sample atoms. Though thermal energies are much smaller

than the energy of the ion, the effective energy for the hydrogen atom is given by

Eef f ¼ 1

2
MðvN þ vHÞ2 ð11:7Þ

whereM is the mass of the projectile (here 15N) andvN andvH the velocity vectors of

the beam and the hydrogen atom respectively. Though vH is negligible compared to

vN the mixed term of this quadratic addition is not and—since vH is randomly

distributed in space—gives rise to a distribution which is well approximated by a

Gaussian with a FWHM of

ΔED ¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln2ME kBT

m

r
ð11:8Þ

Here E is the energy of the beam, kB the Boltzmann constant, T the temperature

and m the mass of the sample atom (here hydrogen). This formula is in principle

correct for free hydrogen atoms (or noble gases) only, in cases of molecules and/or

lattices corrections have to be applied, which can be complicated [18, 19] and give
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rise to significant larger values than obtained by Eq. (11.8). In fact several groups

[20, 21] used the Doppler broadening to study the hydrogen bonding in gases or at

solid surfaces. The width of the Doppler broadening depends on the sample

material and is around 10 keV.

Like the Doppler broadening the beam resolution can be approximated by

a Gaussian as well. Both influences add quadratically to the experimental resolution

ΔEexp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔE2

D þ ΔE2
B

q
ð11:9Þ

To get the total resolution this Gaussian needs to be convoluted with the

resonance shape, which is a Breit-Wigner curve (i.e. a Lorentzian) resulting in a

Voigt profile. This distribution is centered around the resonance energy, its width

cannot be calculated analytically and is between a linear and quadratic summation

of the Gaussian and Lorentzian components. Details can be found in [15].

For the case of an 15N beam and the resonance at 6.4MeV the total resolution is

dominated by the experimental resolution since the resonance is so narrow. From

the discussion above one can estimate an achievable energy resolution between

10 and 20 keV. Such values are found in practice in many laboratories and corre-

spond to a depth resolution e.g., in silicon between 7 and 14 nm and in tungsten

between 2.5 and 5 nm. This information is sufficient for many applications where

structures with much larger thicknesses are investigated.

In cases where the exact resolution needs to be known, e.g. when layer thick-

nesses are in the range of the resolution one has to study experimentally the

so-called instrument function. This is essentially the shape of the yield curve for

a monatomic or very thin hydrogen layer. For this, a sample with low hydrogen

concentration in the bulk but a defined surface layer is needed. There are several

materials possible such as silicon wafers, W samples or even standard Al household

foil [6], which is known to have very low hydrogen content. The main experimental

challenge is here to maintain a defined surface layer during the measurement, which

requires a very good vacuum in the UHV regime to avoid hydrogen build up by

adsorption from the vacuum or beam induced deposition of Carbon on the surface.

The experimental details will be discussed in Sect. 11.3.5.

Figure 11.3 shows a yield curve of a thin hydrogen layer on a silicon wafer

measured with the set up employed at present at the tandem accelerator of the

University of Bochum. The data points have been fitted with a Gaussian distribution

only since the influence of the resonance width is negligible. The fit leads to a full

width at half max of (13. 9 � 0. 3) keV. If the layer is thinner than the width of the

instrument function the hydrogen concentration and depth cannot be calculated

anymore, as discussed above. Here the yield curve has to be analyzed differently,

details of which are beyond the scope of this book and can be found in [22]. With

this somewhat more complicated analysis one can determine the areal density of a

thin hydrogen layer, which is for the data in Fig. 11.3 1.9 � 1015 atoms/cm2 and

therefore in the monolayer range only.
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11.2.6 Straggling

The depth resolution discussed so far is valid in near surface regions only. In larger

depth the energetic beam width deteriorates due to the statistical nature of the

energy loss process. This effect is called the energy straggling Δ ES and needs to be

taken into account for larger energy losses e.g. when interfaces in larger depth are

studied. It can be estimated qualitatively by Bohr’s formula [23], which is a good

approximation for a15N beam at the energies of relevance here.

ΔES ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi
2 � ln2

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π e2 Z2

1 Z2 N
q

ð11:10Þ

with e being the elementary charge, Z1 and Z2 the atomic number of the projectile

and the sample atoms, respectively and N the thickness of the layer the beam has

penetrated. It is noteworthy that this approximation is independent of the energy of

the projectile. In numerical values one gets ES ¼ 1:2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2
1 Z2 N

q
in keV, when the

layer thickness is given in 1018 atoms/cm2. So, for a 100 nm thick Si layer which is

0.5 � 1018 atoms/cm2 one gets Δ ES¼ 22. 2 keV (i.e. 16 nm), a 1 μm layer would

result in a straggling of 70 keV (i.e. 50 nm). These values have to be added

quadratically to the energy resolution discussed above. For compounds the strag-

gling of each component has to be added quadratically [5]

A summary of more refined theoretical descriptions of the straggling can be

found e.g. in [5]. A very practical way (e.g. for layers containing compounds or

layered structures) to calculate the straggling is to use the SRIM program, which is

not only a source for tabulated stopping power values but can also do a sophisti-

cated Monte Carlo simulation of the energy loss process. After entering thickness,
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stoichiometry and density of one or more layers penetrated by the beam the

program has the option to calculate the energies of the transmitted ions. If these

values are binned appropriately one gets a distribution such as displayed in

Fig. 11.4. The initial energy has been chosen such that the distribution of the

transmitted ions is centered around the resonance energy of 6.4MeV after passing

100 nm of silicon. The width of this distribution is 23.6 keV, which is in good

agreement with the value of 22.2 keV from Bohrs approximation.

Finally it should be mentioned that a broadening of a slope of a hydrogen

concentration can be caused not only by straggling but also by cases when a layer

thickness is inhomogeneous within the area of the beamspot which will have a

similar effect on the hydrogen concentration profile.

11.2.7 A Simple and Straightforward Example

As an example for the measurement of a depth profile we discuss here a study

carried out in the course of a research program dealing with hydrogen storage

materials [24, 25]. This example is simple and straightforward in the sense that the

samples proved to be stable during the measurements (see discussion below) and

the hydrogen concentrations are high.

The depth profiling has been performed with a setup used at present at the Ruhr-

University of Bochum (Fig. 11.5) and described in more detail in [22]. It is designed

for the measurement of low hydrogen concentrations, which will be discussed in

Sect. 11.3.5. In brief, the beam enters the main chamber via a pipe with 2mm in
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of 6.54MeV after penetrating 100 nm of silicon
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diameter and a length of 10mm, which serves also to separate the UHV in the

chamber from the standard vacuum in the accelerator beam line (� 10�6mbar).

The beam is then defined by a collimator of 1mm or 3mm in diameter, 60 cm in

front of the sample position to avoid contributions from possible hydrogen con-

taminations in the collimator material. The sample is placed at the end of a pipe,

which can be entirely surrounded by a 30 cm � 30 cm NaI(TL) borehole detector,

which has a photopeak detection efficiency of 48% for the 4.4MeV γ-ray. The K
factor for this arrangement as defined in Sect. 11.2.3, Eq. (11.6) has been deter-

mined in various measurements from standard samples with known hydrogen

concentrations to be 7.10 � 107 μC/(eV cm2).

Sample layers of Yttrium were produced by magnetron sputtering onto a SiO2/Si

substrate. These samples were loaded with hydrogen inside the sputter chamber

with forming gas (95%Ar/5%H2) for 1 h. This was done either in-situ at room-

temperature directly after the deposition or after exposure to air and at a temper-

ature of 500∘ C. Depth profiles for the two types of samples are shown in Fig. 11.6.

In the upper part of Fig. 11.6 the raw data are plotted as the γ-yield per particle μC
and in the lower part the hydrogen concentration is calculated according to the

formalism given in Sect. 11.2.3. One can clearly see that the slopes between

Fig. 11.6a, b are different because the varying stopping power due to the changing

hydrogen concentration has been taken into account. The measurements have been

carried out with a beam intensity of 10–20 nA, the total time needed for one depth

profile was about 2 h.

NaI(TL)
Detection

Sample
Position

Sample Holder
Assembly

Sputter Gun

Beam Defining
Collimator

Turbomolecular
Pump

2 mm Collimator Pipe

Titanium
Sublimation
Pump

Fig. 11.5 Photograph of the setup at the Ruhr-University Bochum and (inset) details of the

sample holder assembly with a ZnO-crystal mounted (see text)
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In order to give a numeric example for the calculation of a hydrogen concen-

tration outlined in Sect. 11.2.3 we select the point measured at 7MeV for the sample

exposed to air. Here 11290 γ-rays have been measured with a particle beam charge

of 0.6 μC. The yield is therefore 1.88 � 104 counts/μC. The stopping cross sections of
yttrium and hydrogen at 6.4MeV are 566 � 10�15 and 60. 9 � 10�15 eV� cm2, respec-

tively. Note that even though the beam energy is 7MeV the stopping power at the

resonance energy is relevant because the γ-rays are produced in the depth, where the
ions have 6.4MeV.

With these numbers and the K-factor given above Eq. (11.3) leads to R¼ 76%,

while Eq. (11.5) yields R¼ 45%. This shows exemplarily the necessity to include

the hydrogen in the calculation of the stopping power, when measuring high

hydrogen concentrations.

For the sample loaded in-situ one gets an almost homogeneous hydrogen

concentration over the entire thickness of the layer while for the sample loaded

after exposure to air the hydrogen storage capacity is significantly reduced. In

a

b

Fig. 11.6 Yield (a) and hydrogen concentration R (b) of Y layers loaded in-situ after deposition

(open circles) and loaded after exposure to air (solid points)

11 Nuclear Reaction Analysis 327



addition one can identify a surface peak, which arises from a layer adsorbed from

the ambient air.

The energy difference of the 50% points of the rising and falling edge of the

depth profile for the in-situ loaded layer is here 1074 keV. Assuming an average

hydrogen concentration of 60% and therefore a stopping power of 263 eV/(1015

atoms/cm2) throughout the layer, the thickness is then 4.09 � 1018 atoms/cm2 of Y

and H atoms together. In this case it is very uncertain to convert this into length

units, because the density of the layer after loading is very uncertain. Additionally

the layer is partly oxidized (as found by RBS measurements), which would have to

be included in the stopping power calculation. Assuming the literature value for the

density of yttrium the thickness would be 1.35 μm but most probably it is signifi-

cantly smaller.

11.3 More Special Cases and Complications

While the example discussed above illustrates the simplicity of the measurement

and the analysis of the data one has to be aware that complications and difficulties

come along with certain samples, which require additional efforts for the experi-

mental set up and the analysis of the data. One crucial point in each measurement is

the stability of the samples under beam irradiation. Another important issue is the

detection of low hydrogen concentrations which requires a closer look at the γ-ray
detection, a discussion of background and the problems arising when measuring

low concentrations in a certain depth while high concentrations are present at other

depths or at the surface.

Measuring low hydrogen concentrations is important since hydrogen can

change the properties of materials significantly even at low concentrations. Many

efforts have been undertaken in the past to measure small traces of hydrogen. A

prominent example is the determination of hydrogen in minerals of the Earth’s
crust and mantle such as olivine. Here, concentrations in the range of a few at. ppm

have strong impacts on the mechanical properties such as viscosity and melting

point behavior of rocks containing these minerals, which are crucial for an under-

standing of geodynamics [26]. Moreover, the hydrogen content in the so-called

nominal anhydrous minerals (NAMs) may be an important contribution in the

water balance of the earth mantle and could exceed the water stored in the

oceans [27].

Although there are analytical techniques to measure low hydrogen concentra-

tions such as IR spectroscopy (FTIR), these techniques need to be calibrated for the

determination of absolute quantities. Remarkable work in the field of geoscience on

the calibration of hydrogen concentrations down to a level of 10 at. ppm has been

done in the past [28, 29]. A setup dedicated for the measurement of concentrations

in the at. ppm region with NRA is described in [6]. In the following the experi-

mental challenges and requirements to be fulfilled for such analyses are discussed in

more detail.
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11.3.1 Stability of Samples Under Irradiation

Sometimes the question arises about the change of the hydrogen concentration in a

sample by the detecting nuclear reaction, which converts the hydrogen with the

beam ion into a 12C atom and an alpha particle. It is easily understood, however,

that with atomic densities of materials in the order of 1022 atoms/cm3 a layer of

about 10 nm thickness as probed by the resonance has still 109 hydrogen atoms/cm2

at a hydrogen concentration of 1 at. ppm. If a beam has a diameter of 1mm2 there

are 107 hydrogen atoms available for the detection. Considering a detection effi-

ciency of some 50% the conversion of 103 hydrogen atoms by the nuclear reaction,

i.e. four orders of magnitude less, would lead to an excellent counting statistics in

the γ-peak, disregarding whether this can be accomplished in reasonable time for

such a low concentration. Therefore the “consumption” of hydrogen by the

detecting reaction is always negligible.

Nevertheless the stability of samples under irradiation is an important issue and

it is mandatory in each study to prove that samples are stable or that the deterio-

ration of the hydrogen concentration is understood and corrected for. Changes in

the concentration can be caused by various effects of the beam such as structural or

chemical changes by the ions or just by warming up the samples due to the power

deposited by the beam. This power can be easily calculated by multiplying the

energy of the ions with the number of ions per time, which is the electrical beam

current divided by the charge state of the ions (in units of the elementary charge e).

For example a nitrogen beam of ions with charge state 3 e and a beam intensity of

30 nA at an energy of 6.4MeV results in a power of 64mW, which needs to be

dissipated by the sample.

Therefore, the deterioration of the hydrogen concentration can be dependent on

both, the fluence, which is the number of ions per cm2 accumulated during a

measurement (“how long and how many points have been measured?”) and on

the beam intensity i.e. number of ions per seconds (“how fast has been measured?”).

Sometimes samples reach a stable level after an initial degradation, which can

be an indication that hydrogen is present in different phases. For specific

applications detailed studies can be found in literature such as the early work of

Thomas et al. [30].

Fortunately many layers are stable or change only little under beam irradiation in

particular when a detector with high detection efficiency is employed or the beam

can probe a larger area on the sample. Both approaches lead to a smaller beam load

per sample area and thus to smaller deterioration effects. However, some samples

are very sensitive to the beam and a detailed study of the effect of hydrogen loss is

needed to be able to gain at least some information about depth profiles.

We present here an example related to cosmochemistry studies. Hydrothermal

serpentinization experiments of amorphous silicates (FeMgSiO4) are performed to

constrain the conditions of alteration (temperature, timescale) of such silicates in

asteroids, where they reacted with water at the time of the solar system formation.

In these experiments, amorphous silicates react with water at a temperature
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between 50 and 150∘ C and amorphous hydrated silicates are formed. This leads to

a hydrogen (water) containing layer structure at the minerals surface in the depth

range of μm and NRA is used to obtain hydrogen depth profiles. Details and results

of these studies can be found in [31, 32].

These samples are very sensitive to beam damage and a reference material

(natural serpentine; water content� 14mol%) was used to determine empirically

a law for the hydrogen loss behavior and ultimately apply this law to real experi-

mental samples. To probe the hydrogen loss at a certain depth the beam energy was

set to 6.7MeV. First the hydrogen content was measured with a low beam current of

0.8 nA for a time of about 1min. This was repeated several times. The loss of

hydrogen as a function of the total beam charge accumulated on the sample is

shown in Fig. 11.7a. Then the beam current was progressively increased. One finds

that the hydrogen loss (i.e. the difference between the measured and the initial

concentration) follows a steady trend, which can be fitted with a logarithmic

function of the fluence i.e. the accumulated charge. Above beam currents of

100 nA, the hydrogen loss rate increases indicating that further mechanisms such

as warming-up by the beam intensity come into play.

The data from Fig. 11.7a corrected with the obtained loss function are shown in

Fig. 11.7b. The hydrogen concentration is converted into a water concentration

assuming that hydrogen is present in the layer in form of water only. One can see

that the logarithmic correction works well within the statistical errors up to a beam

current of 12 nA; under this condition depth profiles can be gained.

11.3.2 High Efficiency γ-Ray Detection

In order to measure low hydrogen concentrations it is crucial to detect the γ-rays
with high efficiency. As pointed out above this is not only necessary for a high

sensitivity but also advantageous for sensitive samples, which can then be measured

with low beam current. Hence, a large detector is needed which is ideally a borehole

detector with the sample in its center thus covering a large solid angle. Since the

detector resolution is of minor importance, scintillation detectors are favorable.

Typical detectors are sodium iodide (see Fig. 11.5) or bismuth germanate (BGO)

detectors [6]. Barium fluoride as detector material has the disadvantage of an

intrinsic background. While NaI(Tl) detectors have a slightly better energy resolu-

tion, BGO detectors are smaller in size for the same efficiency, which can be

important for the design of a background shielding. Another issue in the design

of a high efficiency setup is that the constructive elements of the sample holder

assembly and vacuum chamber should be designed such that absorption of γ-rays
on their path from the sample to the detector is minimal.
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11.3.3 Background

When measuring the γ-yield of the 4.4MeV line one has to consider background

counts in the region of interest (see spectrum in Fig. 11.2), in particular for low

hydrogen concentrations. Background can arise from the room, cosmic rays, the

accelerator, and in the beam transport system as well as from contributions pro-

duced in the sample itself.
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Fig. 11.7 (a) Hydrogen loss in serpentine induced by the beam measured with increasing

intensities (b) water content deduced from (a) after correction for the loss

11 Nuclear Reaction Analysis 331



The room background is due to natural radio nuclides in ambient materials,

mainly the γ-activity of 40K and 208Tl of building materials like concrete or

bricks. The corresponding γ-ray lines of 1461 and 2614 keV can clearly be seen

in the spectrum in Fig. 11.2. Although these lines are below the region of interest of

the hydrogen signal their intensity can be high in environments with a high amount

of concrete, which is typical for accelerator buildings. Then a summing of two

simultaneously occurring events (pile up) leads to counts in the region of 4.4MeV.

This effect can be reduced only by a lead shielding of the detector with a thickness

of at least 5 cm.

Cosmic rays, mainly muons, cause a smoothly sloping background level all over

the spectrum and are the dominant contribution at energies higher than the room

background. Unfortunately a lead shielding against the room background increases

the height of the cosmic background by secondary rays from the shielding material.

Muons and their secondary γ-rays can be suppressed by an active shielding. This is

usually a scintillator surrounding the detector, which detects the muons and can

veto the erroneous event in the γ-detector. Both shieldings together allow back-

ground suppressions roughly in the order of one magnitude.

Since the intensity of the room background and the muons is dependent on the

acquisition time only, its influence is smaller when the measurements can be done

with high beam intensity. In practice accelerators can provide beam currents from

below 1 nA to several hundreds nA or even more. This corresponds to a change in

the signal to background ratio over more than two orders of magnitude. The limiting

factor is here the stability of the sample as discussed in Sect. 11.3.1. Therefore in

general, the sensitivity to low concentrations is not attributed to the experimental

setup only, but also depends strongly on the sample stability.

Background induced by the beam hitting the constructive elements of the setup

is another source for a spurious contribution to the γ-spectra. This is in particular

true for the beam defining collimators, which must be manufactured out of low

hydrogen containing material. However, most surfaces even under UHV conditions

will adsorb over time a hydrogen bearing layer, which are a source of unwanted

signals. There are several technical solutions to overcome this problem such as

heating the collimators [6]. Another approach is to mount the last beam defining

collimator that far in front of the detector position (see for example Fig. 11.5) that

the efficiency for detecting γ-rays from there is small. In practice, that is half a

meter or more which, however, makes the size and position of the beam on the

sample less defined and puts some constrains on the minimal sample size. For the

setup in Fig. 11.5 for example the minimum sample size is 3mm in diameter.

Beside these sources of background the accelerator and beam transport system

can be a source of neutrons. If those neutrons reach the detector, neutron capture

reactions with the detector material will produce interfering detector signals.

Another source of background coming from the sample itself can arise from

nuclear reactions of 15N ions with other nuclides than hydrogen. One relevant case

is the reaction with deuterium, which produces several γ-ray lines possibly inter-

fering with the region of interest around 4.4MeV. Therefore, care has to be taken

when deuterated materials are studied and a subtraction of background induced by

deuterium has to be applied.
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11.3.4 Samples with Hydrogen Concentrations Strongly
Varying with Depth

When samples have a hydrogen concentration depth profile which changes over

several orders of magnitude the assumption of a detection window only at the

resonance energy is not valid any more. Then the non-resonant cross section

(Fig. 11.1) will contribute to the reaction yield. For example if a layer with a higher

hydrogen concentration is deposited on a substrate with very low concentration and

the hydrogen in the substrate is probed, the non-resonant yield from the layer might

be equivalent to the yield at the resonance window in the substrate. In those cases

one has to measure the hydrogen concentration in the layer and calculate from the

total (integrated) hydrogen present in the layer the non-resonant yield in measure-

ments of the substrate. This is the product of the hydrogen areal density of the layer

multiplied by the non-resonant cross section and the detector efficiency. For

example, if the thickness of the layer is measured to be 1017 atoms/cm2 and the

mean hydrogen concentration is 10 at. %, then the number of hydrogen atoms is

1016 atoms/cm2. The cross section for a non-resonant contribution at a beam energy

of e.g. 7MeV is about 0.1mbarn (Fig. 11.1) . This leads to a probability of 5� 10�13

counts per incident particle or about 3 counts per particle μC beam charge,

assuming a detector efficiency of 50 %.

The problem of the non-resonant yield becomes important also when hydrogen

concentrations in the at. ppm range are to be measured. Then hydrogen containing

surface layers, almost always found on sample surfaces, will contribute to the yield.

As an example, the influence of a surface layer containing 1016 hydrogen atoms/

cm2 (about 10 monatomic layers only) is simulated for a measurement of hydrogen-

free silicon with the set-up at Bochum (Fig. 11.8). It can be seen that already at

Fig. 11.8 Influence of a hydrogen surface layer of 1016 atoms/cm2 on measurements at greater

depth for a hydrogen free material (Si) due to non-resonant contribution
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7MeV the surface layer feigns some 30 at. ppm hydrogen and at greater depth the

effect exceeds 100 ppm.

As a consequence, investigating such low concentrations requires an ultra-high

vacuum in the region of 10�9mbar or better and measures such as surface cleaning.

Surface cleaning can be done by e.g. conventional low energy ion sputtering and/or

heating the sample [22, 33]. A commercial sputter gun for surface cleaning installed

at the setup in Bochum can be seen in Fig. 11.5. Sometimes surface cleaning is done

for simplicity with the analyzing 15N beam at higher beam currents. However,

cleaning with a high energy beam comes along with a damage of the sample at

greater depth.

11.3.5 Example of Low Concentration Detection

To illustrate the results and limits for a measurement of hydrogen concentrations we

present here measurements on ZnO single crystals [22]. ZnO is an interesting

material in a number of applications, like in the fields of optoelectronics and

semiconductors as well as in heterogeneous catalysis. In this framework an under-

standing of hydrogen adsorption on single crystal surfaces as well as the determi-

nation of the native hydrogen bulk concentration is important.

It turned out, that unprepared ZnO surfaces have a surface coverage of

unspecified hydrogen compounds and a well-defined preparation of the sample is

an essential requirement for these studies. A clean single crystal surface can be

prepared in-situ by several cycles of low energy ion sputtering and subsequent

heating and annealing of the surface. With this procedure a H surface coverage in

the order of 1014 at/cm2 can be achieved which was slowly increasing to 6� 1014
at/cm2 (one atomic monolayer of ZnO) due to hydroxylation from the residual gas

(� 10�9mbar). Under this condition studies of H adsorption and hydroxylation at

the ZnO surface in the range of one atomic layer are feasible. Additionally, these

conditions minimize the spurious non-resonant contribution when measuring the

low concentration of the crystal bulk. It should be noted that for this type of

measurements sample preparation takes several days and therefore much more

time than the measurements with the ion beam itself.

The results for the surface studies can be found in [22]; we show here the result

of bulk measurements. As an example, a γ-spectrum taken at a depth of 160 nm in

ZnO is displayed in Fig. 11.9. Extensive studies before showed that the bulk

hydrogen concentration did not change due to beam deterioration even at beam

intensities up to 100 nA particle current. The spectrum in Fig. 11.9 has been

obtained with this beam intensity in about 5min (red curve). A typical bulk

concentration of ZnO was determined from such a spectrum to be 300 at. ppm

with a variation of þ=� 100 at. ppm for different crystals. In order to explore

background contributions from the collimators a background spectrum has been

taken with the same beam charge but with Al household foil as a sample (black

curve). This spectrum illustrates the sensitivity for this measurement and allows

estimating the detection limit in this case to less than 100 at. ppm.
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