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The (Almost) Impossible Task
of Interdisciplinarity

Mihai Nadin

Abstract While physics and physics-based disciplines adequately describe the
non-living, there is a need for a complementary perspective that captures the
essence of life. Biology and neuroscience could provide such a perspective, pro-
vided that they are not practiced as yet another form of physics. Of course, an
authentic and effective complementary perspective can only reaffirm materiality and
the associated dynamics that physics, or for that matter biology, explores. But it has
to also account for the specific causality characteristic of life by integrating past,
present, and future. Experimental evidence and empirical knowledge attest that
there is no intentionality in the realm covered by physics and physics-associated
disciplines. In contradistinction, the living is always characterized by what an
observer could only describe as goal-oriented behavior. Current biology and neu-
roscience either end up explaining this behavior in terms specific to physical
determinism, or simply leave anticipation out of the larger picture.

A large body of empirical evidence of goal-oriented activity is already available.
Observations of finality—a concept cavalierly dismissed or sneered at—ranging
from anecdotal to systematic recordings and experiments, associated with data and
validation criteria, have been accumulated through time immemorial. Classic texts
(of philosophic intent at the beginning, later of scientific focus, mainly in medicine,
biology, zoology, botany, etc.) make reference to goal-driven performance. By
association, such descriptions relate to anticipatory processes. However, until the
beginning of the 20th century, few attempts were made to articulate hypotheses
inspired by such observations and to verify them experimentally. (The exception is
Renaissance science, in particular Leonardo’s experiments—a subject worth more
than a parenthesis.) This state of affairs started to change when scientists such as
Nikolai Bernstein, Ivan Beritashvili, and Dimitri Uznadze, living in the Soviet
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Union, dedicated themselves to a science challenging the “official” views, i.e., the
dogma of “dialectic materialism” that sanctified the cause-and-effect sequence.
Their contributions were documented at an international conference (September 1—
3, 2014, Hanse Institute for Advanced Study, Delmenhorst, Germany) and in the
volume dedicated to them (Learning from the Past: Soviet/Russian Contributions to
a Science of Anticipation [1]). Let us make note here of the fact that such scientists
effected change within a system that actually vilified their efforts. In defying the
official dogma, they became suspect of advocating an ideological deviation.
Consequently, their work was never properly discussed. Science, of course, cannot
evolve without the freedom to research and to freely exchange new ideas. Outside
the Soviet Union and the countries influenced by the superpower of those days, one
would expect openness to original ideas. The language barrier partially explains the
deaf ear on which the work of Soviet colleagues fell. However, most relevant even
for our days is the fact that the attempt of those scientists to suggest a new epis-
temological horizon was regarded with suspicion since it challenged views domi-
nant even in the science of the “free world.”

The publication (over 20-30 years later) of Robert Rosen’s Anticipatory Systems
[2] and Mihai Nadin’s Mind — Anticipation and Chaos [3] resulted in a similar
situation in the science of the “free” world. Outside the echo chamber of “official”
science (as sanctioned by funding agencies), there is little a scientist can do in order
to ascertain new ideas and concepts. Robert Rosen was already a “thorn” in the side
of the “high priests” of a science of the living aligned with determinism—the
sacrosanct dogma. As a newcomer, I earned the complicit indifference of those
whose views were challenged by my work. Nevertheless, there is currently a rapidly
growing interest in understanding how anticipatory processes take place, and what
the practical implications of this understanding might be. Not surprisingly, some
researchers are rushing in the direction of institutionalizing this interest in the hope
of making it theirs, even in terms of institutionalized support. When cats and
athletes teach robots how to fall, and when a patent protects the technology that
guides the falling of the iPhone on its display, anticipation starts making a differ-
ence. Moreover, predictive computation is making inroads, creating an interactive
environment that facilitates anticipatory behavior (Nadin [4]).

The Hanse Institute for Advanced Study hosted my research (during the 2011-2012
academic year), acknowledging early contributions I made to the foundations of the
discipline. The Institute for Research in Anticipatory Systems at the University of
Texas at Dallas cooperated in the undertaking, and so did Dr. Otthein Herzog (Director,
Technical Center for Informatics, University of Bremen; professor, Visual
Information Technologies, Jacobs University) and Dr. Christian Freksa (professor,
Computer Science, and Director, Cognitive Systems Group—CoSy, University of
Bremen). I took note of the genuine desire of other Fellows at Hanse, and of scientists
who participated in seminars and colloquia, to have the opportunity to learn more about
the science of anticipation. Where there is thirst for knowledge, one has to provide for
satisfying it.

As the subject of anticipation claims its legitimate place in current scientific and
technological inquiry, researchers from various disciplines realize the need to
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integrate an anticipatory perspective in their research. Therefore, I suggested to Hanse
that a Study Group be established, and assured the long-term cooperation of the
Institute for Research in Anticipatory Systems. The volume you have in your hands
(or read on your eBook device) is but one outcome of the activity of this Study Group.

1 What Is at Stake?

Indeed, the need for a proactive approach to matters of energy, sustainability, and
public health is almost unanimously accepted. In defining a Research Agenda for
the 21st Century, the National Science Foundation stated: “It is no overstatement to
suggest that humanity’s future will be shaped by its capacity to anticipate....” The
Study Group, recognizing the validity of the assertion, has emerged as a virtual
association centered on the subject of anticipation across disciplines. The Hanse
Wissenschaftskolleg/Hanse Institute for Advanced Study and those associated with
the ante Institute could profit from this virtual institutional affiliation by hosting
scientists of high quality for short study sessions. The Hanse will also enjoy the
rewards of cross-pollination of ideas and skills. Among other activities, the Study
Group planned three international conferences:

1. Learning from the Past: Soviet/Russian Contributions to a Science of
Anticipation

2. Anticipation Across Disciplines

3. Aanticipation and Medicine

The first two have already taken place. The third is, at the time of this writing, in
the advanced stages of preparation (it will take place September 28-30, 2015).

2 Interdisciplinary Perspective

Cross-modal validation is of extreme importance in science. If anticipation were
only a tempting theoretic perspective, chances are that it would not continue to
attract researchers or justify the support of society. But this is clearly not the case.
The major crises of the last ten years (financial, ecological, social, medical, and
even moral) illustrate the urgent need for an anticipatory perspective. We cannot
afford to ignore, for example, the questions pertinent to sustainability—a major
global challenge. Leading scholars in economics, energy research, oceanography,
engineering, and behavioral sciences worked with us in preparing a
two-and-one-half-day-long conference. We provided a forum for 22 researchers to
exchange experiences in respect to particular aspects of anticipation. Doctoral
candidates and post-doctoral scientists were also present. The hope is to trigger
future work on the subject by having well-defined projects carried out by scientists
working in the defining spirit of interdisciplinarity implied by anticipation.
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During the conference, a distinguished researcher (Dr. Johann Hoffmann,
emeritus, Wiirzburg University) made note of the fact that I was able to engage
scholars usually focused on their own tightly defined area of interest (the “spe-
cialization” syndrome) in an interdisciplinary effort without precedent: “I’ve never
experienced such a successful interdisciplinary effort.” A compliment like this
would go unmentioned were it not for the fact that if anticipation, as a subject in its
own right, should eventually succeed, it will be on account of cross- and inter-
disciplinarity. The conference occasioned an exchange of knowledge and data of a
very large scope: from an art event (documented in this book) to experiments in
neuroscience, design of power networks, anticipatory expression in plants, antici-
pation in politics, and anticipatory computing. Contrary to stereotype, I shall not
summarize contributions made within the conference. Rather, I am taking advan-
tage of the opportunity to suggest a number of applications in the hope that they
will eventually become part of the new anticipation-endowed reality.

3 Computers and the Ability to Anticipate

For over 300 years—since Descartes’ major elaborations (Discourse on Method,
1637 and Principles of Philosophy, 1644) and Newton’s Principia (1687)—science
has advanced the understanding of the reactive characteristic of the physical world,
expressed in the cause-and-effect sequence. The corresponding reductionist view-
point states that a machine can represent the functional characteristics of reality,
including the functioning of the human being. The assumption of homogeneity
(“All electrons are the same,” someone once said) is implicit in physics. In the
living there is no such identity.

Computer programs (“soft machines”) are descriptions that capture details of a
homogenous reality that has escaped all previous machines. Programs express these
details in many ways: from visualizations of data to intelligence-like inferences, to
procedures for automating the execution of complicated, yet well-defined, tasks (the
domain of robotics, for instance). However, in describing the living, regardless of
its complexity—from monocell to the whole human being—descriptions based on
the deterministic understanding of the world and the corresponding reductionist
model fail to capture the defining characteristic of life: the ability to anticipate. The
living is infinitely heterogenous (there are no identical cells, not to say identical
neurons) and variable.

In the age of computation, it becomes unavoidable to ask whether computers can
anticipate or enhance anticipation in the living. Arguing from a formal system (the
Turing machine, the von Neumann sequential computer, algorithmic or
non-algorithmic computation, quantum computation, neural networks, etc.) to
reality is quite different from arguing from a characteristic of the living (in par-
ticular, brain functioning) to formalism. Libet’s [5] readiness potential (i.e., the time
before an action, signaled through neurological activity, actually takes place) is an
expression of anticipation. It was and continues to be quantified in various cognitive
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studies and in brain research. The area of inquiry extends from the anticipation of
moving stimuli (vision) to synchronization mechanisms, medicine, genetics, motion
planning, and design, among others. A very rapidly increasing amount of data was
and continues to be generated in connection to such specific knowledge domains.
Inferring from this very rapidly increasing body of data to an integrated under-
standing of change, and its possible anticipation, assumes that we know how
anticipation is defined. Short of this, questions regarding computation are mean-
ingless. Two distinct formal definitions of anticipatory systems originate from
Robert Rosen’s work:

1. An anticipatory system is a system whose current state depends not only upon a
previous state, but also upon a future state.

2. An anticipatory system is a system that contains a model of itself that unfolds in
faster than real time.

My own definition deviates a bit from Rosen’s:

3. The current state of an anticipatory system depends not only on a previous state,
but also upon possible future states.

Please take note of the possibilistic dimension introduced through this definition.
The process through which anticipations are generated might indeed rely upon
faster-than-real-life unfolding models, but alternate possibilities, similar to quantum
entanglement, should also be considered. Of course, we have to address a critical
question: can such definitions serve as a basis for conceiving, designing and
implementing anticipatory computing?

4 Constraints, Programming, and Knowing Before
Knowing

The more constrained a mechanism, the more programmable it is. Reaction can be
programmed, even without computers. Although there is anticipation of a sort in the
airbag and the anti-lock braking system in cars, these remain expressions of
pre-defined reactions to extreme situations. In programming reaction, we infer from
probabilities (a shock will deploy the airbag, sometimes without cause) always
defined after the fact (collisions result in mechanical shock). They capture what
different experiences have in common, i.e., the degree of homogeneity. Proactive
behavior can to some extent be modeled or simulated. If we want to support
proactive behavior—prevention, for instance—we need to define a space of pos-
sibilities and to deal with variability. We need to afford interpretations (e.g., an
accidental shock that does not require the airbag should be distinguished from a
collision). To infer from the combined possibility-probability mapping of the
information process describing the dynamics of reality to anticipation means to
acknowledge that deterministic and non-deterministic processes are complemen-
tary. This is especially relevant to information security (and to security in general)
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since it is not in the nature of the computer—a homogenous physical entity—to
cause security breakdowns. Rather, it is in the nature of those involved in the
ever-expanding network of human interactions—a heterogenous entity of extreme
variability—to express themselves in a manner that can be qualified as destructive.
Hacking, for example, can be demonized or seen as an expression of creativity.
Anticipation can have many explanations.

Given the nature of computation it is possible either

1. to achieve effective pseudo-anticipation performance (since only the living
authentically expresses itself in anticipation) within the forms of computation
currently practiced; or

2. to develop hybrid computational mechanisms that integrate physical and living
components, with the aim of achieving effective anticipatory properties.

These are two distinct research themes within the emerging notion of anticipa-
tory computing. (More on this subject in my presentation in this volume,
“Anticipation and Computation. Is Anticipatory Computation Possible?”)

Information Security and Assurance will become an ever more elusive target
within the reactive mode of computation in which it is practiced today. Every step
towards higher security and assurance only prompts the escalation of the problem
that gave rise to such steps in the first place. In order to break this cycle, one has to
conceive, design, implement, and deploy anticipatory computing that replaces the
reactive model (such as virus detection) with a dynamic stealth ubiquitous proactive
process distributed over networks. Anticipatory computation, inspired by antici-
pation processes in the living, implies a self-repair component. It also involves
learning, not only in reaction to a problem, but as a goal- action-oriented activity.
The human immune system, which is anticipatory in nature, is a good analogy for
what has to be done—but it also shows how difficult the task is. In some ways,
anticipatory processes are reverse computations. Therefore, an area of anticipatory
computing research will involve experiments with reverse computation (limited, of
course, by the physical substratum of the computation process, i.e., by the laws of
thermodynamics), either through quantum computation implementations or through
hybrid computers (with a living component).

Anticipatory computing is indeed a grand challenge. The ALife community
could not deliver a comprehensive view of change because it failed to acknowledge
the role of anticipation. The swarm metaphor was a step in the right direction, but
not pursued by any relevant research. The current efforts of leading scientists and
research centers (e.g., Intel’s involvement in proactive computing, the work of the
Department of Energy’s Sandia Laboratory, IBM’s efforts) support the claims I
made in 1998—anticipation is the new frontier in science—and in 2000—antici-
pation is the second Cartesian revolution. This work, of extreme significance, is
dedicated to the description of complex forms of causality characteristic of the
living, rather than those associated with determinism and reductionism (the domain
of the Cartesian model of the world).

Most research in our days, which I wish to acknowledge (and which is often
spectacular), is frequently carried out with no understanding of the fundamentals of
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anticipation. The technical aspects of anticipatory computing extend well beyond
the subject of the “predictive devices” that “know” when you have a flight (because
you booked it through one of your devices) and order a taxi for you so that you can
arrive at the airport on time. It might well be that in addressing information security,
we simultaneously address the fundamentals of current computation, intrinsically
unsecure.

Climate changes, variations in the financial markets, shifts of all kind in eco-
systems, and even the state of the human body are preceded by various signals. The
problem is that most of the time we have no idea what such signals are. And even if
we have some intuition as to what they might mean, we do not have consistent ways
to infer from such signals to the future. Indeed, anticipation is not some kind of
symptom, it is rather an encompassing expression, most of the time very close to
the event we would prefer to know about in advance. Obviously, it would be
beneficial to foresee transitions. This is notoriously difficult but within the scope of
anticipation studies. The conference approached this applied research perspective.

5 Living in a World of Fast-Expanding Vulnerability

Science and technology continue to impact our existence. To be blind to what has
changed in the world in recent years, and how such changes are shaping a new
human being is almost impossible. Blindness itself is in the process of being
overcome through technology. But there is another form of blindness that is actually
not decreasing: blindness to the consequences of change. Today we have a better
understanding of atomic energy than we did in the early 1950s, but many forget
about the time when it was fashionable to wear a heart implant driven by an atomic
battery. Without any desire to demonize any of the new opportunities, we still have
the obligation to understand their short- and long-term consequences. This is not the
place to dignify the daily scare messages associated with what it means to stare at a
monitor, to be dependent on a cellular phone, to experience the loss of privacy, to
face the medical consequences of trading physical activity for the passivity of
uninterrupted entertainment. The conference took note of the fact that from a
reaction-based perspective, more data (“Big Data”) makes sense and promises many
revelations. From an anticipatory perspective, it is probably meaningful to minimize
data to what is necessary and sufficient in order to describe a process. To derive
banality from big data is quite different from deriving meaning from significant data.

The conference documented in this book took note of the fact the reactive
approach to virus prevention, whether in immunopathology (e.g., Ebola, West Nile
virus, avian flu) or in computer malware (e.g., Conficker, nVir, Stoned), is extre-
mely expensive and marginally efficient. Self-inflicted vulnerabilities are the
expression of the lack of anticipatory awareness. This extends to social and political
life. In view of such observations, this was a good conference. Discussions, not
recorded for this or any other publication, occasioned exchanges of ideas which
will, T am sure, benefit all participants.
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Anticipation of Random Future Events

Patrizio Tressoldi

Abstract 1 will present the evidence, albeit apparently paradoxical, that some
seconds before the perception of random events of different arousal levels (e.g. a
pleasant or an unpleasant sound), our neuro- and psychophysiological systems,
show a reaction correlated with them. In this chapter I will describe the phenom-
enon, review the available evidenceand I'll try to explain this phenomenon and the
possible practical applications.

Keywords Anticipation - Random - Prediction - Probability - Psychophysiology

1 Physiological Anticipation of Future Events

The study of anticipation is now a multidisciplinary theme and there is a significant
body of evidence in psychology and neurobiology, indicating the presence of
several anticipatory mechanisms in the brain and our psychophysiological system.
Soon, Brass, Heinze, and Haynes [1] and a review by van Boxtel and Bocker [2],
highlight the crucial role of anticipation in a large array of cognitive functions such
as vision, motor control, learning, and motivational and emotional dynamics.

If a sequence of events follows a rule, then the autonomic and neurophysio-
logical systems can learn this rule before the person can discover it overtly that is,
with a conscious awareness. An important characteristic of this phenomenon is that
the anticipation of future events is a completely unconscious process because these
anticipatory responses are too weak for participants to be detected using intro-
spective cognitive means. This implicit learning capacity of the human autonomic
and neural systems has a clear adaptive value that allows us to prepare our
behavioral and cognitive responses, depending on whether future events may be
dangerous or useful [3].
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What happens however if events do not follow a rule and instead occur at
random? In this case, implicit learning is not possible and only more or less
sophisticated guessing strategies can be employed, such as the “Gambler’s Fallacy”
strategy [4].

Since the late 1990s, some authors have attempted to discern whether antici-
patory responses can be observed, even when implicit learning is not possible. If
such anticipatory responses could be observed, this would demonstrate that our
autonomic and neurophysiological systems possess a more sophisticated capacity to
predict future events than was previously thought and consequently, are set up to
help us predict events that are generally thought to be intrinsically unpredictable.

1.1 The Phenomenon

Imagine an individual must open one of two doors. Behind one door there is a safe
event, behind the other, a dangerous one. The individual has no way of knowing
which door opens to which event and cannot use his or her previous experiences for
guidance. It is a sort of roulette game with your life to play for (Fig. 1).

Is this choice a real 50-50 bet? Only if we cannot change this probability, that is,
if we cannot anticipate the future event at least partially. As strange as it may
appears, a consistent evidence has been accumulated supporting this possibility. In
the following paragraphs we will summarize the psychophysical and behavioral
evidence accumulated to date, supporting the possibility that it is possible to increase
the probability of anticipating future random events beyond the expected chance.

1.2 Neuro- and Psychophysiological Evidence

There is evidence that our neuro- and psychophysiological systems can react dif-
ferently before the perception of two classes of events presented randomly,

Fig. 1 A crucial task: if you
open one door you are safe or
dead
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Fig. 2 Example of an EEG anticipation activity related to two different stimulations before
(pre-stimulus) their perception (post-stimulus)

characterized by different strength of reactions (i.e. heart rate, electro-dermal
response, EEG activity, etc.), that is before their perception, as presented in Fig. 2.

In a meta-analysis covering all available studies published up to 2010,
Mossbridge, Tressoldi and Utts [5] estimated a weighted effect size d = 0.21; 95 %
Confidence Intervals = 0.15 to 0.27, from a pool of 26 experiments selected because
they possessed sufficient information related to the similarities between the
pre-stimulus and post-stimulus effects. After excluding methodological and statis-
tical artifacts and the expectancy effect,' as being the cause of this result, the
authors summarized these finding as follows: “In sum, the results of this meta-
analysis indicate a clear effect, but we are not at all clear about what explains it”.

If real, this phenomenon could be a demonstration that this anticipatory pre-
dictive ability is an important adaptive tool that is always at our disposal. Even
though it operates at an unconscious level, it may be sufficient to prepare our
defense or avoidance reactions.

In an attempt to estimate the prediction accuracy of these effects, Tressoldi and
collaborators [6-8], devised a series of experiments to study the percentage of
correct prediction of two different events by analyzing the anticipatory reactions of
pupil dilation and heart rate. Figure 3, demonstrates an example of pupil dilation
prediction accuracy related to two different events, a smile and a gun associated
with a shot audio clip, with respect to the expected chance of 50 %.

The overall prediction accuracy of both the anticipatory pupil dilation and heart
rate observed by Tressoldi et al. [6-8], ranged from 4 to 15 % above the expected
chance of 50 %.

'Expectation bias arises when a random sequence including multiple repetitions of the same
stimulus type (e.g. five non-arousing stimuli) produces an expectation in the participant that the
next stimulus should be of another type (e.g. an arousing stimulus). Expectation bias can also arise
when experimenters use non-equiprobable stimuli in an attempt to account for known emotional
adaptation effects (e.g. a 2:1 ratio of calm to emotional images).
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Fig. 3 Prediction accuracy of anticipatory pupil dilation related two different events

1.3 Behavioral Evidence

In the paper titled Feeling the future: Experimental Evidence for Anomalous
Retroactive Influences on Cognition and Affect published in 2011, Daryl Bem [9],
directed the scientific attention towards a counterintuitive phenomenon, that is, that
future perceptions, cognitive or behavioral experiences have an implicit “retro-
causal” influence on behavioral decisions. For example, it was demonstrated that
participants can chose above chance the side behind which an emotional picture
was presented randomly or that presenting a congruent priming after a picture (i.e. a
smiling girl followed by the word “smile”), reduced the reaction times in the
detection of a pleasant versus unpleasant picture with respect to an incongruent
post-priming (i.e. a smiling girl followed by the word “sad”). As expected these
findings aroused a huge number of comments and methodological, statistical and
theoretical criticisms. Although the results of some experiments were not replicated
[10], in a meta-analysis of all retrievable studies related to these effects, Bem et al.
[11], supported Bem’s [9] evidence even if the purported retrocausal or anticipatory
effects, were moderated by the type of tasks (i.e. priming, reinforcement, practice,
etc.).

It is important to point out that similarly to the psychophysiological effects, these
behavioral effects are very moderate. In term of standardized effect sizes. The
higher values are d = 0.14; 95 % Confidence Intervals = 0.08-0.21.

2 Tentative Interpretations

Are these phenomena caused by anticipation, retrocausation or entanglement in
time? In relation to the neuro- and psychophysiological effects, the term “antici-
pation of future events” was used whereas for the behavioral effects, the term
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“retro-causal”. However what all these effects have in common is that they are
correlations between events measured in two different time frames. How is it
possible that events (physiological, perceptual or behavioral) can be correlated in
time? In quantum physics it has been theoretically defined [12] and empirically
demonstrated [13] how, by entangling two photons that exist at separate times, the
time at which quantum measurements are taken and their order has no effect on the
outcome of a quantum mechanical experiment.

Is such a type of entanglement also possible between mental events? This
possibility is under investigation and there is already some support for it [14, 15].
Our provisional theoretical interpretations of all phenomena described above is that
what we measure, both psychophysiological and behavioral variables at time-1 and
what we measure at time-2, can be correlated because they are entangled in time.
This entanglement is due to the shared, complementary relationship between the
events at time-1 and events at time-2 (e.g. heart rate and future emotion). Further
theoretical interpretations are presented by Maier and Buchner [16]

3 Practical Applications

It may be possible to exploit these correlations between events separately in time for
practical applications? For example 1is it possible to detect the
neuro-psychophysiological reactions measured at time-1, to avoid negative events

Fig. 4 Image of the CardioAlert prototype. On top left, the heart rate recorder that receives the
changes in the hemoglobin detected by a led sensor connected to an individual’s finger. This signal
is filtered, amplified and elaborated to obtain the heart rate by using an Arduino microcontroller.
On bottom left, is the smartphone which receives the data from the microcontroller by a bluetooth
connection
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at time-2? Mossbridge et al. [17] and Bierman [18] discuss this possibility from a
theoretically point of view and it is under investigation by Tressoldi et al. [19].
These last authors for example, have devised a portable apparatus, named
CardioAlert, to measure heart rate connected via Bluetooth with a smartphone that
can be tailored to individual differences, to produce an alert when a potential
random negative event is going to happen. An image of this apparatus is presented
in Fig. 4.

After measuring of the heart rate baseline, the operator can set the level of the
alarm (a sound), by changing the CardioAlert software installed in the smartphone.
In a pilot study, Tressoldi et al. [19] used as the alarm threshold a change in the
baseline heart rate above or below 1.5 the value of the standard deviation of
beat-to-beat intervals. The choice of this parameter is particularly delicate because it
is necessary to find the optimal value to reduce false alarms and the false negative
responses to a minimum.

4 Final Comments

The naive idea that random events are unpredictable must be corrected. Some
seconds before a future emotion, even if triggered by a random event, it is possible
to detect an anticipation of its psycho- and neurophysiological correlates. Even if
this anticipation is of a smaller level than its future manifestation preventing its
conscious awareness, it can easily be detected by electronic apparatuses and
exploited to devise experimental and practical applications by the integration of
bioengineering and neuro- and psychophysiological skills.
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The Birth Defect of the Information
Processing Approach

Joachim Hoffmann

Abstract Academic psychology is dominated by the information processing
approach (IPA) since about six decades. According to the IPA mental activities, i.e.
cognition, serve the processing of stimuli in order to reconstruct a representation of
the environment. It is argued that this notion is misleading: Mental activities pri-
marily serve the control of voluntary behaviour. In this function, they are striving
for anticipations of achievable states. Accordingly, cognition does not refer to the
processing but to the anticipation of achievable desired stimuli or states. Two
‘ancient’ conceptions in psychology already emphasized the crucial role of
behaviourally guided anticipations: the reafference—and the ideomotor principle,
the former dealing with the basics of perception and the latter dealing with the
basics of behavioural control. Speculations are discussed, about how both principles
might work together for the control of voluntary behaviour creating by this the
mental structure of the perceived world.

Keywords Anticipation - Behavioural control - Reafference - Ideomotor
Action-effect learning

1 Introduction

In the first half of the last century academic psychology was dominated by
behaviourism. John B. Watson, one of the most prominent maintainer of
behaviourism, proclaimed psychology as being “... a purely objective experimental
branch of natural science. Its theoretical goal is the prediction and control of
behavior...” [1, p. 158]. At this time only stimuli and responses could be objec-
tively measured. Consequently, behaviourism exclusively explored the formation
and structure of stimulus-response relations. The mediating mental processes were
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excluded from analyses, so that behaviourism often has been ironically named
‘black-box psychology’.

However, beginning with the forties of the last century developments in different
disciplines heralded a new look: In 1949, Claude Elwood Shannon and Warren
Weaver published a thin book entitled ‘The mathematical theory of communication’
which provided the mathematics for a measurement of information. One year before
Norbert Wiener argued that control and communication can be likewise studied in
the animal and the machine. Allan M. Turing discussed in 1950 ‘intelligence’ as
being a feature of computing machines and John von Neumann delivered the
architecture of such intelligent machines [2-5].

All these developments strongly influenced academic psychology and when
William Edmund Hick from Cambridge reported that the reaction time (RT) linear
increased with the information (the entropy) of the presented stimuli [6], the strong
belief emerged that the processes which mediate between stimuli and responses can
be explored as information processing. The arising hope, that human information
processing can finally be understood by its simulation in computers was confirmed,
only 9 years later, by Alan Newell and Herb Simon from Carnegie Mellon
University [7]. They implemented a computer program, the so called ‘General
Problem Solver’, which was able to solve simple problems like the tower of Hanoi.
The information processing approach was born and Ulric Neisser gave the new
movement its name by his seminal book “Cognitive Psychology” [8]. Neisser
defined cognition as referring “...to all the processes by which sensory input is
transformed, reduced, elaborated, stored, recovered, and used.” [8, p. 4].
Accordingly, from this time on up to today academic psychology analyses all these
processes, i.e. perception, attention, memory, language, thinking, learning etc.

I experienced these new developments as a student and I shared of course the
enthusiasm for the information processing view at this time. It was a good feeling,
to be part of a breakup, by which light was shed into the black box of the
behaviourist and it was probably due to this enthusiasm that it took me a long time
until I started to suspect that the information processing approach might be basi-
cally wrong. I have in particular two reasons for my skepticism.

2 The Fault of the Information Processing Approach

First, the information processing approach suggests that there is one and only world
which delivers the information for its mental representation via stimulation.
However there is no one and only world. I will take a very simple example for
demonstration. Figure 1 presents an elementary sensory input which we typically
perceive or represent as being two squares. However there are likewise eight tri-
angles or the shape of a house with some extra brackets, or an octagon with extra
brackets etc. As it is in this simple example, it is always the case that there are
various alternative interpretations of the environment around us from which we
typically realize only one in every moment. Accordingly, the critical question is not
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Fig. 1 Two squares, but also /\
eight triangles, the shape of

house or an octagon with
some extra brackets

how we process the “given” information but rather what determines the selection of
the particular information, we are processing, what is a complete different affair.

Second and even more important: Any action, as simple as it may be, produces
changes of the sensory input. Whether we move our finger, our eyes and even if we
just talk, in any case we produce some new sensory input for ourselves. Thus, our
mind continuously has to distinguish what of the sensory input has been induced by
ourselves, and what has been caused otherwise. Without distinguishing self-induced
sensory effects from other sensory input, no valid perception would be possible.
Accordingly, organisms have to learn what the sensory effects of their actions are,
i.e. not stimulus-response relations but action-effect relations are crucial for
behavioural control.

To sum up: The information processing approach fortunately overcame the black
box of the behaviourism but unfortunately it inherited the disastrous fixation on
stimulus-response relations: All cognition, so again the credo, starts with the impact
of stimuli. However organisms and above all human beings typically do not
respond on stimuli but they almost always act in order to create stimulations or
situations they are striving for. To have overlooked this goal-oriented character of
almost all behaviour, I call the ‘birth defect’ of the information processing
approach. In order to overcome Behaviourism academic psychology would has
been better focused not on the processing of incoming stimulation but on the
generation of desired stimulations—especially as the importance of behaviourally
guided anticipations of action-effects has been emphasized already in several
conceptions before. The most prominent are the Reafference Principle and the
Ideomotor Principle.

3 The Reafference Principle: Control of Perception
by Anticipation

The Reafference Principle (henceforth RP) has been first discussed by Erich von
Holst and Horst Mittelstaedt in a paper published 1950. In the introduction the
authors explain their concern as follows [9, p. 464]:
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We do not ask for the relation between an afference and the resulting efference i.e. the reflex
but rather depart with the efference and ask what happens in the CNS with the afference
which has been caused by it, which we call the reafference (translated by the author).

Figure 2 presents a schematic illustration of what von Holst and Mittelstaedt
assumed to happen with the ‘reafference’. According to the RP any efferent motor
command causes via corresponding neuronal networks some action in an effector
(e.g. an eye movement). Additionally changes in the environment may happen. The
immediate sensory consequences of the action are called reafferences and the
sensory input from other sources are called exafferences. Both are fed back via
corresponding neuronal networks for perception. So far it is a matter of course. The
critical assumptions of the RP concern two points: (1) Any efferent motor command
goes along with a corollary discharge—the so called efference copy and (2) The
efference copy and the reafference cancel each other out. As a result, only the
ex-afferences are transmitted for perception.

There are many observations which confirm the validity of the RP [cf. 9]: For
example, in patients suffering from Polyneuritis the kinaesthetic feedback from the
muscles is generally reduced. If these patients are pressing a hand against a wall
they report a feeling as if the wall would be flexible like rubber. According to the
RP the phenomenon appears because the kinaesthetic reafference is less strong than
the efference copy so that the difference between the copy and the reafference
becomes positive what corresponds to a situation in which the wall would move a
little bit away, exactly what is perceived.

Or imagine an experiment conducted by the physician Kornmiiller. Kornmiiller
paralysed eye muscles by an injection of curare but gave nevertheless the order to
move the gaze to the right. Trying to look to the right, participants reported to see a
short flip of the whole environment to the right. Again, the reason is that the shift of
the retinal image which typically goes along with a gaze shift fails to appear what

Fig. 2 A simplified efferent perception of
schematic outline of the motor only
reafference principle command exafferences

efference
copy
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some action |
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corresponds to a situation in which the environment would move with the gaze
shift, exactly what the participants have seen in these experiments.

The RP is also responsible for that it is difficult to tickle oneself, what has been
very nicely experimentally demonstrated [10]. The reason is that if we tickle our-
selves the efference copies of our movement commands cancel the resulting sen-
sations (the reafference) out so that their tickling effect vanishes or is at least
reduced.

Despite all this convincing evidence, there remains a problem: Motor commands
and sensations are incommensurable to each other. Consider for example an eye
movement. The motor command for an eye movement refers to the contraction of at
least three pairs of muscles whereas the resulting shift of the retinal image refers to
spatially distributed signals from the retina. That is, the efference copy cannot be a
pure copy of a motor command but must somehow contain anticipations of the
expected reafference—otherwise it’s impossible to see how the “copy” might cancel
out the arriving reafference. Thus, the gist of the RP is: Motor commands go along
with anticipations of their effects which are charged against the sensory input.

4 The Ideomotor Principle: Control of Behaviour
by Anticipation

The other theoretical conception which already emphasized the central role of
action-effect relations is the ideo-motor principle (henceforth IMP). The IMP has
British and German roots. In Britain Thomas Laycock and William Carpenter and
in Germany Johan Friedrich Herbart, Hermann Lotze and Emil Harless already
propagated the idea that the motor outcome influences retroactively the motor
control [cf. 11]. William James finally tied together the ideas of all these scholars to
the Ideo-Motor Principle in his seminal Book Principles of Psychology published
more than 120 years ago [12]. Figure 3 presents a schematic illustration of the basic
ideas, reduced to the fewest possible terms.

In the beginning we have some external stimulation ‘S’ which triggers a motor
command ‘M’ causing via corresponding neuronal networks some action and
changes in the environment, which are fed back by what has been called by James
resident and remote effects ‘K’. Furthermore, James assumed that by repetition new
connections are formed between neuronal representations of ‘K’ and ‘M’ (Fig. 3,
left side). These new connections, he assumed, change the flow of activation in the
following way [12, p. 586]:

K may be aroused in any way whatsoever (not as before from S or from without) and still it
will tend to discharge into M; or, to express it in psychic terms, the idea of the movement
M’s sensory effects will have become an immediately antecedent condition to the pro-
duction of the movement itself. ...Here, then, we have the answer to our original question
of how a sensory process which, the first time it occurred, was the effect of a movement,
can later figure as the movement’s cause.
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Fig. 3 A simplified schematic outline of the ideomotor principle

The gist of the IMP is that actions become connected to their sensory conse-
quences so that anticipations (the idea) of such consequences gain the power to
trigger the movements that formerly brought them about. In other words: voluntary
movements or actions become determined by anticipations of their own sensory
consequences (cf. Fig. 3, right side).

The IMP was widely acknowledged in the beginning of the last century.
However, for the upcoming behaviourism the assumption that behaviour is deter-
mined by something unobservable like an idea was a sacrilege so that behaviourists
rejected the IMP in total. For example: Edward Thorndike mocked the IMP in his
presidential lecture at the APA Congress in 1913, by saying [13, p. 101]:

Shocking as it may seem, it can be shown that the orthodox belief of modern psychologists,
that an idea of a movement tend to produce the movement which is like it, is a true child of
primitive man’s belief that if you sprinkle water in a proper way your mimicry tends to
produce rain.

Thus it happened that the IMP remained almost without any significant influence
on academic psychology for decades. However in the last years the IMP experi-
enced a renaissance especially in experimental psychology. For example, Shin,
Proctor, and Capaldi noticed 2010 in a comprehensive review that PsycINFO listed
134 entries with ‘ideomotor/ideo-motor’ in the titles and 517 results with it as a
keyword [14, p. 943].
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5 An Experimental Demonstration of the IMP

Many of the experimental demonstrations of the IMP follow a methodological
proposal made by Anthony Greenwald more than 40 years ago [15]: In a typical
choice reaction time experiment the response alternatives are to be connected with
different but distinctive sensory consequences so that a possible impact of the
sensory consequences on the responses, they are the result of, can be examined. The
following example is taken from a paper published by Kunde et al. [16].

The authors came from the stimulus-response-compatibility phenomenon: If
there is a dimensional overlap between stimuli and responses in terms of space, time
or intensity, compatible stimulus-response assignments are accomplished faster
than incompatible assignments [cf. 17]. For example, if participants have to respond
to quiet or loud tones with a strong or a soft keystroke, they respond faster if the
strong keystroke is assigned to the loud tones and the soft keystroke is assigned to
the quiet tones than if the assignment is reversed. Furthermore, the authors argued,
if sensory response effects are necessary antecedents of voluntary responses, as
claimed by the IMP, the same compatibility phenomena as between stimuli and
responses should appear between responses and effects. Thus, to demonstrate the
IMP, response-effect compatibilities are to be shown.

In the experiment, participants were requested to press a key either softly or
strongly in response to imperative colour stimuli. Doing so, they produced either a
quiet or a loud effect tone. The critical variation concerns the assignment of the
effect tones to the keystrokes. Strong keystrokes either produced loud and soft
keystrokes produced quiet tones (compatible mapping), or vice versa strong key-
strokes produced quiet and soft keystrokes produced loud tones (incompatible
mapping).

The results show that participants responded significantly faster if their
responses triggered tones of compatible intensity than if they triggered incompatible
tones. This response-effect compatibility phenomenon has been proven to be a very
robust one. The phenomenon occurs in the dimension of space, time, and intensity
[18-21]. In all these experiments, the participants were never required to produce
these effects but they simply appeared incidentally after the execution of the
response. That they nevertheless impact the response latencies proves that repre-
sentations of these non-intended effects were activated before the responses were
selected and initiated.

The use of response alternatives that differ in intensity additionally allowed a
qualification of response execution. For example, if participants are required to
complete a soft or a strong keystroke the peak force that is reached provides an
appropriate measure of response execution, allowing to explore whether
response-effect compatibility would affect not only response latencies but also
response execution. This was indeed the case. The intensity of the effect-tones
uniquely affected the peak forces of soft as well as of strong keystrokes in a contrast
like fashion. As Fig. 4 illustrates, loud effect-tones reduced and quiet effect-tones
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Fig. 4 The peak force for intended strong and soft keystrokes in dependence on the intensity of
the effect-tones the keystrokes produced (after Kunde et al. 16)

intensified the peak forces of intended soft keystrokes as well as of intended strong
keystrokes.

For an appropriate account of the found contrast, it is to notice that peak forces
indicate the intensity of the tactile feedback by which participants start to reduce the
force of their hand because they feel the intended force (strong or soft) to be
reached. In this view, the data show that less strong tactile feedback is required to
feel the intended force completed if a loud effect-tone follows and stronger tactile
feedback is needed if a quiet effect-tone follows. Figure 5 illustrates two possible
accounts for this contrast. A simple feedback loop for the execution of a prescribed
pressure force is depicted: The imperative stimulus determines the set point (the

Request:
soft or strong

Set point

to be reached A: Anticipated tone
ks intensity contributes
to the specification

of the set point

efferent motor _| kinaesthetic
command = feedback

B: Anticipated tone
intensity is ,charged'
against the kinaesthetic
feedback

Fig. 5 TIllustration of two possible points of action at which anticipated effects might affect
behavioural control
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proximal reference), i.e. the proprioceptive feeling is anticipated which has to be
reached in order to realize either a strong or a soft keystroke. The difference
between the set point and the current feeling (the current proximal feedback)
determines the appropriate motor commands which are activated until the propri-
oceptive feedback from the fingertip and from the muscles signal that the set point
is reached.

Within this loop the additionally anticipated intensity of the distal effect-tone
might on the one hand (A) influence the set point so that the set point is somewhat
enhanced if a quiet tone is anticipated, and the set point is somewhat reduced if a
loud tone is anticipated. In this way the intended force of the keystroke would be
adjusted in order to compensate for the anticipated force of the effect tones. On the
other hand (B) it might be that the anticipated intensity of the distal effect-tone is
charged to the proximal feedback so that an anticipated loud tone earlier evokes the
feeling that the set point is reached and an anticipated quiet tone delays somewhat
the appearance of this feeling. Both mechanisms provide an account for the contrast
effect and they both may conjointly contribute to it. In any case, the present data
provides profound evidence that anticipations even of unintended response effects
are not only involved in the selection and initiation of voluntary actions but also
take part in the control of their execution.

6 The Interplay of the Reafference and the Ideomotor
Principle: Structuring the ‘Mental World’
by Anticipation

The central matter of psychology are experience and behaviour of humans. The RP
deals with a basic part of experience—perception, and the IMP deals with a basic
part of behaviour—the control of voluntary behaviour. In both conceptions antic-
ipations play the crucial role: in the RP, anticipations of action effects assure the
stability of perception and in the IMP, anticipations of action effects allow the
determination of voluntary actions. On the one hand it is assumed that sensory
anticipations are triggered by actions and at the other hand it is assumed that
anticipations trigger actions. In any case, perception as well as behavioural control
seem to rely on coincidences between motor and sensory activations.
Coincidences between motor and sensory activation already play an important
role in the control of the most elementary motor unit—the muscle. Figure 6 (left
side) illustrates the basic elements of the so called gamma spindle loop: A skeletal
muscle with enclosed spindles is depicted. The spindles serve as sensors for the
current length of the muscle. They start to fire if the muscle is stretched or if the
spindle itself is contracted by Gamma activation. Additionally there is Alpha
activation by which the skeletal muscle can be contracted. The critical point is that
the spindles have an excitatory connection to the alpha neurons so that a loop
control of muscle length is created. Accordingly, there are two principle routes by
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Fig. 6 A simplified illustration of the basic elements of the Gamma-spindle-loop (left side) and its
principle structure (right side)

which a muscle can be and is typically contracted, by direct commands via Alpha
neurons and by a control loop in which Gamma activation delivers a set point and
the spindles work as controller.

On the right side of Fig. 6 the principle structure of the gamma-spindle loop is
depicted in general terms: A set point is generated which can be understood as the
anticipation of a desired state or a goal (e.g. the desired length of the muscle).
A comparison of the desired to the current state (e.g. accomplished by spindles)
delivers the impulse for some action by which the difference between the current
and the desired state is reduced (e.g. alpha activation). Simultaneously, the differ-
ences are forwarded for perception and they are used in order to tune the activations
of an additional direct motor pathway for triggering actions to achieve the set goal.

The point of the matter is the redundant control via two paths: a direct motor
pathway and a sensory feedback loop. It might well be that this principle is not only
realized for the control of muscles but on all levels of a hierarchical structure for the
control of voluntary behaviour [cf. also 22].

Figure 7 illustrates a tentative structure: For the sake of simplicity only four
levels are distinguished. On the highest level desired effects (goals) in the envi-
ronment are specified (e.g. to grasp a cup of coffee). On the next level corre-
sponding effector unspecific set points are generated (e.g. the egocentric location of
the cup is fixed to which all limbs have equal access). At this point it is not yet
decided e.g. whether to grasp the cup with the right or the left hand. Next, corre-
sponding set points for a certain limb are specified (e.g. the posture of the right arm
that brings the right hand to the cup). Finally, the set points for the corresponding
muscles are generated (in our example Gamma activations for the muscles of the
right arm and hand might be fixed in order to execute a corresponding grasping act).
Concurrently, direct motor activations are tuned step for step and level for level in
dependence on the continuously reported differences between the forwarded set
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Fig. 7 A tentative cascade of anticipative sensory loops and direct motor commands for the
control of voluntary behaviour (left side) with an enlarged illustration of one level (right side)

points and the confirmed current states. These differences simultaneously provide
the data for perception.

If we focus on one of these levels you certainly recognize the general archi-
tecture of the gamma spindle loop with the two paths: a sensory control loop and a
direct motor path. And if we look on the whole architecture we find the reafference
principle, i.e. the anticipation of to be expected reafferences (the set points or
desired states) as well as the ideomotor principle, i.e. the determination of motor
commands by anticipated sensory input, distributed over different levels.

A concrete act will be finally realized by a continuous cascade of sensory control
loops running down from top to bottom und back from bottom to top as well as by
consecutively tuned direct motor activations.

The learning dependent formation of such structures refers to several relations at
each of the different levels [23, 24]: First, representations of states which are worth
to aim at (set points or goal anticipations) are to be distinguished and represented.
Second, it has to be learned which differences between anticipated goals and current
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states are relevant for the determination of set points or goal anticipations on the
respective next subordinated level. For example, it has to be learned how to
determine the postures of the right arm and hand for reaching a certain point in
space. Finally, it has to be learned how to tune the accompanying direct motor
commands according to current differences between goals and states. As a result of
such continuous adaptations of sensory anticipations and motor commands on
different levels of abstraction perception and behaviour might be adopted to each
other so that what is anticipated really happens.

These, of course, are tentative speculations which I think however are worth to
become further elaborated and examined in order to see how far they reach.
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An Epistemological Compromise Between
Actor and Observer

Alastair Hewitt

Abstract The computational aspects of prediction are examined in the context of
anticipation. A practical model using reinforcement learning is presented and
implications about making predictions from within the system are explored. An
argument is put forward that implies the ability to determine the unknown state of a
system (be it a hidden region or future evolution) results in an epistemological limit.
A simple principle is introduced that defines a complementary relationship between
what is knowable and what is mutable. The epistemological aspects of this rela-
tionship are explored in the context of how choice affects what can be known and
therefore what becomes immutable. Some insight is gained into the relationship
between this choice and the irreversibility of the thermodynamic arrow of time.

Keywords Epistemology - Anticipation - Reinforcement learning
Interaction-free measurement

1 Introduction

In the classical view of the world the observer is given a very specialized privilege
in that the world is observed from the outside. Locations and events are described as
if they were placed on a tabletop and examined from above. Even though this
approached is superseded in the context of relativity, the replacement still treats the
world as an object in the form of the four-dimensional block universe.

This objective approach is challenged in the context of Quantum Mechanics
where there is a fundamental issue in maintaining both a realistic and local
description of the world [1]. Even here the conventional notions of space and time
are maintained and events must be connected with an instantaneous connection
governed by a wave function used to describe them as an ensemble.
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This requirement of an instantaneous connection is a side effect of maintaining this
external viewpoint where doing something here has to simultaneously do some-
thing there. There is really no there since the observer is trapped in the here and
more importantly, the now.

To better understand the issue some important facts need to be highlighted: Any
description of reality must be made from the point of view of an observer, since that
is the only point of view available. All observers are embedded within the universe
and are unable to escape and attain a viewpoint from the outside. Finally, all
observers are emergent within the universe and have never been able to attain an
external viewpoint. Based on these facts it seems meaningless to talk about the
universe as a thing that is independent of an observer, or to consider a model where
the world is seen from the outside.

Another important consideration is the notion of space and time relative to the
observer. It takes a finite time to both receive information and subsequently affect an
event in the distance. An observer will see events as they were in the past and affect
events as they will be in the future. Relative to the observer the distant events never
exist in the present; there is only information about what existed, and opportunities
about what may exist. It is important to stress what may exist, since a choice of action
to influence the future may not result in a deterministic outcome. It is only when the
information returns after the fact does the observer know that an action did effect the
future, and only by observing that effect as it now appears in the past.

With limited knowledge about the system being observed the process of
observing, acting, and then verifying the action is highly inefficient. An effective
observer must rely on anticipation in order to close the loop between the observed
past and intended future. Here an intention is required along with a model where
predictions can be made. The prediction is used to select which action best suits the
intention given the information available. Anticipation allows the observer to
interact with the system as if the events do exist in the present.

Finally, the relevance of determinism must be considered. Since we have stip-
ulated only the observer’s point of view is relevant then this has to be examined in
that context. It may seem obvious that practical limitations of what an observer can
access in terms of information will lead the observer to experience nondeterministic
world. But what if the observer had unlimited resources, insight, and control?
Regardless of the capability of the observer there is a fundamental epistemological
tradeoff between what the observer can know and change about the system.

2 Computational Model of Prediction

To better understand how an observer can use an internal model of reality a
computational model of prediction is introduced. This model lacks the requirement
of an anticipatory system discussed by Rosen [2] in that it does not contain a
predictive model of itself. This model will not interact with the predicted system
and remains independent of the system.
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In order to perform a prediction the state of the predicted system must be
decomposable and encoded for use by a prediction strategy. In general, the pre-
diction strategy is a computational process used to determine additional information
about a system when only given partial information about the system. In the context
of a dynamic system undergoing time evolution, the encoded input is the present
state, and the encoded output is a prediction of the future state. The system itself
could be quite complex and varies, so the prediction needs a concern to focus what
type on prediction will be made and what type of information needs to be encoded.

The prediction strategy could be something very simple, essentially always
making the same assumption and outputting the same prediction. The input could
be complex weather conditions, but if the concern was, “will the sun rise five days
from now”, then this sort of prediction strategy could simply encode the prediction
to always be “yes” and be correct. If however the concern was, “will it rain five
days from now”, then the input would need to be processed against a sophisticated
model in order to produce a usable prediction (Fig. 1).

In the diagram above a time evolution is shown as a sequence of events. The
state of the system at time 7, is observed by encoding it as i,. In this example a
prediction strategy denoted as Sy is used to take this input and generate a prediction
of the future state at #,| as the encoded state j, ,. This process can be represented
using the following equation.

Sx : in Hjx,nJrl (1>

One important feature of the prediction strategy is the ability to compute and
encode the prediction before the predicted state is reached. In the diagram the time
when the prediction is made is shown as the time t,,;. The prediction is said to
have utility if this time #,,, is less than the time #,,;. This is represented as a
window of opportunity W, where the prediction can be used to affect the system.

In order to verify the reliability of the prediction strategy S, the accuracy of the
prediction is verified by comparing the predicted state j,.; to the actual state i,
when time 7, arrives. The difference between the predicted and actual state is
denoted as the error dy, and defined as either O if the prediction was correct, or as
1 if the prediction was incorrect as follows.

Fig. 1 Prediction strategy
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5x,n+1 = [[in+1 _jX.ﬁ+1jH (2)

Here the specialized function denoted with the square brackets will map a delta
to either O or 1, where the value O represents no error, else the value will be 1.

[A] : A {0, 1} 3)

This takes into consideration a single prediction and whether it was a successful
attempt to predict the future state of the system or not. To better understand the
overall reliability of a prediction strategy many predictions must be made and the
accumulated error averaged. The reliability of a prediction strategy S, can be
denoted r, and defined as follows:

1S
ry=1- tliné (tZ(Sx.nH) (4)

Here reliability ranges from O for a highly unreliable strategy to a value
approaching 1 for a strategy with almost no errors. It is important to understand
what reliability means in terms of how it relates to the system being predicted. If the
system behaves in a random way then it is easy to assume a prediction strategy is
going to be unreliable and the value of r, will be close to 0. This is not necessarily
the case as can be seen by a simple example: If the system is fair coin toss and the
prediction strategy assumes that every result will be a head then the value of 7, is
going to be 0.5. However, a value like this that is half way does not imply ran-
domness. The system could be “10 fair coin tosses” and the prediction strategy
could be “not all heads”. In this case the reliability is going to be close to 0.999. The
behavior of the system is essentially random and the strategy is very simple, but the
reliability is very high.

To understand the reliability of a prediction strategy and what it reveals about the
underlying system the set of all strategies S must be considered:

S ={5,52,83,...} (5)

Iterating over each prediction strategy in set S and testing the predictions will
generate the set of all reliabilities .

r={r,r,r,...} (6)

The statistical properties of this set are much more interesting in terms of what it
expresses about the predictability of the system. If the system has any kind of
deterministic behavior that can be successfully modeled then there will be a pre-
diction strategy with a reliability of 1. This is the strategy that perfectly predicts the
future state of the system and never generates an error. Conversely the strategy that
computes the opposite of this strategy will have a reliability of 0. The statistical
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range of this set is therefore 1, and in this specific case, a range of 1 indicates that
the system being predicted is deterministic. More generally the predictability P of
the system can simply be defined as the range of reliabilities for the set of all
prediction strategies:

P =R(r) (7)

The predictability of a system ranges from O for a random and unpredictable
system to 1 for the deterministic system described above. In the case of a random
system there are no strategies that are more or less reliable than any other. This can
be further demonstrated by the fact that the set of all strategies must contain the
strategy no strategy, which is simply a random choice in terms of the prediction. For
a random system, every strategy has the same reliability as no strategy.

3 General System Using Reinforcement Learning

A general system is introduced consisting of an agent and its environment. The
agent will interact with the environment and since its actions can be taken into
consideration as part of a prediction strategy, it would satisfy Rosen’s definition of
anticipatory system [3]. The agent utilizes reinforcement learning to analyze the
environment and build a prediction strategy; the agent only requires some simple
initial parameters to guide an interaction with the environment and construct a
detailed model. Such systems [4] demonstrate anticipative behavior by examining
the model and planning actions based on their expected impact.

The agent’s interaction with the environment is through a concern over an
observed state. The environment is encoded via a set of indicators that can have one
of two values, true or false. This finite set of observables O is expressed as follows:

O ={i1,ia,...,in} (8)
Where the value of each indicator is either 1 for true, or O for false.
Vie 0,ie€ {0,1} 9)

An additional set V is constructed to contain the enumeration of all possible
states of the observed system, as represented by the combination of values con-
tained in the set O. Since each element of O is a binary value, the cardinality |V/|
will be 2", where n is the cardinality of the set of indicators |O|. The finite set V is
expressed as follows:

V= {V(hvl,"';vZ”—l} (10)

Each element of the set V can be thought of as a vertex on an n-dimensional
hypercube. The numbering of each vertex is based on the binary number
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representation of the indicators contained by I. As an example, if the indicators
where observed as {0, 1, 1, O} then the state would be represented by the vertex vg.
More formally the value of x is defined as follows:

x= Zliyz%l (11)
o

The hypercube analogy has additional relevance because when a transition
occurs, only one indicator is considered to change at a time. The environment may
contain simultaneous transitions in the indicators, but the indicators are only
observed in sequence, and action is taken based on the first transition to be
observed. As an example, if the observed state is vg, or {0, 1, 1, O}, then only the
states vy, w4, Vo, Vg, or {0, 1, 1, 1}, {0, 1, 0, 0}, {0, O, 1, 0}, {1, 1, 1, O}, can be
observed next. This is analogous to only being about to travel along the n possible
edges between each of the vertices, where n is the dimensionality of the cube.

3.1 Desirability

In order to have a concern about the state of the environment, the agent attaches
desirability to each of the possible states it observes. This desirability is determined
by assigning a value d, to each of the indicators in O, where the value of d,
represents the true desirability of the condition when the indicator i, is true. The
value of d, has a range from O for the least desirable, to 1 for the most desirable.
This is a very simple arrangement, but it does come with some subtleties in terms of
what the desirability represents. The agent will attempt to avoid undesirable states
and by default arrive at desirable ones; therefore a desirability of 0.5 does not imply
the agent does not care to be in the state, but that the agent will avoid this state half
of the time.

Formally the indicators’ desirability will be represented as a vector d as follows:

d
d= df (12)
d,
where the vector d contains an element for every indicator in O.

Vie 0,3d e€d (13)

A function D is used to determine the actual desirability of the current state of an
indicator i, with associated true desirability d,.
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D(iy) = iy © d, (14)

This function is represented by the operator ® and is simply the magnitude of the
sum minus one.

iy ©dy = |iy+dy, — 1 (15)

For example, this means that with a true desirability d, of 0.8, the actual
desirability will be 0.8 when the indicator i, is true, and 0.2 when the indicator i, is
false. This function can be expanded to the set of all indicators represented by the
vertex v, and is represented by:

D(v,) =v, 0d (16)

In this case the operator forms the product when applied to each pair of i in v,,
and d; in d, as follows:

veOd= (ik-l-dk—l) (17)
k=1

The value of D(v,) represents the desirability of the system being in state v,. The
most desirable states are those where the indicators with high true desirability are
true, and the indicators with low true desirability are false.

In order to prioritize the choices available given a specific state of the system v,
the edges connecting that state need to be considered. The adjacent vertices con-
necting the vertex v, can be represented as v, ,, where y ranges from 1 to n. The
value of x for v, when represented as v, , is calculated using a bit-wise exclusive-or
function on the value x with 2 raised to the value of y minus 1 as follows:

Vxy = Vxg2r-! (18)

Using the example from before to consider the vertex vg: when y equals 1, the
vertex Ve is equivalent to v;, the vertex veo is equivalent to vy, the vertex ve3 is
equivalent to v,, and the vertex ve4 is equivalent to vy4.

The edges connected to vertex v, can be represented as the vector v, as follows:

Vx,1
Vx,2
vV, = . (19)

Vxn

Applying the desirability function to each of the elements of this vector results in
the desirability vector d, defined as follows:
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Vx‘l @ d
vio ©d
. (20)

Ven ©d

As can be seen, for every vertex v, there is a corresponding desirability vector
d,. Each of these vectors represents the combined desirability of all transitions from
each state in the system.

3.2 Choice and Strategy

The agent is able to interact with the system by selecting from a set of available
actions. Choosing to take action a, will result in the state of the system changing.
As described before, the state transition will be from the current state v, to one of
the adjacent states contained in the vector v,.

Az Vy— Vyy € Vy (21)

The available choices are represented by the 1 x m matrix C containing m
possible actions.

C:(al ay am) (22)

With a current state of v,, the probability of a transition to the state v,, given a
choice of action a, is defined as follows:

Dxyz = P(Vx - Vx,.v|a2) (23)

The probability of all possible transitions from state v, given action a, is also
represented as a vector. This vector s, ; contains each of the transition probabilities
from v, given action a, as follows:

px,l,z
va2,z

Sxz =

(24)
Pxn—1z

The probabilities in this vector provide usable information about what is likely to
happen from a state v, and given an action a,. Formally, this vector represents the
prediction strategy available to the agent for choice a, when in state v,. The agent
does not simply look for the most probable transition within the strategy and
assume that will happen given the action. Instead the agent compares this vector to
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the desirability of the transitions d, to determine the suitability of the choice. The
suitability is essentially the angle between the two vectors, where the smaller the
angle the better. The closer these vectors are together then the higher the probability
of a desirable transition and the lower the probability of an undesirable transition.
This suitability 0, , can be determined as follows:

dx . Sx,z

9. — G Sxz
COS Uy ; ||dxHHSX’ZH

(25)

The matrix S, can be constructed to contain all of the vectors s, , for the choices
in C. This matrix represents the decision strategy available to the agent for eval-
uating the best choice of action given state v,.

Px1,1 ° Pxlm
S=|: (26)
Pxnl  ° Pxnm

3.3 Confidence and Predictability

In some states there may be a lot of ambiguity in the information represented by the
prediction strategy. In these situations there will be similar probabilities in what
possible transition will occur given an action and the agent will have low confi-
dence in selecting the best action. This is represented as the confidence c,, in
prediction strategy sy,. The confidence is simply the Shannon redundancy [5]
defined as follows:

H,
Cry=1- ==L (27)
: Hmax
where H, ; is the entropy and H,,,, is the maximum entropy:
n
Hy.=— pr,kl 102, prkz (28)
k=1
Hmax - 10g2 n (29)

The confidence ranges from O when the entropy in the prediction strategy
reaches the maximum, to 1 when the entropy is zero. The first situation will be seen
when the probability of all state transitions are identical. The second situation will
be seen when only one state transition can occur, so the probability is either 1 for
this transition, or O for all the others.
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There is a close relationship between the confidence and the reliability of the
prediction strategy discussed in the previous section. It is important to understand
that these two things are not the same however. The prediction strategy reliability
was calculated by averaging the deltas between the expected and actual state
transitions. The system described here relies on reaching equilibrium where the
probability of transition is as close as possible to the desirability of those transitions.

The confidence in a prediction strategy is already a measure of the predictability
of the system. Predictable systems will lead to strong correlations between the
actions and the resulting state transition. Systems that are unpredictable will have
weak correlations and the entropy in the observed behavior will be high.

3.4 Example Implementation

To better understand this general system an example is presented along with some
considerations for implementing a practical agent. In this example the agent is a
simple mobile automaton and the environment is a two-dimensional surface. There
are two observables: a green light, which is considered relatively desirable, and a
red light, which is considered significantly more undesirable.

0= {igreena ired} (30)

The true desirability of seeing the green light is 0.7, and the desirability of seeing
the red light is 0.2.

4= 03] 1)

There are four possible states in the system and the actual desirability of each
state and their transition relationship can be shown as follows:

D(v)) =024 < D(v;) =0.56

! ! (32)
D(v;) =0.06 « D(v;)=0.14

As can be seen, the most desirable state is v; where the agent is traveling towards
the green light and away from the red. Conversely, the least desirable state is v,
where the agent is traveling towards the red light and away from the green. For each
state the desirability vectors are as follows (Fig. 2):

0.56 0.24 0.14 0.06
do = {0.06}’(11 B {0.14}"12 B [0.24}"13 B [0.56] (33)
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Fig. 2 Desirability vectors

To better understand these vectors they are drawn on a diagram above. The
vector e represents the equivocal desirability where there is no preference in
desirability for the next transition and consequently an ambiguous choice. The
further the vectors are away from the vector e the stronger the choice will be. This
can be seen for states vy and v3 where there is one very desirable state transition (v;)
and one very undesirable transition (v).

Two choices of actions are made available, either to turn clockwise, or to turn
counter-clockwise.

C= (acw Aeew ) (34)

So far the practicality of determining the probability of the state transitions given
an action has not been discussed. This is where the agent will build up its
knowledge of the system via interaction. The agent can select actions from the
available choices and then record the resulting state transition. To record these
the agent maintains a tally of the different state transitions observed for each action.
The tally t,, . is simply the number of times the transition from v, to v, has been
observed given the action a,:

ILiyz = N(Vx - Vx,yl“z) (35)

The probability can be calculated from the tally as follows:

Ivyz
Pxy: =w=n . — 36
Y etk (36)

A tallied prediction strategy t., can be constructed from the tallies instead of the
probabilities. This vector points in the same direction as the original prediction
strategy S, and is therefore equivalent since only the angle between the vectors is
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relevant. From here a matrix of tallies for choices can be constructed as the rallied
decision strategy T,.

t)c,l,l e tx,l,m
To=|: - (37)
tx,n,l e tx‘n,m
The entire dataset needed by the agent can be represented as the tallied decision

strategies for each state. These strategies and their relationship in terms of state
transition can be represented as follows:

Ty <« T,
! l (38)
T2 — T3

A final consideration is the initial state of the prediction strategy. To prevent
issues with zeros, the tallies are initialized as 1 so that everything matches the
direction of the equivocal vector e. Also, since there is initially no information in
the prediction strategies, and hence no confidence in the choices, the initial state
represents an equal probability of every transition and therefore initializes with the
maximum entropy.

Consider a sequence of events starting from state vs. In this state the agent is
traveling towards both of the lights and both indicators are registering true. The
agent examines the decision strategy T; and since there is no confidence in the
information the agent must make a default decision. The default decision is the first
choice available in the list of actions, so the agent selects the turn clockwise action.
Assuming the agent turns away from the green light the next transition is to state v,
and the tally 73, is updated by 1.

Once in state v, the decision strategy T, is used and since there is still no
confidence the agent makes another default decision to turn clockwise. The agent
will continue to turn away from the red light and will update the tally ;o . by 1 as
it transitions to state vy. Again, the empty decision strategy T, results in a con-
tinuation of the clockwise turn through state v; and then finally back to the initial
state v3. At this point the agent has collected the following information:

RN
EHE

The information available in T3 can now be used to evaluate the best choice of
action. The suitability 03, between the prediction strategy t3 ., with a vector of

(2,1) and the desirability d; with a vector of (0.06,0.56) is compared to the
suitability Zets .., between the equivocal vector e and the prediction strategy t3 ¢c,.

(39)
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Since 03, is significantly greater the agent selects the alternative action counter-
clockwise and turns back transitioning to state v; again. Using the information
available in T, the suitability 0, ., between prediction strategy t, ., vector (1,2)
and the desirability d; vector of (0.24,0.14) is again seen to be greater than
Zety .., The agent will continue to turn counter-clockwise until it transitions back
to state vo. This time the decision strategy T, contains a lower suitability 0Og
between the prediction strategy to ., vector (2, 1) and the desirability dy vector of
(0.56,0.04) than Zety ... The agent will reselect the previous choice rurn clock-
wise and turn back towards the green light with a transition to state v;. After this
next sequence the information contained by the agent is the following:

BRI
EHE

From this point on the agent will alternate between the states vy and v ; first turning
clockwise when seeing no light and then counter-clockwise when seeing the green
light. The agent must make a choice to turn one way or the other, so will not reside in
any one state. The entire knowledge needed by the agent was garnered by making a
single complete rotation. From this sequence of observations the agent collected all
the information needed to maintain itself in the two most desirable states. If the agent
is moving then it will eventually pass the green light and make another complete

rotation to realign itself again. This cycle will be repeated as the agent passes the
green light and settles into an orbit around the green light whilst avoiding the red.

3.5 Selection Strategy

An additional strategy was used in the example and is now formally introduced as
the selection strategy. This strategy utilizes the decision strategy to evaluate the
choices and determine the best choice of action. In the previous example the
decision strategy was used in very specific way to make a selection: The angle
between the desirability vector and each prediction strategy were compared and the
action considered most suitable (with the smallest angle) was selected. This spe-
cific selection strategy will be referred to as the instinctive strategy.

The instinctive strategy only considers the decision strategy from the current
state of the system. This is similar to an instinctive behavior where a decision is
made immediately without engaging any additional thought. This type of strategy
has the lowest computational overhead and subsequently the lowest latency in terms
of selecting an action.

The agent has access to information not only about the current state but also the
other states of the system. This gives the agent the ability to look ahead and
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examine the decision strategies adjacent to the current state. This type of selection
strategy is referred to as the anticipative strategy. Here the agent iterates though
each of the actions and calculates the suitability as before, but this time the agent
will also visit each of the decision strategies in the adjacent states. Each of the
possible choices in the adjacent states is examined and the sum of the current and
potential future choices is calculated.

Using the example implementation from before, if the current state were v3, then
the agent would start by calculating the suitability 03, and 03 ... The agent will
then evaluate the adjacent states v; and v, and calculate the suitability 0} ¢, 01 cews
and 03 ¢y, 02 ccw. Instead of the suitability of two choices to consider there would
now be eight:

HS,CW + el,cw 93,CCW + gl,cw
Aoy 03,cw + 01,CCW Qoo 03,ccw + Hl,ccw
93,CW + 92,Cw 03.CCW + 02,cw
03,cw + H2,ccw 03,ccw + 92,cc'w

(41)

The anticipative strategy would find the most suitable of the eight choices shown
above and select the action associated with that value. This way the agent does not
just react to the current state, but looks ahead by one-step to find the best choice
based on the current and future state of the system.

The process of looking ahead can be extended beyond a single step. When each
of the states adjacent to the current state is evaluated, the adjacent state to each of
those can also be evaluated. One consequence of anticipation over multiple tran-
sitions is the introduction of circular paths: In the example, starting from state vs,
each of the adjacent states v; and v, will have an adjacent state of v3. It would
appear there is an opportunity to optimize the number of calculations needed to
evaluate the choices since an already evaluated state is revisited. This is not the case
however, since the impact of the previous choice must be considered in the strategy.
The anticipation can be extended to any depth, but since this problem is NP-
complete it becomes extremely expensive in terms of computation resources.

The computational cost of calculating the suitability scales according to the
following:

o(n?) (42)

where 7 is the cardinality of the observables O and a is the depth of the anticipation.
The computational cost of selecting a suitable choice, where m is the cardinality of
available actions C, is stated as follows:

O(maJrlna) (43)

By definition, anticipation is characterized by a > 0 and the instinctive strategy is
simply the special case where a = 0. Since only the current state is examined for an
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instinctive strategy the computational cost of calculating suitability is 1 and the cost
of selection is m, where only the immediate set of the choices are considered.

3.6 Antficipation

One thing not yet discussed is Rosen’s requirement of an anticipative system: The
impact of actions considered by the agent must be incorporated into the predictive
model [6]. This is not relevant for the instinctive strategy, since only the current state
is considered and actions are essentially reactive. There is a requirement to include the
actions of the agent in the prediction strategy when future states are considered in the
selection strategy. The anticipative strategy examines the adjacent states in the
context of those state transitions having occurred given each action. In this case the
agent must make a hypothetical tally against both the action and transition before
evaluating the suitability of the action. To fully evaluate all possibilities the agent
requires n*m copies of the prediction strategy where each copy is updated to reflect the
transition that is being evaluated in the next step of the anticipation. In effect, multiple
prediction strategies are created to evaluate a future version of the system where a
state transition has occurred due to a potential action. The single-step anticipation
detailed in (41) can be illustrated by the following, where the first column of matrices
shows the copies of each possible T3 needed to compute the 8 possible paths:

_[2 1} [2 1}
VIiTVEE gy ol T 2
fow (31 2 1
T N I
21 21 (44)
R i I i
Geew 2 2 21
SR B

It is worth noting that the memory requirement to store these hypothetical
transitions is equivalent to the computational requirement to compute the antici-
pation. This implies that anticipation is not only the most expensive type of
computational problem, but is also the most expensive in terms of space require-
ments needed to perform the computation.

The computational power of an agent utilizing anticipation has a far greater
impact on the system than may be apparent [7]. Consider a living system that is
primarily motivated by survival. A non-anticipatory agent is simply reacting to the
environment as if it was just another coupled component of the larger system. An
anticipatory agent can step ahead of the environment and plan for more suitable
future where survivability is maximized. This simple change in behavior will
separate the anticipative agent from the environment; not only is the agent directing
itself, but directing the environment to benefit its own survivability.
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The control the agent has over the environment also has important implications
for assigning the initial desirability for each observable. The agent is no longer just
reacting to the state of the system but planning the future state as it appears to the
agent. The agent can drive the likelihood of certain states to become more likely if
desirable and less likely if undesirable. An important consideration here is the need
for some kind of inequality in the preference of each state. If the agent sees an equal
desirability in adjacent states then the preferred behavior is for an equal probability
in those state transitions. As the probability reaches equality the entropy of the
system reaches maximum and the confidence in the prediction strategy becomes
zero. Even if states are essentially equivalent, making an arbitrary choice to make
one more desirable than the other will force the system to a predictable and hence
more controllable state.

4 Epistemological Limitations

In the previous two sections a general concept of prediction and predictability is
discussed along with a more practical example of system capable to constructing
and using a prediction strategy. One critical aspect of these models that was not
discussed is the effect that using the prediction has on the predicted system. This is
a simple problem of recursion: In order for the prediction strategy to make a
prediction beyond the first step of the evolution in the system, the prediction
strategy must be taken into consideration as part of the predicted system.

This is a fundamental problem in any system that attempts to use the output of a
prediction strategy. This is not just a limitation in computational resources, or the
ability to model the predicted system outside of the prediction strategy. Consider an
oracle, being the prediction strategy S, that makes a perfect prediction of the future
state of the system. The oracle generates a prediction i, and this is compared to the
state at j,, 1. By definition the delta for an oracle is always zero:

Vn:dp, =0 (45)

However, if an agent is introduced that can affect the system and it chooses to
use the prediction to change the system then a recursive problem is introduced. The
oracle would have to include the actions of the agent, but since the agent is using
the output of the oracle as its decision strategy, the oracle must model itself.

It is important to notice that the prediction is inaccurate only if the prediction is
acted upon. The future state of the system can be known, but the agent is faced with
a choice to use the prediction or not. By acting on the prediction the agent must
change the system that was used to generate the prediction. This change will affect
the accuracy of the prediction, in a sense making the state of the modified system
unknowable. This tradeoff will be expressed by the following epistemological
principle of choice:
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What Is Knowable Cannot Be Changed, What Is Changeable Cannot Be
Known

As discussed in the introduction there is a more important consideration for any
natural system in that any observation must be made from inside the system.
Considering the enormous expense of performing any kind of anticipation, simply
the acquisition and utilization of knowledge has a large impact on the system.
Starting from a set of information about the current state, the future state can be
knowable, but cannot be known without changing the system. The change ulti-
mately represents a choice between keeping the prediction correct, or selecting an
alternative state that must be unknowable (until a selection is made).

Alternatively, if something remains fundamentally unknowable then it can be
changed. This goes beyond simple ignorance on the part of an agent and represents
a real gap in the available knowledge about the system. The ability of the agent to
change the system was taken for granted. The agent is making decisions and
affecting the future state of the system, which is considered to be mutable. The
principle implies that if an event in the past was unknowable then the agent has the
ability to also affect this. This may not seem realistic for a natural system, but under
specific conditions this is possible.

5 Interaction-Free Measurement

The conventional notion of time is that events in the past are know and immutable
and those in the future are unknown and mutable. It is this intuition that leads to the
notion that once an event has happened it is consigned to the past as the history
leading to the present. However, perhaps there are two concepts here that are very
closely linked but ultimately separate. It is possible to construct an experiment
utilizing interaction-free measurement where an event in the past can be changed.
This is only possible under specialized conditions, but is a real effect that dem-
onstrates to some extent the relationship between real knowledge of an event and
the ability to change it.

To explore this we will consider a Mach-Zehnder interferometer that utilizes two
beam splitters: BS; and BS,. Each of the beam splitters is a half silvered mirror
designed to either transmit or reflect a coherent light source. A photo of light has a
50 % probability of being transmitted through the beam splitter or a 50 % proba-
bility of being reflected. The photons are first split by BS; into travelling via either
path A or path A; with a 50/50 probability (Fig. 3).

The arms of the interferometer are adjusted to create an interference pattern at
BS,. Constructive interference with path A, results in complete transmission
through BS,, and destructive interference with path A; results in complete reflec-
tion by BS,. The result is that the detector D, will detect photons with a 100 %
probability and detector Dy will detect photons with a 0 % probability.
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Fig. 3 Mach-Zehnder
interferometer

BS,

Ay

If no observation is made then the photons are considered to pass through the
interferometer in a superposition of travelling down both paths A, and A; simul-
taneously. If a detector is placed within the arms and the photons are observed then
each photon is forced to choose between travelling path Ay or A;.

5.1 Elitzur-Vaidman Bomb-Testing Problem

Elitzur and Vaidman [9] proposed an interesting configuration of this interferometer
in a thought experiment to test a super-sensitive bomb. The bomb is considered to
be so sensitive that a single photon will detonate it, so the bomb detector utilizes the
wave function of a photon to detect the bomb without actually interacting with it
directly. Placing the bomb in one of the interferometer arms and observing an event
where a photon is detected at Dy will confirm detection without interaction (Fig. 4).

Fig. 4 Elitzur-Vaidman ‘
bomb detector :
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Table 1 Outcome given path  pyyy Detection Outcome

and detection -
Ag Do Detection
Ay D, Indeterminate
A, - Detonation

In the experiment the photon will travel down path A; 50 % of the time. In this
situation the photon will interact with the bomb and cause a detonation. The other
50 % of the time the photon will travel down path A, and miss the bomb altogether.
However, even though the photon did not travel down path A its wave function did
and the interference pattern previously established is now disturbed.

Once the bomb disturbs the wave function the previously established interfer-
ence at BS, will now allow the photon to be reflected towards detector Dy. The
photon may still pass through BS, and arrive at D; as previously configured, in
which case the presence of the bomb is unconfirmed, not that the bomb is not there.
In the case were detection is made at Dy then the presence of the bomb can be
confirmed with certainty (Table 1).

The table above shows the outcome given the possible combinations of path
taken by the photon and the detections made. The 50 % probability of detonation
may seem very unreliable for a bomb detector, but this experiment has been per-
formed by Zeilinger et al. [8] and improvements proposed where the probability of
detonation can be reduced to almost zero.

5.2 Elitzur-Dolev Choice of Histories

Elitzur and Dolev [10, 11] proposed an even more intriguing version of the bomb
detector by allowing the superposition in the photon to measure another superpo-
sition. In this scenario multiple atoms are placed in a superposition where the wave
function governing their location overlaps path A; of the interferometer. As before
a photon detection at Dy indicates that an interaction has occurred, however in this
set up the interaction is one wave function interacting with another wave function.
The result is a situation where an interaction has occurred between the photon and
an atom, but there is still a choice in exactly which atom interacted with the photon
after the time when interaction occurred.

To demonstrate this the atoms are prepared in the following superposition: Two
spin 2 atoms, B and C, are prepared in an up spin-x state and then split by a
non-uniform magnetic field M into two z-components, <B,, B> and <Cy, C;> .
The z-components B, and C, are positioned such that they lie in path A; of
interferometer (Fig. 5).

When a photon traverses the interferometer and interacts with one of the atom
there is a chance the photon will arrive at D. Therefore detection at D, indicates an
interaction has definitely occurred between the photon and atom. Interaction with an
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Fig. 5 Elitzur-Dolev choice
of histories

BS,

A

- S
= S

atom is detected by observing a down spin-x state after a non-uniform magnetic
field -M is used to recombine the z-components of the atoms. An atom is selected at
random and the position measured by observing location B or Cy. If the location
reveals an atom then the position information of the other atom is erased by
applying the non-uniform magnetic field -M. The original up spin-x state is always
recovered, so only the observed atom must have been involved in the interaction
(Table 2).

The table above shows the outcome given the possible combinations of path
taken by the photon, the position in atom B, C, and the detections made. The first
three rows show the detection by D,. Out of these three possibilities two out of
three are either By or Cy. As can be seen, when an atom is chosen, two out of three

Table 2 Outcome given Path |B C Detection | Outcome
path, gtom positions, and position position
detection -
Ao By Co Do Interaction
Ag By C, Do Interaction
Ag B; Co Do Interaction
Ao B, C, D, Indeterminate
A By Co - Absorbed by
B
Ay By C, - Absorbed by
B
A B, Co - Absorbed by
C
Aq B, C, D, Indeterminate
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times that atom will show an interaction. The classical expectation would indicate
that any atom chosen at random would have an equal probability of interaction.
However, in this situation there is a 66 % probability that the first atom measured
will be the atom that interacted.

Given n atoms, the probability of an atom chosen at random being the one that
interacted is given by the following.

2n71
2n—1

P = (46)

As the number n gets large, the probability of choosing the correct atom
approaches 50 %. Given a large number of atoms there is a 50/50 chance that a
randomly selected atom would have interacted with the photon, even though the
interaction has already occurred. Most interpretations of quantum mechanics
attempt to preserve some nominal concept of motion and causality, but this result is
highly counterintuitive. To better understand this result a more subtle relationship is
required between what has been determined about the state of this system and what
is still yet to be determined.

In the events where Dy registers detection it is known that one of the atoms has
been disturbed. This is known because Dy can only occur if an atom is intersecting
A has disturbed the wave function. More importantly the detection at D, is
immutable regardless of what other configurations or measurements are made.
What remains unknown is which atom has been affected, even though any one of
these atoms will intersect A; with a probability greater than 50 %.

6 Conclusion

An observer in a natural system must acquire knowledge and perform computation
on a prediction strategy within the system itself. This involves changing the system,
and in the case of any non-trivial system would make some predictions inaccurate.
More precisely, a prediction strategy S, that attempts to make perfect predictions
about a natural system must have a reliability r(S,) that is less than one.
Conversely, a prediction strategy S, will exist that makes the opposite prediction to
the strategy S, and have a reliability r(go) that is greater than zero. If the prediction
strategy S, is as accurate as possible then the reliability of these two strategies will
lie close but not at the edges of the statistical range. This implies that any natural
system, when constrained by internal observation, must appear to be nondeter-
ministic from the point of view of that observer. Furthermore, no prediction
strategies exist beyond the accuracy of S, so the behavior of the system beyond S,
is entirely unpredictable and therefore appears random.
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The limitation in the predictability of the system presents the agent with an
apparent choice. So far choice has been used implicitly in the definition of a
principle, but this choice is in fact a consequence of the principle. First consider that
for a choice to exist there must be more than one possible evolution of the system
and that each of these alternatives must be equivalent. Even if an oracle can observe
the single evolution of a deterministic system from outside the system, an internal
observer will face randomness in the observed evolution. For an internal observer
there is no perfectly reliable prediction strategy available and no way to reliably
distinguish between the potential alternatives when making a selection. The agent is
presented with what is essentially a free choice since no greater insight can be
gained from within the system about the possible outcome of making this selection.

In addition, the act of selection eliminates the apparent choice in the system. The
future evolution of the system can become knowable by the successive reduction in
choices (degrees of freedom) that are available. Each selection reduces an apparent
choice until there are no more choices available. At this point the evolution of the
system is now knowable and cannot be changed; the event has passed from the
future into the past.
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Future Perception in Plants

Ariel Novoplansky

Abstract Although a few of the earliest naturalists, such as Theophrastus, made
concrete observations regarding the sophisticated ways by which plants sense and
respond to their environments, the prevailing attitude toward plants has been based
on the Aristotelian paradigm, that at their low rank, slightly above minerals on
Scala Naturae, plants are mere non-sentient soil-eating blobs. However, accumu-
lating evidence demonstrates that plants are able to not only precisely gauge and
respond to their immediate environments but can also perceive, integrate and
adaptively respond to myriad internal and external signals and cues that are cor-
related with their future environments, in ways that maximize their life-time
performance.

Keywords Environmental cues - Anticipation - Evolutionary ecology - Future
perception - Learning - Memory - Phenotypic plasticity - Plant behavior - Plant
development - Plant signaling

1 Introduction

Discussing future perception necessarily requires dealing with the larger conceptual
framework of learning. Simple learning can be described by its results and
long-lasting implications. We look at learning whenever an early perception of a
stimulus is stored (memorized) and has adaptive bearings on future responses and
functioning. Central nervous systems (CNS’s) are obviously capable of executing
elaborate forms of learning, many of which are unique to their bearers, but here
I present a few aspects of the abilities of CNS-less organisms to perform simple
learning in the service of their improved readiness for anticipated future challenges.
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Perhaps the most common mode of learning in nature is demonstrated by the
process of organic evolution by natural selection. When populations undergo
evolutionary changes, they accumulate and store critical information affected by the
actions of evolutionary forces, such as mutations, selection, migration etc., while
continuously changing their genetic profiles based on their multifaceted interactions
with the environment. Accordingly, each individual organism carries an enormous
amount of information relevant to its functioning, survival and reproduction, which
is the product of its progenitor’s experiences that is stored in its genetic material.
Perhaps trivially but certainly crucially, the only reason that Darwinian evolution is
relevant for the adaptations of organisms to their immediate environments is the
existence of sufficiently high correlation between the past and the present, between
past conditions that have selected for particular genetically-encoded adaptations and
present functional and ecological challenges faced by extant carriers of the same
genetic information. However, the passive nature of “evolutionary learning” is not,
in and of itself, allowing active acquisition and integration of real-time adaptive
information.

Abundant examples show that the carriers of the very same genetic information,
such as identical twins, may differentially respond to various internal and external
signals and cues to adapt to the ever-changing environmental conditions they are
confronted with. Indeed, adaptive responsiveness of organisms to environmental
change or stimuli is ubiquitous amongst all known organisms, regardless of the
level of their structural and functional complexity. This responsiveness is com-
monly called phenotypic plasticity and it may pertain to a wide spectrum of
responses to both internal and external conditions, signals and cues [e.g. 1, 2]. For
example, even a short exposure to ultraviolet-containing sunlight would cause
significant darkening of the skin, a response proven highly adaptive in light-skinned
people. Importantly, much like the level of melanin in our skin, our ability to tan,
i.e. to change melanin concentration, is in itself also genetically-encoded and
greatly vary across human populations [3]. Accordingly, genes encode for both
fixed characters (e.g. all humans have one nose), but also for the quantitative and
qualitative determinants of the character’s environmental responsiveness, i.e. phe-
notypic plasticity. Bold examples for this phenomenon are seasonal change in skin
tone, life-style determination of body weight and height, education effects on L.Q.
etc., many of which are adaptive and all of which are relevant to future functioning
of the responding organism and ultimately- its evolutionary success. Importantly,
while fixed characters only require genetic information (blueprint), all plastic
responses and characters require additional inputs—environmental information that
is acquired by the responding organism. Though active acquisition and integration
of such information requires the action of additional, at time rather sophisticated
and costly perception mechanisms, by no means it has to hinge on mental capacities
or elaborated computation capabilities limited to CNS-bearing organisms [4].

Although phenotypic plasticity is expressed at all organizational levels, from the
molecular to the organismal, the subject of most ecological and evolutionary studies
is developmental plasticity, whereby organisms change their size, morphology and



Future Perception in Plants 59

architecture in response to internal and external stimuli [5]. Although develop-
mental plasticity plays a major role in the adaptation of both animals and plants
[e.g. 6, 7], it has an emphasized adaptive importance in sessile organisms such as
plants, in which limited motility prevents sufficiently-rapid avoidance of stressful
conditions (e.g. competition, predation) or efficient foraging for ecological oppor-
tunities (e.g. finding and utilizing patches of high resource levels, shelter, repro-
ductive partners). It is for such slow-moving organisms that plastic responsiveness
pertaining to future conditions is so critically important. As plastic responses—
especially those related to the development of tissues and organs and to resource
allocation and translocation—require substantial time, useful information must be
relevant to the future environment and conditions that the organism will eventually
functions in [4, 8]. This principle is ubiquitously important for any decision-making
system, yet it is especially crucial when organisms are functioning in game settings,
i.e. when antagonistically confronted by competitors, pathogens and predators, the
responses of which strongly depend on the responses of their counterparts [9, 10].

Here, I shortly describe a few examples for the ways brainless plants are able to
not only plastically respond to a variety of environmental signals and cues but to do
it in ways that improve their survival, functioning and reproduction in the context of
their anticipated growth conditions.

2 Modes and Implications of Future Perception in Plants

2.1 Mild Predicts Acute, Minor Correlates with Major

Perhaps the simplest-possible type of future perception is based on autocorrelations
commonly demonstrated by episodes of stress or opportunity. More often than not,
a mild stress progresses in time or space into a full-blown stress. For example, in
temperate regions, occurrences of sub-optimal temperatures at the end of the growth
season are tightly autocorrelated with further decreases in temperature and the
approaching of the fall and winter, which are not only less suitable for biological
activity but can be detrimental for an oblivious plant. Similarly, in Mediterranean
and arid regions, an occurrence of a mild drought or salt stress typical to the spring
is tightly autocorrelated with forthcoming occurrences of severe and
potentially-detrimental droughts and saline conditions in the subsequent summer.
Accordingly, where such environmental correlations are sufficiently tight, selection
prefers those genotypes that not only respond to the current stress levels, but that in
response to mild stresses “over-respond” in preparation for a forthcoming severe
stress. In some cases, a short or mild exposure to stress initiates limited or no
apparent stress response but triggers an elevated readiness (coined priming) to
forthcoming stress. For example, following an earlier exposure to sub-acute drought
[11] root competition [12] or salinity [13], plants are quicker and stronger to
respond to subsequent severe stresses, and following an early mild insect herbivory,
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some plants produce defensive insect repelling toxins more swiftly and vigorously
[14; see 2.4].

2.2 Pure Signals and Cues: Non-functional Proxies
Jor Functional Utilities

Pure signals and cues are internal or external entities that bear information related to
biologically-relevant processes but that, in and of themselves, do not necessarily
serve any relevant biological function [15]. Providing a sufficiently-tight correlation
between early quantitative or qualitative discriminants of such pure signals or cues,
and forthcoming conditions, their perception can help organisms to better prepare in
anticipation for future states. Here I touch on a few examples for the sake of
demonstrating the mode of operation of such predictive systems.

Hormone Action and Resource Allocation. Plants demonstrate significant
adaptive phenotypic plasticity in most aspects of their functioning, with often dra-
matic environmentally-induced modifications to their size, shape and relationships
between their parts and organs. A common plastic response involves increased
allocation to a successful organ, at times at the expense of other, less fortunate organs
on the same plant [16]. Increased resource allocation to a branch involves the
development of additional vascular strands (pipes) that allows improved supply of
water and minerals from the roots and more sugars and other photosynthetic prod-
ucts from that shoot to the roots. Can a brainless plant judge which of its branches are
more successful and can it allocate its limited resources to the most promising (i.e.
having higher probability of future success) branch? Auxin is a hormone that is
responsible for numerous signaling pathways in the plant [17]. When minute fluxes
of auxin flow through primordial (i.e. cambium) or partially-differentiated plant
tissues (e.g. parenchyma), they induce them to differentiate into vascular strands.
When a young shoot is growing, it is producing and emitting increased fluxes of
auxin that flow towards the roots while inducing the formation of new vascular
strands between the roots and the developing shoot. This, in turn, increases the
supply of water and minerals from the root while delivering to the roots increased
quantities of sugars. This simple system is based on a positive feedback, whereby
success bestows success and failure bestows demise...; where further shoot growth
is accompanies by increased production of auxin that induces the differentiation of
even more and larger vascular strands towards the growing shoot, which conducts
greater fluxes of auxin and sugars to the roots etc., all in the service of the devel-
opment of the successful shoot and if resources are limited—at the expense of
resource allocation to less successful shoots on the same plant [18]. Rather than a
resource or a structural element, and much like most other hormones- auxin serves as
amere carrier of information from the shoots to the rest of the plant. Its concentration
and flux are proxies for the potential future success of the emitting shoot [19].
Interestingly, various plant parasites, such as aphids, the existence of which depends
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on plant metabolites, have evolved to produce cues that imitate auxin signaling,
cheating the plant into directing precious resources toward them, at an obvious
functional cost to the plant [e.g. 20].

Light Cues. Amongst the most studied anticipatory systems in plants are those
responsible for the perception of light cues correlated with ecologically-important
functions. Photoperiodism depicts the plant’s responsiveness to the relative lengths
of light and dark periods within a day. In response to specific lengths of the dark
period (night), plants alter their growth and resource allocation, flowering and
reproductive timing, shoot elongation, architecture, rooting patterns etc., in ways
that best match the anticipated forthcoming season [21]. For example, many
temperate deciduous trees integrate both (low) temperatures and (long) dark pho-
toperiodic cues to initiate leaf fall in anticipation of the cold season [22]. In some,
leaves turn colors when conditions are still suitable for growth (at the significant
cost of lost growth), to facilitate orderly evacuation of precious resources, such as
proteins and sugars, into the protected parts of the root and trunk, where they are
safely stored for future use in the following spring [23]. Some Mediterranean
annual plants require long nights (short days) to germinate in anticipation for the
forthcoming rainy growth season [24]. Many plants will only start flowering after
perceiving certain photoperiodic cues. While some winter-flowering “short-day”
plants, such as Chrysanthemum, Poinsettia and Christmas cactus, require nights
longer than 12 h to commence flowering, “long-day” plants, such as dill and
spinach, only flower if perceiving short nights that indicate the approaching of the
spring and summer. Notably, some plants, such as Campanula medium, initiate
flowering only when a sequence of short days is followed by long days, ensuring
blooming in the spring and not in the fall. Similarly, other plants, such as
Bryophylum and Cestrum, secure early fall flowering by requiring a sequence of
long photoperiod followed by short-days [21]. The latter examples demonstrate the
ability of plants to perceive and integrate multiple environmental cues over long
periods and to gauge changes rather than mere absolute levels of environmental
variables, all in preparation for the anticipated season most suitable for their
flowering and reproduction. Here too, the length of the night, is neither a resource
nor a functional entity in itself, (the differences in the length of the daily photo-
synthetic period does not play a role here), but rather a reliable proxy for critical
weather variables, the direct gauging of which, due to their statistically-noisy
nature, would convey much less reliably predictive information [25].

Anticipating Competition. Competition is one of the most important selective
forces in nature. Because most plants have the very same requirements for water,
minerals and light, competition for these resources can be intense. Photoreceptors
enable plants to monitor their light environment, to gauge and differentiate to what
extent they are shaded by other plants or by (usually less threatening) inanimate
objects, and most-importantly- to anticipate imminent shading [26]. Sun-loving
plants, typical to open habitats, respond to vegetative shade through stem elonga-
tion, increasing their probability to escape the shading of their neighbors [27]. This
well-known response, often coined the “shade avoidance syndrome”, comprises
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both avoidance and confrontational behaviors; plants that succeed in lifting their
canopy above their neighbors both avoid competition and actively shade their
neighbors [28]. In contrast, plants typical to shaded understory environments do not
compete for light, but rather adapt to tolerate the shade of their much larger (usually
canopy trees) neighbors [29]. But how can plants decide when to avoid, confront or
tolerate shade? Plants have several light-responsive mechanisms that enable them to
detect both light intensity and quality (i.e. spectral composition). Photosynthetic
light comprises photons with wavelengths ranging from 400 to 700 nm.
Longer-wavelength photons pass through or reflect from the vegetative canopy.
Thus, light that passes through or reflects off leaves is depleted in photosynthetic
light (400-700 nm) and is relatively rich in non-photosynthetic far-red light
(>700 nm). Phytochromes are a group of photoreceptors that detect red (photo-
synthetic) and far-red (non-photosynthetic) light and are particularly important for
the perception of day length (see above), and the perception of other plants.
Phytochromes exist in two alternative conformations that predominantly absorb
photons at 660 (red) or 730 (far-red) nm. When absorbing red photons, phyto-
chromes change their conformation into a form that predominantly absorbs
(non-photosynthetic) far-red light, known as Pfr. When Pfr absorbs far-red light, it
switches back to a conformation known as Pr that predominantly absorbs (photo-
synthetic) red light. Thus, phytochromes serve as sensitive sensors, precisely
gauging the ratio between red and far red light (red/far-red), which is a very precise
proxy for the presence of neighboring plants and for probable future competition
for light [30, 31]. In contract, the shade of inanimate objects, such as dead plant
tissues or rocks, is spectrally neutral, i.e. causing similar reduction in light across all
spectral ranges, which does not affect the phytochromes’ conformation. Although
sun-loving plants do respond to neutral shade, they are much more responsive to
low red/far-red ratios that indicate future competition for light, even when their
neighbors are still far or small [26, 32]. Plant responses to low red/far-red ratios
affect multiple aspects of plant development and behavior, including inhibition or
delay of seed germination, increased stem and leaf elongation, leaf movement to a
more vertical orientation, decreased number of branches and accelerated flowering
[31]. Similarly to photoperiodic cuing (see above), red/far-red ratio in and of itself
does not serve any photosynthetic function, but rather acts as a reliable proxy for
forthcoming light competition [30]. Some plants with a prostrate growth habit can
anticipate neighboring shading and orient their growth direction to avoid it even
before the occurrence of any photosynthetic shade. A nice example is presented by
young seedlings of the common purslane that grow and branch in ways that min-
imize both self-shading and anticipated shade from neighboring plants [32]. When
young, these plants avoid growing towards directions from which they perceive low
red/far-red ratios, even when that means growing toward directions from which
they receive less photosynthetic light. This means that for young purslane seedlings,
future light competition might be more important than current levels of photo-
synthetic light, i.e. rather than opportunistically maximize present absorption of
photosynthetic light, these plants are able to perceive and integrate directional
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spectral cues and respond in ways that maximize their expected total long-term light
absorption and growth [33].

2.3 Trajectory Perception

A potentially informative source of anticipatory information is the spatial and tem-
poral gradient trajectories of resources, signals and cues. Environmental gradients
often exhibit predictable and tightly autocorrelated trajectories that can be infor-
mative of future conditions. For example, Calendula arvensis and Phlox glandiflora
developed larger canopies and produced more seeds when provided with increasing
rooting volumes than when growing in the largest yet constant rooting volume [34].
A similar phenomenon was exhibited when studying resource allocation to roots.
Young pea plants were grown so different roots of the same plant were subjected to
variable temporally—dynamic and static homogeneous and heterogeneous nutrient
regimes. When given a choice, plants not only developed greater root biomasses in
richer patches; they discriminately allocated more resources to roots that developed
in patches with increasing nutrient levels, even when their other roots developed in
richer patches. These findings demonstrate that rather than responding to mere
absolute resource availabilities, plants are able to perceive and integrate information
regarding dynamic changes in resource levels and utilize it to anticipate growth
conditions in ways that maximize their long-term performance [35].

2.4 Eavesdrop on Thy Neighbor

An important source of information regarding forthcoming growth conditions can
come from neighbors. Many animals produce warning signals, aimed at their kin,
group or flock members regarding imminent dangers, which is usually related to
predators. Growing evidence shows that damaged or stressed plants produce and
release various volatile chemicals and root exudates that are perceived by their
neighbors [36]. Whether these chemicals have evolved to elicit responses in the
emitting plant itself or in other individuals remains an interesting open question, but
it is clear that plants can eavesdrop on each other and adaptively respond to various
cues correlated with imminent damage or stress. Some of the emitted compounds
may have evolved primarily to convey information to herbivores and/or the enemies
of the herbivores. For example, wild potato can produce an aphid-alarm hormone
that repels herbivorous aphids, and many plants respond to herbivory by producing
volatile compounds that attract parasitoid or predatory arthropods [37]. In a classic
study, Karban et al. [38] compared tobacco plants that naturally grew near sage-
brush shrubs that had been mechanically wounded or not. The tobacco plants that
grew near the wounded sagebrush produced elevated levels of a few insect repel-
lents and demonstrated a lower level of herbivory compared with control plants that
grew near undamaged sagebrush plants. This results indicate that some information
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(warning cues) had been transmitted from the wounded sagebrush to the undam-
aged tobacco plants and helped the latter to prepare for an imminent herbivore
attack. As defensive responses involve increased allocation of various metabolites
and energy to the production of expensive metabolites and defensive organs, such
responses may cause significant performance costs and reduced growth if the plant
is eventually not attacked. These costs give a selective advantage to plants that in
response to warning cues do not generate the maximal level of defense response
but, instead, go into a primed state (see above), i.e., increase their readiness to a
future attack. Such priming usually involves the accumulation of signaling inter-
mediates and precursors of defensive compounds that enable faster and more
vigorous response if and when the plants are attacked in the future. Such priming is
also costly but it is much less expensive compared to an all-out defensive state [14].

Recent studies demonstrate that plants are able to eavesdrop on drought stress cues
emitted from their neighbors. Plants such as pea, buffalo and Bermuda grasses, among
others, were subjected to drought while neighboring unstressed plants could exchange
with them different cue combinations. Shortly after drought induction, significant
defensive drought responses (e.g. closure of the stomata) were observed in both the
stressed plants and their nearest unstressed neighbors but these responses were only
apparent in unstressed neighboring plants that shared their rooting space with the
stress plants [39]. Further investigation revealed that a short exposure of unstressed
plants to root exudates of drought-stressed plants significantly affected their readiness
and increased their survival when exposed to a long subsequent periods of drought
[Mauda et al., in prep.]. The evolutionary rationale for the responsiveness to warning
and stress cues is rather straightforward. Plastic responsiveness to anticipatory cues
regarding imminent challenges can help plants to avoid potentially-significant costs
associated with constitutive, genetically-deterministic adaptations ([ 14 and references
therein). In the cases of herbivory and drought stress, both constitutive and induced
adaptations may incure costly allocation to specific attributes [e.g. 40], which might
limit plant performance under benign conditions [39]. It is therefore expected that
unstressed plants that perceive stress cues also incur long-term costs related to stress
priming, which may be manifested under benign conditions. Weighing the potential
costs and benefits, the prevalence and strength of plastic responsiveness to commu-
nicated warning and stress cues are expected to depend on the reliability of the stress
cues and thus to positively correlate with the coefficient of correlation between
incidences of anticipatory stress cues and the probability of subsequent occurrences of
herbivory or stressful conditions [4, 41]. Regarding drought stress, it can be expected
that responsiveness to anticipatory cues is more prevalent in plants that live where
early or sub-acute drought or salinity incidences are tightly autocorrelated with sub-
sequent occurrences of severe drought or salinity. Similarly, elevated responsiveness
to communicated stress cues is expected wherever tight spatial autocorrelations exist
in drought or saline conditions, which is expected to be common near and around
seasonal or fluctuating bodies of fresh or brackish water [42].

While the selective value of plastic responsiveness to warning cues is rather
intuitive, the adaptive rationale for emitting warning and stress cues is much less
obvious. A trivial reason for the emission of honest stress cues might be related to
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direct and unavoidable damage caused to plant tissues and the consequential
leaking of various metabolites that serve as reliable stress cues for the eavesdrop-
ping neighbors. Indeed, such an apparent mode of cuing has been demonstrated in a
few prey—predator systems, where chemical cues emitted from the excrement of
predators or prey wounds were perceived by conspecific prey as warning signals
[e.g. 43]. Although this explanation might be feasible for the case of herbivory, it
might not account for the communication of drought stress cues. The fact that
communicated unstressed plants were as affective as stressed plants in inducing
stress responses in other unstressed neighbors suggests that the communication and
relay of drought cues are not based on the emission and perception of damage
products alone. Alternatively, the emission of drought stress cues might be related
to direct or indirect selective advantages conferred to the emitters of stress cues. For
example, the emission of warning and stress cues could be beneficial, in spite of
costs related to helping potential competitors, in large or highly sectorial plants [e.g.
44], where direct internal communication is not efficient or possible [45], or in large
clonal plants, where the spatial distribution of plant parts increases the probability
of tighter neighborhood between members of the same clone or family [46, 47].

2.5 Trans-Generational Inheritance

According to the classic model of genetic inheritance, the information transmitted
to the offspring is nullified from all somatic states and experiences and is limited to
the information encoded in the DNA based pairs [48]. Although this scheme is
mostly correct, accumulating evidence demonstrates that parental developmental
and environmental experiences can have significant adaptive effects on offspring
[49]. Delving into the properties and implications of epigenetic inheritance is
beyond the limited scope of the present essay but a discussion of future perception
in plants cannot be complete without touching on a few examples.

Due to the vast temporal and spatial variability in growth conditions, natural
selection favors mechanisms that allow plants to avoid unfavorable conditions. In
many plant species, predominantly those inhabiting extreme and less predictable
environments, seed dormancy decreases the risk of extinction during catastrophic
growth seasons [24]. By spreading seed germination over multiple seasons, plants
can significantly increase the probability that at least some of their offspring will
successfully complete their life cycle [50]. In addition, a tighter accounting for
anticipated probabilities of success is achieved in many plants by utilizing ger-
mination induction mechanisms that rely on environmentally-relevant inputs, such
as photoperiod (see 2.2), minimal wetting periods of the seeds, which in contrast
with sporadic summer rains is tightly autocorrelated with the approaching of the
rainy season, nutrient availability, salinity, etc. [51, 52]. Interestingly, recent studies
found that in a few desert plants, seed germination was significantly affected by the
maternal environment. Specifically, the more seeds mother plants produced, the less
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probable was the germination of these seeds in the following growth season. The
ecological rationale for this phenomenon may reflect selection on and by the mother
plants. Seeds that are produced in a favorable season are more likely to belong to a
larger and denser cohort of siblings, the concurrent germination of which would
create increased levels of sibling competition that, in turn, could drastically
decrease the cumulative reproductive success of their mother. Under such condi-
tions, it is easy to see why natural selection would favor plastic, maternal-controlled
seed dormancy [53]. The precise mechanism of this maternal effect is yet unknown
but it might involve the differential deposition of maternally-produced germination
inhibitory substances in the seed tissues, which is well documented in other cases
[54], without necessarily involving the offspring’s strategy. The following example
demonstrates a clear case of adaptive maternal activation of offspring metabolism.
In what seems to be a clear, and now classic, case of maternal epigenetic trans-
mission of ecologically-relevant information, Agrawal et al. [55] demonstrated that
an exposure of wild radish plants to a mild herbivory not only induced a few
defensive responses (see 2.4), but also caused their offspring to be better defended
against herbivory, compared to offspring of control untreated mother plants.

3 Conclusions

Compared to most animals, plants are rather limited in their ability to move away
from harm’s way, and instead have evolved impressive abilities to plastically adjust
in response to changes in their environment. However, as developmental changes
require time, mere responses to existing conditions can cause costly mismatches
between the plant’s phenotype and the environmental changes it is attempting to
trace [4]. In addition, as plants are almost invariably subjected to antagonistic
biological interactions with competitors, predators and pathogens, inevitable eco-
logical and evolutionary arms races develop, whereby the involved parties
(plant-plant, plant-predator, plant-pathogen) can gain significant advantages by
preempting their opponents and incur significant costs and lower survival if not
keeping up with the moves of their counterparts [9, 10]. Accordingly, natural
selection strongly favors the utilization of mechanisms that allow the perception and
integration of diverse cues and signals that are correlated with anticipated condi-
tions. From the standpoint of the individual plant, or of any other organism for that
matter, the origin and purpose of the emission of such predictive information is
totally irrelevant. Whether the information is delivered to a single developing organ
via a hormone from other organs on the same plat [see 2.2; 19], by an entire plant
via spectral signals or volatile chemicals from neighboring plants [see 2.2; e.g. 14,
30], or from various abiotic patterns [see 2.3; 35], the value of any information
would only depend on its relevance and reliability. While the great majority of the
predictive information is passively transmitted via genetic inheritance (see 1),
substantial specific and detailed information is actively perceived and integrated by
individual plants, using simple learning and memory utilities. While the
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mechanisms of these information integrators are mostly unknown, some studies
suggest that they are at least somewhat similar to mammalian CNS [56].

It is suggested that better understanding of plant perception and anticipative
adaptations to future conditions can be utilized to improve agricultural protocols
and technologies. For example, putting to work the knowledge about plant
responsiveness to red/far-red spectral cues, Novoplansky et al. [57] were able to
develop greenhouse covers that converted some of the blue and green light into
additional red light and increased red/far-red ratios. Plants growing under such
covers interpreted their highly competitive environment as less competitive and
developed significantly more flowers compared with plants that developed under
unmodified light, which wastefully allocated larger proportion of their resources to
competitive organs at the expense of flowering. With this understanding in mind,
future genetic engineering can be aimed at the development of plants that are less
sensitive to red/far-red cues (e.g. by partially blocking phytochrome responsive-
ness; see 2.2), enabling improved resource allocation and increased agricultural
yields [57]. Similarly, genetically manipulating the responses of plants to stress
cues emitted from other plants could increase plants’ tolerance and reduce the
economic costs caused by pests or abiotic stresses.

In summary, recent studies suggest that even the most rudimentary organisms
are capable of performing a variety of surprisingly sophisticated behaviors. The fact
that plants are able to anticipate future conditions nicely demonstrates that com-
plicated environmental interactions, behaviors and even adaptive learning and
memory can be attained using relatively simple physiological and morphogenetical
controls, without the involvement of mental CNS-based processes or other
centrally-governed information processing systems. Deciphering the mechanistic
aspects and functional implications of these intriguing abilities is not only an
important scientific challenge, it is also presenting a fascinating and sobering
intellectual journey questing a deeper understanding of our position on the tree of
life.
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Certain and Uncertain Futures
in the Brain

Daniel S. Levine

Abstract A variety of brain imaging and single-cell results on anticipation in
neural systems is reviewed. The broad categories of neural processes under con-
sideration include (1) anticipation of intended movements, both what movements to
perform and when to perform them; (2) anticipation of rewards and punishments;
(3) certainty or uncertainty of anticipated outcomes. These literatures are mostly
separate from each other and so a general network theory of anticipation and
prediction in the brain has not yet emerged. Yet there are now many sophisticated
neural network models available that unify perceptual, behavioral, and valuation
data, and in the next generation these models can integrate the neural data on
anticipation.

Keywords Anticipation - Future - Prediction - Brain - Uncertainty - Prefrontal
cortex + Emotion

1 Memory of the Future

The evolution of greater complexity in primate brains has required elaborate brain
representations of future events. This includes encoding of future actions that the
organism intends to perform, both the actions themselves and the times they are to
be performed. It includes encoding of the anticipated consequences of those actions,
as well as anticipations of other future stimuli the organism expects to experience.
Those consequences and future stimuli could include rewards or punishments, or
they could be emotionally neutral. Also, there could either be certainty or uncer-
tainty about what future events will occur, and if there is uncertainty a rough
estimate of the probability of occurrence may or may not be available.
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Hence the anticipatory system in the brain has to include interactions between
representations of intentions, projected time, expectations, emotions, and proba-
bilities. We do not yet have a systematic neural network theory that links all these
elements and the known functions of brain regions. Yet a combination of animal
single-cell and human brain imaging studies enables us to develop partial
hypotheses about each part of the system. Clearly the human development of
language makes available to our species a much more elaborate schema for
anticipation than is available to non-human animals. Yet some of the key elements
of anticipation seem to be present at least in monkeys and apes, as shown by the
development of the prefrontal part of their association cortices and the “expectancy
waves” of prefrontal origin that have been measured.

One of the first seminal articles dealing with anticipatory brain representations
was written in 1985 by the neuroscientist David Ingvar, who coined for these
processes the widely used term memory of the future [1]. What Ingvar meant was
“the action programs or plans for future behaviour and cognition. As these pro-
grams can be retained and recalled, they might be termed ‘memories of the future’.”
(p. 127) Later investigators (e.g., [2-4]) have given such stored memories of
planned future actions the more prosaic term prospective memory.

Ingvar located these action programs in the prefrontal cortex, based on the work
of Joaquin Fuster and several other investigators, much of it summarized by Fuster
[5-7]. This work included deficits of prefrontally damaged patients and monkeys on
delay tasks that required linkage of events across time. They also included obser-
vations of a slow negative EEG wave when a human or monkey has experienced
one stimulus and is waiting for a second stimulus; this expectancy wave, called the
contingent negative variation (CNV) was first observed in humans [8] and later in
monkeys [9].

Fuster [10] listed three overarching cognitive functions of prefrontal cortex that
are important for linking events across time. These functions are “short-term
memory, preparatory set, and control of interference” (p. 169). At the time he wrote
there had been only a few studies of blood flow in the brain during cognitive tasks,
and the fMRI methods commonplace today had just barely been developed, so it
was hard to link each task definitively with a particular frontal lobe region. Yet
Fuster was able to assign short-term memory largely to the dorsolateral prefrontal
cortex (DLPFC; Brodmann areas 9 and 46 of the cortex) and control of interference
to the orbital and medial prefrontal cortex (OMPFC; areas 11 and 12), and these
assignments have stood the test of time. More recent imaging studies (e.g., [4, 11])
have suggested a role in preparatory set for the furthest forward part of the frontal
lobes or rostral prefrontal cortex (tPFC; area 10), also known as the anterior
prefrontal cortex or the frontal pole. Fuster [10] saw these three functions as
interrelated parts of the overarching function of “mediating cross-temporal con-
tingencies.” Since that article was written, there has been considerable work on the
specific functions of prefrontal subregions, but less work on integrating all these
function into an overall theory of prefrontal involvement in anticipation. In part this
reflects that fMRI tends to say more about separate regions than it does about their
interactions. In part it also reflects the reward structure of the scientific research
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community, whereby short-term measurable results yield both grants and publica-
tions at a faster rate than do broad theoretical studies. This paper will review some
of the literature on all these segments of anticipation and make a few tentative
suggestions about their interrelationships.

2 Hierarchies in the Prefrontal Cortex

Fuster [10] proposed that processing of intended motor actions in the cerebral
cortex is roughly parallel to the processing of sensory stimuli except reversed in
time, with high-order association areas that form the intention to act projecting to
motor areas that gradually become more and more specific about what actions to
perform. Again, recent studies have largely supported this theoretical proposal (see
[12] for a partial review).

A considerable number of recent fMRI studies (e.g., [11, 13—15]) have shown
that different parts of the prefrontal cortex encode different levels of abstraction,
both of stimuli and of intended behaviors. Roughly the hierarchy goes from less to
more abstract as one moves further forward in the lateral portions of the PFC.

Clearly the prefrontal machinery that has evolved in humans, and to a lesser
degree in other primates, enables far more abstraction, and thereby anticipation,
than is available to other animals. Christoff and Gabrieli [11] note that the rostral
(particularly rostrolateral) PFC (RLPFC) is the final terminus of this abstraction, so
there are limits to the amount of abstraction that can occur even in humans. Yet we
have not discovered to this date what those limits are, and fMRI studies have
uncovered neural substrates for a great many of our complex mental capabilities.
For example, Christoff and Gabrieli found evidence that the DLPFC deals with
working memories of external events while the RLPFC deals with working
memories of internal events, such as intentions. Schubotz [16] notes that the rostral
PFC (rPFC) connects to other prefrontal areas involved in monitoring actions [17]
and in retrieval from both semantic and episodic memory [18]. She concludes that
the rPFC is of major importance in prospective memory due to its ability to link
together two or more different cognitive processes operating simultaneously
(see also [19]).

A further advance was the fMRI study of Momennejad and Haynes [4], which
uncovered evidence that the rostral PFC encoding of intentions could be decom-
posed into the What and When of future actions. These researchers gave their
subjects a task which involved classifying a display of a number by color (red or
green), parity (even or odd), and value (larger or smaller than 5). The subjects were
told to perform the color classification but also told that after a certain time (either
15, 20, or 25 s) they had to switch to another classification task (either parity or
value). Momennejad and Haynes used a general linear model to fit activation of
different brain areas to the possible time delays (which the subject had to store
internally, as they were not given feedback about when that time had passed) and to
the possible second tasks. This model showed that different parts of rPFC stored
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“what” and “when” during the color task, and then the pattern of activations
changed during the second task that followed.

Another brain region that has long been associated with working memory is the
hippocampus. Buckner [20] reviews evidence that in addition to consolidating new
memories of past events, the hippocampus and its connections to prefrontal and
other areas of cortex are active when people envision future events. The hippo-
campus seems to replay event sequences including novel combinations of events,
and to facilitate predictions about future events. Moreover, hippocampally damaged
amnesics show an impoverished ability to imagine the future.

3 Anticipation and Emotion

Anticipation often includes an expectation of a potential reward or punishment,
combined with the degree of certainty that this reward or punishment will ensue. To
this date there has been a considerable literature on the anticipation of reward or
punishment, but this literature has been largely separate from the literature on
anticipation involved in cognitive tasks. This reflects in part the continuing
culturally-based tendency to regard the emotional and cognitive realms as separate,
or even mutually antagonistic, in spite of overwhelming evidence that emotion and
cognition are deeply interlinked in the brain. Specifically, Pessoa [21] notes that the
lateral prefrontal cortex, sometimes considered “cognitive” by contrast with the
“emotional” orbital PFC, is actually an important area for cognitive-emotional
interactions, if only because emotional stimuli have a selective advantage in the
competition with other stimuli for working memory storage.

The neurotransmitter dopamine is known to have a strong connection with
reward, not so much in the actual feelings relating to receiving or expecting a
reward but in the energizing of behaviors and actions that lead to reward [22].
A series of seminal single-cell studies on monkeys by Wolfram Schultz and his
colleagues (e.g., [23, 24]) showed that dopamine also plays a major role in the
anticipation of reward. Schultz and his colleagues have found that in the course of a
typical conditioning experiment where a previously neutral stimulus is paired with
reward, in the early stages dopamine nuclei in the midbrain experience a burst of
firing when the reward occurs. After a period of training, however, these same
dopamine cells burst in response to the conditioned stimulus and not to the reward
itself. Also, in extinction trials when the conditioned stimulus is presented and not
followed by reward, these dopamine neurons experience a dip in responding.

The subcortical region that particularly receives reward-related dopamine inputs
is the ventral striatum of the basal ganglia, in particular the nucleus accumbens.
This region plays a particularly important role in a combined EEG and fMRI study
of reward anticipation by Plichta et al. [25]. Plichta and his colleagues found a
network of interrelationships between the ventral striatum, thalamus, and supple-
mentary motor area of the cortex in humans anticipating a monetary reward. These
interactions included the contingent negative variation (CNV) EEG which could be
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predicted by a combination of thalamic fMRI response and top-down regulation
from the supplementary motor area to the two subcortical areas.

Also, many studies show that the DLPFC (Area 46), sometimes carelessly
regarded as a more “cognitive” than “emotional” area, is key to the anticipation of
rewards or punishments. Leon and Shadlen [26] gave monkeys a working memory
task in which they received a water reward for eye movements toward the location
of a previously lit target stimulus, with the color of the fixation point indicating the
size of the reward they would receive. A significant number of DLPFC neurons
responded more strongly to a larger reward, as long as the target was in the neuron’s
visual receptive field. Watanabe and Sakagami [27] found that neurons in the lateral
prefrontal cortex (which part unspecified) responded to both the cognitive and
motivational context of stimuli.

One of the possible motivational roles for DLPFC is due to its influence on
dopaminergic nuclei in the midbrain [28]. But more importantly, the DLPFC as a
working memory region needs to integrate motivational and emotional information
with other forms of information, and in large part performs that function through
inputs from the anterior cingulate (ACC; Brodmann area 32), another key area for
integrating cognitive and emotional information [29, 30]. Medalla and Barbas [29]
also found strong excitatory connections from ACC to the tPFC (area 10) which
could play a role in deciding between the demands of multiple tasks.

This integrated system enables emotional information, and information about the
anticipated reward or punishment value of different classes of stimuli or actions, to
be represented at each of the levels of abstraction indicated by different parts of the
lateral PFC. Dias, Robbins, and Roberts [31] previously found that OMPFC and
DLPFC both make affective discriminations but DLPFC does so at a higher level of
abstraction. The distinction of “affective and attentional shifts” from the title of their
article is misleading because their attentional shifts are about which attribute of a
stimulus is relevant for learned reward expectation, and therefore are also affec-
tively significant. Based on the work we have cited by Christoff and her colleagues
and other work reviewed in [16], RLPFC should be expected to make affectively
relevant discriminations at a still higher level of abstraction.

4 Certainty and Uncertainty in the Future

In addition to their positive or negative affective value, expectations about signif-
icant future events should also be influenced by the degree of certainty or confi-
dence that the events will in fact occur. Certainty or its absence has a strong
influence on emotions. For example, the classic studies of Ellsberg [32] showed that
people tend to avoid situations where probabilities are unknown if there are
available alternatives with known numerical risks.

There have been many recent behavioral studies of the effects on decision
making of inducing emotions which engender feelings of certainty or uncertainty;
some of that literature is reviewed in [33]. Tiedens and Linton [34] induced their
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participants to feel one of the four emotions of contentment, anger, worry, and
surprise. They found that participants induced to feel emotions of certainty (con-
tentment or anger) but not those induced to feel emotions of uncertainty (surprise or
worry) tended toward a heuristic that made them examine evidence less carefully.
Specifically, they were more likely to agree with an argument about education if
they believed the argument had been made by a professor than by a student, and
were less influenced than other participants by the essay’s content. There was no
significant difference between the positive and negative emotions at each certainty
level.

Yet with some more challenging cognitive tasks, certainty emotions can have the
reverse effect of making people more confident in their own cognitive processes and
thereby more deliberate. Inbar and Gilovich [35] gave participants some general
knowledge questions that have quantitative answers (e.g., the boiling point of water
on the top of Mt. Everest) which they were expected to guess by “anchoring” on
values they were likely to know already (e.g., the boiling point of water at sea level)
and then adjusting upward or downward as appropriate. The amount they adjusted
from these anchor values was considered an indication of how deeply they engaged
their cognitive processes. If the participants generated their own anchor values, they
adjusted more from self-generated anchors if they had seen film clips promoting
anger or disgust (certain) than if they had seen clips promoting sadness or fear
(uncertain). Inbar and Gilovich’s explanation was that “the appraisals of certainty
associated with some emotions can lead individuals to feel confident and in control,
and thus to engage in more energetic cognitive processing” (p. 567). The same
effect did not occur if the anchor was experimenter-generated.

If the task instructions cue cognitive passivity, certainty emotions (positive or
negative) can lead participants to feel confident in answers they have already
arrived at, engendering heuristic processing. But if the task instructions cue a high
level of cognitive activity, the same certainty emotions can lead participants to feel
confident in their own mental acuity, engendering careful processing. Another
example of certainty emotions leading to more careful processing arose in a study
of ratio bias from my laboratory [36]. In the ratio bias task, participants are asked to
decide which of two small probabilities is larger; with incongruent pairs, whereby
the larger numerator and denominator correspond to the smaller probability (e.g.,
9/100 versus 1/10), many choose the larger numbers even with worse odds (e.g.,
[37]). Liu [36] induced in different groups of participants, through cuing recall of
emotion-appropriate life experiences, the four emotions of happiness (positive and
certain), hope (positive and uncertain), disgust (negative and certain), and fear
(negative and uncertain), and then gave her participants problems involving judging
which is the larger of two probabilities expressed as ratios. She found that
certainty-inducing emotions, especially happiness, led to both greater confidence
and greater accuracy on this numerical judgment task.

There have been a few studies of brain correlates of certain and uncertain
emotions: so far they have not been conclusive and have focused predominantly on
the negative effects of uncertainty. Sarinopoulos et al. [38] found that fMRI
responses in two brain regions sensitive to aversive pictures, namely the amygdala
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and insula, were larger after visual cues that were uncertain (i.e., on different trials
those cues either preceded an aversive or a neutral picture) than after cues that
always preceded an aversive picture. The magnitude of the difference in responses
of those regions to these two situations correlated negatively with
uncertainty-related activity in the ACC, suggesting that the ACC plays some kind
of anticipatory or preparatory role in the perception of uncertainty. This observation
is consistent with previous theories linking dorsal ACC activation to situations
which are high in error likelihood [39] or just uncertainty [40]. Stern, Gonzalez,
Welsh, and Taylor [41] gave their participants a task where they were told the
distribution of red and blue cards in two different decks, and then upon being
presented with a sequence of cards from one of the two decks had to decide which
deck they came from and state how confident they were in their answers. These
researchers distinguished between objective uncertainty (based on the distribution,
and largest when the ratio of red to blue was closest to 1:1) from subjective
uncertainty which varied between individuals. They found that subjective uncer-
tainty correlated with activity in the OMPFC, presumably reflecting emotional
arousal.

Yet uncertainty has an attractive as well as an aversive aspect. Many researchers
have noted that decision making in complex environments involves a trade-off
between exploitation and exploration; a gambler, for example,

balances the desire to select what seems, on the basis of accumulated experience, the richest
option, against the desire to choose a less familiar option that might turn out more
advantageous (and thereby provide information for improving future decisions) [42,
p. 876].

Daw et al. [42] did an fMRI study of humans in a gambling task and defined as
exploitative any decision based on what previous experience had indicated would
provide the best payoff, calling all other decisions exploratory. The area which was
more active during exploratory than exploitative decisions was the rostral prefrontal
cortex (rPFC). Given the role we have discussed for the rPFC in high-level
abstraction and prospective memory, this brain region could also be a site for
integrating information about the potential benefits of options with unknown
consequences.

5 General Discussion

The human ability to envision the future in detail is clearly facilitated by the
development of our capacity for language, as noted by Ingvar [1]. The neural
network modeler Leonid Perlovsky has described mental development throughout
one’s lifetime as involving parallel streams of cognition and language that have
separate and merging dynamics (see, e.g., [43, 44]).

Yet there are considerable data indicating that at least other primates who lack
our language capacity still anticipate upcoming events. These data include the
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anticipatory EEG waves [9] and the dopamine cell responses to expected rewards
[23, 24].

Principles are emerging from sophisticated neural network models that promise
to unify all these results, in both monkeys and humans [45-47]. Some of the
principles are stated in [47] as follows:

In summary, perceptual/cognitive processes often use excitatory matching and match-based
learning to create stable predictive representations of objects and events in the world.
Complementary spatial/motor processes often use inhibitory matching and mismatch-based
learning to continually update spatial maps and sensory-motor gains. Together these
complementary predictive and learning mechanisms create a self-stabilizing
perceptual/cognitive front end for activating the more labile spatial/motor processes that
control our changing bodies as they act upon objects in the world (p. 226).

Various models of interacting cognition and emotion [45, 46, 48] have been
successful at reproducing data on emotional valuation of these sensory and motor
processes in neural networks that include analogs of several cortical and subcortical
brain regions. Future extensions of some of these networks should be able to
incorporate the data on sensory-motor, affective, and probabilistic anticipation
described in this chapter.
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Neural Systems Underlying the Prediction
of Complex Events

Ricarda 1. Schubotz

Smiles, walks, dances, weddings, explosions, hiccups,
hand-waves, arrivals and departures, births and deaths,
thunder and lightning: the variety of the world seems to lie not
only in the assortment of its ordinary citizens—animals and
physical objects, and perhaps minds, sets, abstract particulars
—but also in the sort of things that happen to or are performed
by them [1].

The fraction of an action is more than a movement [2].

Abstract Animals depend on predictions about the near future to react and act in a
timely, situation-appropriate fashion. Prediction is particularly challenged in the
face of events: these entail a stimulus whose temporally directed structure is
meaningful in itself. Many simple events, e.g. regular motion, can be predicted by
means of dynamic-forward extrapolation. For this class of predictions, the
premotor-parietal network is active which we also need to plan our own body
movements. However, when it comes to complex events such as action, speech, or
music, we additionally need to retrieve semantic and episodic memories in order to
feed and restrict the required predictions. These processes are reflected in activity of
functionally specialized brain networks, as outlined in the present article for the
case of action prediction. Here, knowledge about objects, rooms, and actors is
exploited, but also action scripts that account for the actions’ probabilistic
architecture.
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1 Prediction in Cognitive Neuroscience

Prediction, anticipation, expectation, and prospection are terms that describe some
kind of mental orientation towards the future. Cognitive neuroscience is addressing
how this mental orientations manifests in the brain. In principle, there are two
phenomena that cognitive neuroscience is interested here: firstly, the manifestation
of an energetic investment, i.e., an increase in activity reflecting that some source of
information in memory and/or in the environment are exploited in order to produce
an estimate of the upcoming; and secondly, the manifestation of a benefit, i.e., a
decrease in activity reflecting that some information provided by the environment
does not have to be awaited or fully processed because it already has been estimated
or deduced from other sources of information. As will be outlined in this paper, the
networks where these two effects can be measured may sometimes overlap, but
mostly they are fully dissociated. Many studies in prediction use expectation vio-
lation paradigms: showing that the unexpected event corresponds to an increase of
brain activity is taken as an indirect evidence for the preparation that has occurred
beforehand.

Historically, the notion of a predictive brain has been propelled by Helmholtz’
proposal of efference copies cancelling self-induced sensations during saccades [3].
Travelling faster than the efferent signal itself, they were taken to stabilize
head-centred representations of object locations. This notion has been incorporated,
generalized and further developed in modern concepts on how animals tune and
optimize their body movements, particularly motor control theory [4] and predictive
coding [5-7]. Cognitive neuroscience is nowadays concerned with prediction in all
classical domains, including action, perception, and cognition [8, 9].

Hardly surprising, there is a confusing multitude of factors to specify the very
nature of predictive phenomena across different contexts: Predictions are deemed
probabilistic or deterministic, they are highly or sparsely specified, can be explicit
or implicit, and they occur on very short to very long timescales [10]. Against this
backdrop, there has as yet been no success to provide a systematic account of
predictive mechanisms, neither behaviourally nor with respect to the brain, although
there are recent efforts to do so [8]. The present paper addresses the neural basis of
prediction of complex perceptual events and the peculiarity thereof.

2 ‘Event’ in ‘Event Prediction’

When we expect, for instance, the bang of a detonation while observing a blasting
operation, we expect a sensory state happening at a certain point of time, e.g. after
an acoustic warning signal. Although one may say that the detonation bang is an
event that occurs, the term ‘event perception’ or ‘event prediction’ is used to refer
more specifically to the transformation or metamorphosis of some present stimulus
that continuously evolves in spacetime. This entails that some parts of the
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upcoming stimulus are already there in the presence and remain unchanged while
the event takes place, such as for instance the ball remains the same when being
kicked and undergoing a trajectory.

Taking trajectories as a starting point, event prediction can come in two forms:
either as a dynamic-forward extrapolation from current states and changes; or as a
probabilistic estimation based on a number of previous samplings. Both kinds of
prediction may be combined. For instance, when we observe the ball, its present
position and the direction and velocity of its motion are considered when engaging
a dynamic-forward kind of prediction; alternatively, when we seek to estimate its
landing point without tracking the ball during motion, a probabilistic approach of
prediction seems more appropriate. For many events that we face in reality, we
get along quite well with a combination of dynamic-forward and probabilistic
sampling-based predictions.

However, there are further sources of information that shape our predictions,
based on facts and factors that are learned and stored as our associative, episodic, or
semantic memories. To stay with our example, even before the ball is kicked, we
predict the ball to rise in an arc-shaped fashion and to return to ground because we
have learned that balls do so in our world.

While the role of semantic knowledge is limited when we predict ball behaviour,
it becomes highly relevant when it comes to human behaviour, particularly lan-
guage and action. Prediction of these kinds of events can be considered being
complex in the sense that they entail several layers of predictions and are most
probably fed by several memory systems. At least, prediction of human action
draws on the observer’s script knowledge, but also often includes retrieval of
episodic associations and social rules.

In the following, I will first turn to dynamic-forward kinds of prediction and their
typical premotor-parietal network. Thereafter, some studies are reported addressing
the factors that drive prediction of human action. They yield a neural basis that goes
beyond the premotor-parietal network, reflecting the requirement to further fan out,
feed and restrict prediction in the face of semantically loaded events such as action.

3 Dynamic-Forward Prediction

We developed the so-called serial prediction task to investigate explicitly instructed
prediction of highly controlled visual or auditory stimulus sequences. It consists of
stimulus sequences that are regularly structured—and hence predictable—with
regard to one stimulus property, for instance size, colour or location. Participants
are asked to attend to this property and to indicate in a dual choice response mode
whether the regular structure was maintained until the end of the sequence or not. In
the latter case, switching the presentation order of the last stimuli of the sequence
violates its regular structure.



84 R.I. Schubotz

Studies show that serial prediction, as contrasted to serial match to sample, target
detection, or n-back tasks, draws on the lateral premotor cortex and its corre-
sponding projection sites in the lateral parietal cortex (for overviews, see [11, 12]).
These cortical areas are organised in multiple parallel and largely segregated loops
and known to subserve sensorimotor transformation, that is tuning voluntary body
posture and movement to environmental conditions and vice versa [13]. How could
this specific sensorimotor function be reconciled with the same areas’ role in serial
prediction? One way is to adopt the notion of action as being planned and con-
trolled by the action’s anticipated sensory consequences or re-afferences (for a
review of this so-called ideomotor theory, see [14]). Generalizing this predictive
account from motor control to perception, it has been proposed that
premotor-parietal loops serve not only the prediction of self-induced sensory
change but also the prediction of externally induced sensory change—in other
words, events [15]. Note that the term “event” is meant to refer to the
above-proposed definition—change that can be extrapolated from current state and
changes—and that the prediction mediated by the lateral premotor-parietal network
is meant to be dynamic-forward extrapolation. Thus, the particular quality of
premotor-driven prediction is in the spatiotemporal reality (or situatedness) of the
transforming body or object that constrains its possible behaviours (Fig. 1).

ventral premotor cortex inferior parietal cortex

inferior frontal gyrus occipitotemporal region

Fig. 1 Human action entails transformation that can be predicted in a dynamic-forward manner,
but also transitions whose prediction requires the retrieval of semantic and episodic memories. The
former draws on premotor-parietal networks, whereas the latter additionally engages a multitude of
prefrontal and occipito-temporal areas, some of which are depicted here
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4 Prediction of Observed Action

When we witness an action, a dynamic-forward kind of prediction is up to the
transformation that an observed body and/or manipulated objects undergo. Hence,
premotor-parietal loops can take on prediction up to this level of complexity. It can
be shown that the lateral premotor cortex contributes specifically to the prediction
of upcoming action stages as compared to memorizing current action stages
[16, 17]. Recently it showed that premotor activity varies as a function of the
selection among possibly upcoming object manipulations, whereas parietal and
occipitotemporal cortex were reflecting the number of possible manipulations that a
given object is associated with [18]. These findings are well in line with theories on
the premotor-parietal interaction during action control [19]. They suggest that
premotor cortex master a repertoire of transformation operations changing the body
and/or object to specified end-states.

However, action is often more complex than a single object-directed manipu-
lation of movement [20] and when action observation is compared to serial pre-
diction, it shows that both share premotor-parietal loops, but action observation
draws on additional sites in the brain [21]. Actually, four areas make up the typical
‘action observation network’ that has been found in most of the numerous studies in
this field: in addition to lateral premotor and parietal cortex, it includes the inferior
frontal gyrus (BA 44, 45, and/or 47) and the boundary between lateral temporal and
occipital lobe shortly called occipitotemporal cortex. However, depending on the
particular experimental paradigm and the addressed research question, still more
brain areas can be found to be active during action observation. Obviously, human
action bears large amounts of informational detail that draw on our memory sys-
tems, which in turn can be supposed to generate expectations on the upcoming
action and to adapt and restrict these expectations to the actually observed action
course. Yet, we are largely ignorant about what information action observers read
out from the scene, and whether memories that may aid prediction are retrieved and
shaped on the basis of these cues. Recent attempts to address some of these issues
will be reported in the following.

4.1 Objects, Rooms and Actors as (Predictive) Cues

It is plausible to assume that taking into account what actions the manipulated
object is frequently involved in, and where the action takes place, should improve
action prediction. Or should we rather say: action recognition? One has to be
cautious with claiming that certain neurophysiological effects are reflecting pre-
dictive but not retrodictive computations in the brain. As will be detailed below, we
found that object-implied actions as well as room-implied actions have an effect on
brain activity in action observers. We also know that object and room stimuli are
processed much faster than manipulation stimuli, presumably because the latter are
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temporally extended (event-like) and disambiguate only over time. Therefore,
finding that object-implied and room-implied actions modulate brain activity in
action observers seems to support the idea that prediction is shaped by
stimulus-cued semantic memories. However, these studies cannot settle whether the
reported effects are really due to predictive or rather due to retrodictive processes—
they merely show which cues are spontaneously considered in action scenes, not
more. Still, this is an important step on our way to understanding the factors that
may be relevant for human action prediction.

Neuroimaging data imply that even before manipulation of an object is shown,
the mere presentation of this object triggers associated actions in memory, which in
turn can impact action recognition [18]. Similarly, also the room wherein an action
takes place is associated with a set of actions that are typically (frequently) observed
therein, and data show that we spontaneously retrieve this information during action
observation. For instance, when actions are shown in incompatible rooms as
compared to either compatible or neutral contexts, activity increases in the inferior
frontal gyrus [22]. When using pixelation to mask the manipulated object while
preserving manipulation information for the observer, the same effect is observed,
thereby ensuring that the effect is due to a conflict between the incompatible room
and the presented manipulation, not between room and object. Under the same
object-masking conditions, it shows that action-incompatible rooms slow down
action recognition, whereas compatible rooms enhance correct recognition rates
[23]. Finally, we found that already children at the age of four exploit contextual
information during action recognition [24]. Here, it interestingly shows that com-
patible room settings are particularly beneficial for action recognition when expe-
rience with the presented action is sparse.

Together, these findings indicate that both object as well as room information are
used during action observation to shape action recognition. As objects are associ-
ated with certain actions, and rooms are as well, one may speculate about a cascade
of perceptual and retrieval processes that use object and room information to shape
memory retrieval of associated and hence expectable actions. Competition, inter-
actions and dependencies between these sources of information remain to be
empirically investigated in detail. First studies reveal a fundamental cross talk
between context, object and manipulation during action observation [25].

Beyond room and object information, action entails an actor or actress. We
found that even when the actor or actress is task-irrelevant for the subjects, and
attention to the actor or actress is hampered by a limited time window when
focusing on identification of the presented action video, the identity of the actor or
actress can have considerable effects on the neural processes of the observer. For
instance, the observer’s brain clearly registers whether the action takes place from
the first or from the third person perspective (the latter being indicative of the
presence of another one); whether the face of the actor or actress is visible or not;
and whether the actor or actress is the same or a different as compared to the
preceding action video [26]. Moreover, previous encounters with the same actor or
actress trigger the attempt to integrate all actions of this actor or actress under one
overarching goal, even if implausible [27]. Thus, re-encountering an actor or actress
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after a sub-minute delay, provokes a reference of his or her current action to those
we saw him or her performing before.

Above reported findings indicate that objects, rooms and actors serve as cues that
trigger expectation for certain actions. This is true in two respects. On the one hand,
rooms and objects themselves imply which actions are typically associated with
them. On the other hand, re-encountering an object, actor or actress triggers the
expectation that the previously associated goal is now continued. The latter finding
points to the activation of a script memory. These scripts enable embedding the
current perception into a larger temporal and semantic frame that can be used to
both build predictions and restrict interpretations.

4.2 Script Knowledge

In a series of recent studies, we addressed the role of the inferior frontal gyrus in
action observation. We here resort to the concept that the inferior frontal gyrus aids
semantic and episodic retrieval by shaping stimulus-derived associative memories
and selecting among retrieved associations [28]. Our working hypothesis is that this
region’s role in action observation is to retrieve action scripts the currently observed
act fits into, thereby building the basis for predictions on upcoming action steps.

A script is meant to refer to a temporally structured sequence of acts ruled by the
achievement of an overarching goal [29]. Formally, script memory is a
sub-category of semantic memory, i.e. generalized knowledge about objects, facts
and events, including their particular properties and systematic relationships to
other objects, facts and events. Still, scripts are peculiar as they mostly consist of
prototypical or generalized episodes and are intrinsically event-like. The term
‘structured event complexes’ coined by Grafman may account for this particular
profile of knowledge format [30].

We found evidence favouring that during action observation, the brain sponta-
neously generates predictions on upcoming action steps by retrieving script
knowledge, and that these processes are specifically reflected by an increase of
activity in the inferior frontal gyrus. We argue that this search occurs spontane-
ously, as subjects were neither instructed to prepare for upcoming actions nor did
this preparation improve the performance of their task to recognize actions in an
unspeeded, retrograde manner. Activity in left inferior frontal gyrus transiently
increases when the goal changes from one action video to the next [31]. This effect
is specific for goal switching, i.e. it does not show up for object switches. The same
area parametrically decreased during the unfolding of episodes with a coherent
overarching goal [32]. Correspondingly, activity in this area increased during the
unfolding of episodes that were incoherent with regard to their goals, but only when
they were coherent with regard to the actor [27]. This finding indicates that the actor
may serve as a trigger to search for an overarching goal. In yet another study,
activity of bilateral inferior frontal gyri co-varied positively with the quantified level
of goal coherence of two consecutive actions [33]. Interestingly, this latter effect
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depended on whether the two actions shared a common object, indicating, as in [31]
and similarly as for the shared actor, that this object served as a trigger to search for
an overarching goal.

Together, these findings suggest that objects, rooms and actors effectively trigger
the memory of actions that we associate with them. These can be either retrieved
from long-term semantic (particularly script) memory, or from previously
encountered actions to which the current action seems to be linked by virtue of
these cues.

4.3 Using Stochastic Structures in Action Sequences

Human (or animal) prediction is stochastic, not deterministic; i.e., we engage in
probabilistic estimations against the backdrop of our short- and long-term knowl-
edge. Based on a history of probabilistically distributed events, we acquire
knowledge about their general (or absolute) probability, but also knowledge about
their conditioned (or relative) probabilities given certain contexts and/or preceding
events. For instance, the overall probability of thunder is quite low, whereas it is
very high after lightening. A straightforward assumption therefore is that when we
engage in prediction of events, we should exploit statistical knowledge about the
world, as this is the best that we have. Following the currently much-noticed
predictive coding account, perception can be generally understood as Bayesian
inference process [34]. While this conception has been spelled out for stimuli whose
basic properties remain largely invariant across the range of seconds such as
objects, prediction seems even more required when we face events. That is because,
events consist not only of a contingent sequence of perceptual states, but their
informational core, i.e., their meaning, originates from the particular temporal and
probabilistic structure between these states.

To an observer, actions provide an ongoing stream of sensory stimulation. Still,
observers are quite sensitive to the segments of actions and their probabilistic
relationships [35, 36]. We found that these segments or fractions of actions are not
simply movements of the observed actor or the manipulated objects. Thus, when
observers segment videos showing tai-chi sequences or actions, only the latter
engage a complex network of prefrontal, parietal and parahippocampal areas when
the stream passes a segment boundary [20]. Thus, actions are not simply perceived
as modulations of the actor’s movement kinematics (which is true for both tai chi
and action videos, as indicated by increase in motion-sensitive area MT), but
amount to meaningful action steps that trigger complex re-orientation processes
propelled by retrieval from long-term memory of action scripts.

What now about the probability structures among consecutive action steps? As
defined in the beginning, a script is here meant to be a temporally structured
sequence of acts ruled by the achievement of an overarching goal. Depending on
the particular situation and many other factors, one and the same script can consist
of different sequences of acts, all effective to achieve one and the same goal.
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For instance, when you visit a restaurant, the first step when entering the restaurant
can either be searching for a free table, or rather waiting to be seated by the
restaurant’s staff. Knowledge about the particular restaurant’s policies, or certain
external cues such as the presence of a desk near the restaurant’s entrance, help us
to select the appropriate action step. Actions are made of such probabilistic
‘decision trees’, and observers seem to apply this knowledge to the actions per-
formed by others.

In experimental settings one seeks to control the quantifiable probabilistic
structure of the actions the participant is presented with. In our studies, we therefore
train subjects by iterative presentations of action sequences that feature fixed
transition probabilities between consecutive action steps. After training, subjects
enter the fMRI experiment where they encounter the same sequences again. Here
we can investigate what structures co-vary with either the predictedness (level of
surprise) of a given action and its predictability (level of entropy). Both predic-
tedness and predictability quantify corresponding brain responses, indicating that
the brain engages in probabilistically tuned prediction, even when not required by
the current task [37]. Recent unpublished data indicate that humans consider even
the 2nd level of statistical structure in action sequences, i.e. the action preceding the
preceding action, especially when the predictive information provided by the pre-
ceding action is low. Note that none of these studies required subjects to report or
register probabilistic structures in actions, suggesting that measured effects reflect
spontaneous and ecologically valid processes of prediction.

The violation of prediction based on conditioned or unconditioned event prob-
ability is considered being an indirect evidence for default preparatory mechanisms
in perception. There is a unique surprise related to the first encounter with an
unexpected course of a given action, and this surprise is typically followed by a
slower learning process that needs several iterations of the new action course during
which the involved cortical areas adapt to the novel script. For instance, when
subjects were implicitly trained by action videos, and these actions were later
repeatedly presented in a slightly modified version, we found a parametric atten-
uation in the action observation network mentioned above. This network hence
showed to be sensitive to violations of predicted action courses and slowly adapted
to the new script [38]. Interestingly, areas of the frontomedian wall (BA 10 and
adjacent anterior cingulate cortex) also reflected the amount of bias between the two
alternatives of a given action script. That is, when the number of video presentation
times led to a bias such that one of the two alternatives had a higher predictive
capacity than the other, activity increased in these areas. Based on the literature, we
suggested that these biased states entailed a suppression of the weaker script version
(see [38] for a detailed discussion).

Further studies corroborated the finding that areas of the frontomedian wall
increase in activity when prediction has to be adapted. For instance, activity in
dorsal frontomedian BA 8 was associated with the unexpectedness of observed
actions, be they action errors or not [39]). Activity in the same cortical field was
found to increase for actor movements that violated the observer’s cued expectation
[40]. In addition to frontomedian cortex, also caudate nucleus and the hippocampal
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formation (both particularly connected to the prefrontal cortex) are tuned to the
violation of prediction and subsequent learning processes [40, 41]. Based on these
findings, we have argued that caudate nucleus, which is established as a carrier of
reward-related prediction errors, may contribute more generally in signaling for
prediction errors, not only when reward-related.

5 Concluding Remarks

The current paper aimed at giving a short introduction into prediction of complex
events and our attempts to elucidate its presumed neural basis. Prediction as
dynamic-forward extrapolation from current states and changes builds a basic but
limited capacity to estimate how bodies and objects will change with regard to
certain properties such as their location, speed, colour, pitch and so on. In contrast,
the prediction of action additionally requires the exploration and exploitation of a
rich body of semantic and episodic knowledge associated with the action in its
particular context, including at least objects, rooms, actors, and the action scripts
embedding them.

We think that our findings provide a new view on the action-observing brain—a
brain that engages in a huge number of informational details even when not
required to do so. It is an open question why the brain invests so much energy to tap
and integrate all these informational sources (Notably, most of these processes
occur without the participant’s explicit awareness or drive). It seems as if the brain
does not care a lot for the cost-benefit ratio when investing resources in prediction.
One obvious explanation is that current predictive profit is maximized. A slightly
different explanation could be that this enormous effort is made in order to improve
our knowledge (or ‘internal models’) about the world and thereby to become better
predictors in future. According to this notion, there is always a certain surplus of
information considered, simply in order to learn and train for new situations.
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Time and Consciousness

Markus A. Maier and Vanessa L. Buechner

Abstract Some theories in physics and beyond argue that the emergence of an
arrow of time is strongly related to conscious experience. Few approaches—known
under the term quantum models of the mind- even claim that consciousness creates
time. In the following we will provide theoretical arguments and empirical evidence
showing that the arrow of time disappears when an individual’s information pro-
cessing mode changes from conscious to unconscious states of mind. This implies
that unconscious processing allow for a better than chance anticipation of random
future events. The theoretical and practical implications of these models are
discussed.

Keywords Time - Consciousness - Retro-causation - Precognition - Quantum
mind

1 Introduction

The central idea we would like to put forward here is based on a millennia old
argument made by philosophers, theologians, physicists, and psychologists stating
that the concepts of time and consciousness are strongly interwoven and cannot be
understood without mutually referring to each other (for an overview see, [1]).
Some authors in philosophy, physics, or psychology even propose a causal rela-
tionship between them and suggest that consciousness establishes an arrow of time
or in other words that consciousness creates time (see for example, [2]). Advances
in theoretical physics and especially in quantum mechanics provide solid grounds
for this hypothesis and we will outline these theories in more detail in the first part
of this paper. In the second part, we will review empirical evidence showing that
conscious states of mind have an arrow of time that uniformly points from the past
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to the future whereas unconscious states of mind seem to act time undirected and
thus unconscious processing is able to anticipate classically unpredictable future
events.

The terms “consciousness” and “time” need to be defined as we will use those in
the following theoretical considerations. According to Searle [3], consciousness
consists of subjectively experienced qualitative states and processes of awareness.
The qualitative aspect is the core feature of conscious experience making it distinct
from other mental activities. Chalmers [4, 5] calls this subjective knowledge of how
it feels to be in that state “Qualia”. Consciousness evolves through discrete events
occurring one after the other being separated in time [6]. Conscious information
processing is characterized by categorical thinking, that is based on binary classi-
fications that decide whether something belongs to that category or not (Boolean
logic; [7]). Unconscious states on the other hand occur without awareness and
phenomenal experience and process information in an acategorical manner with
overlapping and imprecise categorical borders.

With regard to time, Romer [2] referring to McTaggart [8] distinguishes between
an A-time and a B-time. A-time is an internal time carrying the quality of “now-
ness” that experientially moves into the future turning the nows into the past.
B-time, in turn, is the objective time of physics characterized by the ordering of two
physical events into before and after, although the directedness of this strict order
can be absent if time-symmetric laws are involved. A-time could be described as
psychological time based on subjective experience and B-time as an objective time
measured by clocks or similar cyclic repeating devices. In our paper here we refer to
B-time when using the term “time”.

2 Consciousness Creates Time: Theoretical
Considerations

Most theories in physics treat the passage of time as pure illusion and natural laws
are formulated without any reference to and independently of time. This is docu-
mented by the fact that many physical laws are time-symmetric and equally work
for forward and backward time propagation (see [9]). However, there are a few
exceptions which naturally introduce time-asymmetry into the description of our
world. Interestingly these special cases within the family of physical laws are
somehow related to conscious experience.

One example is the second law of thermodynamics introduced by Boltzmann
(see [10]). It states that entropy steadily increases from the past to the future and in
this way is related to the arrow of time. Penrose [11] argues that entropy is the most
basic principle from which time evolves. According to him “...our experience of
the passage of time is dependent upon an increasing entropy....so whatever
time-direction we believe to be the ‘future’ must be that in which entropy increa-
ses... had the entropy been decreasing ... then our conscious feelings of temporal
flow would project in the reverse direction.... Thus, so the argument goes, our
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psychological experiences of the passage of time would always be such that the
Second Law holds true, irrespective of the physical direction of the progression of
entropy (p. 52)”. It is not the flow of time that forces entropy to increase, rather an
increase of entropy is consciously perceived as passage of time. Time in this
framework is nothing else than a consciously perceived order of events that follows
the road of increasing entropy. The arrow of time in this framework is thus a
consequence of conscious perceptions of changes in entropy.

Recently, Smolin [12, 13] went even further and argued that the passage of time
is based on objective grounds and constitutes an innate principle of the universe
from which all physical laws evolve. This approach is now known as femporal
naturalism [13]. According to his view, time is understood as a succession of
moments that defines the future as elements that presently are not real and there are
no facts of the matter about it, whereas the past is characterized by events that have
been real and could in principle be described by facts. In other words the past is
consciously knowable and the future is not (yet) consciously accessible. The author
also emphasizes a strong relationship between the passage of time and the emer-
gence of conscious experiences about the world. “Qualia”, that is conscious
moments of experience, can only be incorporated in theories that are grounded on
the passage of time whereas conscious moments cannot exist in a timeless
description of the world. As Smolin [13] says “qualia can only be real properties of
a world where “now” has an intrinsic meaning so that statements about now are true
non-relationally and without contingency. These are the case only in a temporal
natural world (p. 32).” According to this approach, the undeniable existence of
consciousness in the universe forces time and an arrow of time to exist as well (see
also [14]).

Another group of theories relating the passage of time to conscious experiences
is based on quantum mechanics [2, 15-24]. In these theories the transition from the
quantum to the classical state is usually caused by a collapse of the wave function.
This transition marks the origin of a conscious moment and a series of
collapse-dependent conscious moments introduces the passage of time. These
theories relate quantum states to unconscious processing and the sudden reduction
of the state vector to a conscious ‘now’. Although there is some disagreement
amongst these models with regard to the proposed physical reality underlying the
wave-function [25] and with regard to the exact nature of the collapse postulate,
they all agree in quantum-based timeless existence during unconscious states of
mind and that the flow of time evolves in strong relation to conscious processing
states that are based on classical physics.

We try to explain the relation between quantum physics and consciousness in
more detail by referring to the Orch OR model as one prototypical theory of
quantum mind processing ([18] for a recent description see [24]). Although
applicable to any physical system the authors focus on quantum mechanical
descriptions of basic brain processes located in the micro-tubulins of nerve-cells
and how ‘qualia’ can evolve from those structures. According to this theory, before
a conscious experience is made, unconscious processes exist in a state of super-
position. Superposition involves the simultaneous and timeless existence of
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qualitatively different pre-conscious thoughts. They are captured within a quantum
framework as slightly differing space-time geometries [22]. Each space-time relates
to one unconscious thought that has a specific potential of becoming conscious
according to a probability function assigned to the superposed states. Before the
collapse, they exist in a space of potentialities [26] and are pre-real in the sense that
they can be experienced only on a vague, unconscious, non-verbal level. These
processes provide pre-factual knowledge represented in an implicit style most likely
experienced as weak affective impressions. They are timeless, that is past, present,
and future are undistinguishable and future impressions can causally influence past
ones. The collapse that marks a conscious moment of ‘now’ is caused by quantum
gravitation based on spacetime-separations. These separations resemble a curvature
being located between superposed states. The frequency rate of the collapse can
vary from a few milliseconds but might normally occur at much slower pace “...,
say, one half a second or so, i.e. ~500 ms,...” [24, p. 16]. Thus, within a time
window of a few hundred milliseconds timeless states of minds co-exist, which
implies that within this time period past, present, and future are interchangeable.
After the collapse the ordinary classical flow of time is observed.

A similar quantum mechanical approach of consciousness that however aban-
dons the collapse process is the Extended Everett Concept (EEC; [19, 20]). It is
based on Many-Worlds interpretation of the evolution of the Schrédinger Equation
(see [27]; see also [19, 28]) which assumes that during the state of superposition all
quantum states involved in a system branch up into separate worlds each of them
representing one potential quantum state. The collapse postulate is replaced by a
change in perspective during the measurement process. During superposition all
quantum states are treated as a whole leading to wave-like outcome of the quantum
system. This is metaphorically described by Tegmark [29] as the bird perspective.
After the measurement the observer takes on a frog perspective [29], that is one
single branch of the superposition is randomly selected (particle-like outcome).
Importantly, the other braches still exist but are during that perspective temporarily
inaccessible and separated from each other. In EEC, Mensky [19, 20] identifies this
separation of alternatives with consciousness. Limited consciousness provides
access to all experiences made in the alternative worlds simultaneously. Since these
alternatives co-exist timelessly such a state of mind also provides access to future
experiences. Future events can thus be experienced in a pre-conscious state of mind
and influence behavioral choices accordingly. Individuals who rely on unconscious
impulses during decision making could have a richer amount of information than
those who just base their decisions on conscious thinking. Mensky [20] calls this
phenomenon “super-intuition”. The innovative idea in EEC is that changes within
mental states are able to explain transitions from timeless quantum alternatives to
time-dependent experiences of the classical world. Similar as in the theories
described above, the existence of consciousness is strongly related to the emergence
of an arrow of time (see also [2]).
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3 Consciousness Creates Time: Empirical Evidence

According to the quantum models of the mind mentioned above, conscious states of
mind are strongly related to the arrow of time and unconscious states are operating
timeless. On the one hand, this implies that conscious processing can only be
affected by past experiences including anticipations of future events that are based
on past experiences and thus are nothing else than extrapolations of memories (see
other authors in this volume). Causal effects in this processing mode therefore
always emerge from the past. On the other hand, unconscious information pro-
cessing should exist in a state of timelessness and therefore the usual direction of
causality could be reversed in some occasions. In other words, unconscious pro-
cessing could also be affected by and benefit from unpredictable future events. Such
phenomena are known as retro-causal effects.

In the following paragraphs we will describe a number of psychological
experiments and meta-analyses that report retro-causal effects of future events on
human reactions in the past. Also a number of replication failures will be reported.
We briefly describe those studies in the following section and we will show that—
taken the whole picture including successful und unsuccessful replication attempts
—retro-causality is restricted to unconscious processing modes. Next we present
studies from our own research group [30] that directly tested the effect of uncon-
scious processing during the avoidance of random negative future events.

In a recently published series of nine experiments using five different paradigms,
Bem [31] demonstrated that classically unpredictable future stimulus presentations
had an effect on participants’ responses preceding these presentations. For example
in Experiment 2 participants had to indicate their preference for one of two neutral
pictures (an original and its mirror image) by pressing a key on the keyboard. After
the key-press a randomly chosen negative or a positive masked picture was pre-
sented subliminally three times. The hypothesis was that if the individual uncon-
sciously ‘knows’ or feels the future consequence of his or her preference judgment,
he or she should be more likely to choose that neutral picture from the pair that
leads to the presentation of a masked positive picture. This should lead to a better
than chance (50 %) avoidance of a subsequent negative masked picture presenta-
tion. The results were in line with the predicted avoidance of negativity effect: On
average, less negative subliminal pictures were presented than expected by chance.
Similar retroactive influences of future events were found for precognitive selection
(forced choice) of erotic stimuli (Exp. 1), time-reversed evaluative priming
(Exp. 3 and 4), retroactive habituation (Exp. 5 and 6), retroactive induction of
boredom (only marginally significant, Exp. 7), and retroactive facilitation of recall
(Exp. 8 and 9). In the latter two experiments, future practice of some items had a
positive effect on recall performance for these items in a preceding memory task.
One of the memory studies yielded the highest effect size (d = 0.42, Exp. 9) and was
considered to be the easiest of the nine experiments to be replicated.

As explicitly suggested by Bem [31] several independent research teams tried to
replicate the retroactive memory practice effects [32—34]. These replication attempts
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took into account most of the critical arguments raised in response to Bem’s work
focusing on various statistical issues [35, 36]: They predetermined sample sizes and
avoided optional stopping and multiple analyses. In addition, they used the same
data analytical strategies, usually simple t-tests, and the same procedure and
methods as in Bem’s original publication. With few exceptions, almost all of the
early replication attempts failed. Galak et al. [33] did a meta-analysis including also
unpublished replication attempts (Milyavsky unpublished data; Snodgrass unpub-
lished data; Subbotsky unpublished data; Tressoldi et al. unpublished data) that
revealed no evidence for retroactive influences in the facilitation of recall paradigm.
Thus, it seemed that the effects reported by Bem were not robust and the existence
of precognition effects was called into question. At this point, serious doubts arose
whether similar replication failures can be expected for the other studies reported by
Bem [31].

However, a meta-analysis of all forced choice precognition experiments by
Honorton and Ferrari [37], that included 309 experiments which were quite similar
to the design of Bem’s Experiment 1, reported a small but significant precognition
effect (but see [38]). Furthermore, Mossbridge et al. [39] did a meta-analysis that
included 26 studies on the effect of predictive physiological anticipation of
unpredictable stimuli. They found an overall significant retroactive influence of
emotionally arousing stimuli on various kinds of physiological reactions. This
might be considered as a conceptual replication of Experiment 2 in Bem’s article in
which a similar anticipatory emotional preparedness effect, i.e. avoidance, was
found. Rouder and Morey ([40]; see also, Tressoldi et al. submitted) did a
meta-analytic Baysian analysis on several types of Bem’s experiment. They found
some evidence that individuals can avoid negatively valenced pictures, but no
supportive evidence for the other paradigms used by Bem.

Given the actual empirical data, it seems that retroactive facilitation of recall
might not be a robust effect, whereas the empirical validity of retroactively influ-
enced forced choices and emotional stimulations remained still open at this time. The
latter effect was obtained with subliminal presentation modes and was based on
affective reactions aroused by the pictures. This indicates that unconscious pro-
cessing might primarily be driving these effects. Someone might speculate that
differences in effect size found between those paradigms might also reflect differ-
ences in the degree of how much unconscious processing is involved during response
acquisition and stimulus presentation. Also, Bem [31] noted in the discussion section
of his manuscript that an unconscious processing mode might increase the reliability
of retro-causal effects in the lab. This is in line with the theoretical models described
above which restrict retro-causal influences to unconscious states of mind.

As a consequence, Maier et al. [30] took the propositions made by quantum
models of the human mind seriously. They developed a research design that
ensured an unconscious processing mode throughout each stage of the participants’
actions. They applied the unconscious avoidance task, similarly to that originally
used by Bem ([31], Exp. 2) with a few minor but important modifications. First,
they ensured that the participants’ anticipatory responses were made without the
involvement of a conscious selection processes. That is, they solved the
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contradiction of forcing an individual to decide about alternatives without knowing
about the decision. Secondly, the future outcome, that was supposed to
retro-actively bias these unconscious decisions, was introduced outside awareness
by using a subliminal presentation technique. In all studies, participants had to press
two keys on a keyboard as simultaneously as possible before the subliminal (i.e.,
below threshold) picture presentation appeared. Each key was randomly associated
to a positive (neutral) or negative future outcome. As one of two keys was always
triggered first, either a left or a right key-press was registered and thus resulted in a
positive (neutral) or negative masked picture presentation. The participants were not
aware of this relationship and did not realize that pressing those keys basically
constitutes a decision for one of the two future alternative states. The main idea was
that the unconscious mind subtly influences the finger movements in a way that the
key-press result was biased in favor of the participant’s biological motives
(avoidance of future harm). This procedure allows two minimize the likelihood that
awareness was involved during perception and decision. In Study 1, each key-press
was randomly assigned to either a positive or negative masked picture presentation
in the future. Results revealed that participants unconsciously avoided negative
pictures and selected more often the positive ones. This study did not allow an
interpretation of whether this effect was due to an avoidance of negative future
states or an approach of positive alternatives. As research on the impact of approach
versus avoidance on behaviors indicates, bad events seem to have more impact than
good ones [41]. It seems therefore to be likely that the effect of Study 1 was
primarily driven by avoidance. To test this retro-active avoidance effect in isolation,
in Study 2 negative and neutral (instead of positive) pictures were used. Again,
participants were able to better than chance unconsciously avoid negative future
outcomes. In Study 3, a much bigger sample was targeted by doing the same study
online. The analysis revealed a significant deviation from 50 %, showing that
participants unconsciously avoid negative future outcomes. In another web-based
study, a replacement instead of a non-replacement procedure (as in the previous
studies) was used for the trial randomization. The results only revealed a statistical
trend for an avoidance effect. In another study, that was done after Study 1, the
unawareness of the masked pictures was probably jeopardized by mentioning that
this study is about positive, negative, or neutral pictures in the instruction (instead
of mentioning the term “colored stimuli”’). As a consequence, no significant effect
was obtained within this study. A further study that explored the effects of indi-
vidual differences in cortisol level on the avoidance effect failed to reveal a sig-
nificant avoidance main effect, too. However, in Study 4, Maier et al. [30] run a
high powerful study with a more sophisticated randomization, that is a combined
use of a predefined randomized list of trials (PRNG) and a hardware based true
random generator (RNG, i.e., a quantum based number generator) that passed both
DIEHARD and NIST tests of randomness. Participants therefore could not “algo-
rithmically know” the consequence of their response before or during the key-press
and thus, any avoidance effects could only be explained by retro-causal effects from
the future (see [31]). Results revealed a significant deviation from 50 %, showing
that participants were able to unconsciously avoid a negative future outcome.
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Taken together, retro-causal effects defined as backward-time causation can be
predicted from theories that unify the emergence of consciousness with the arrow of
time. Specifically, quantum approaches such as the Orch OR model (e.g., [24]), the
EEC theory (e.g., [19, 20]), and the weak quantum model (e.g., [2, 15-17]) predict
such time anomalies when unconscious processing dominates behavioral responses
in the anticipation of future events. Although the empirical evidence for retro-causal
effects is mixed and skeptical critics dominate the field and question the results, one
stable pattern can be identified: Affective responses based on unconscious behavioral
choices that are triggered by subliminally presented stimuli in the future seem to be
sensitive for retro-causal effects. This is true for Bem’s [31] Study 2 with supporting
Bayesian statistical evidence provided by Rouder and Morey [40] as well as Maier
etal.’s [30] Study 1-4, who also provide meta-analytical evidence when null findings
are included. Similarly, anticipatory effects of physiological parameters are
meta-analytically reported by Mossbridge et al. [39]. Hence, it seems that preliminary
empirical evidence exists for retro-causality during unconscious processing states.

At this point, we need to take one step back. Even if someone takes the quantum
model of the human mind serious and even if someone is convinced by the
admittedly weak empirical evidence for retro-causality during unconscious pro-
cessing, still there are some quite good theoretical arguments that speak against the
existence of retro-causal effects. One is related to the time travel paradox that is
involved in retro-causal information transmission and another one is related to the
impossibility of supra-luminal signal transfer postulated by special relativity. In the
following sections we will describe the problems raised by these issues with regard
to retro-causality and try to provide approaches that might offer at least preliminary
solutions for them.

4 Retro-Causality, Time Travel, and the Grandfather
Paradox

Retro-causal effects found during unconscious processing states imply that —at least
on the level of information- time travel is possible. This raises the question: what about
the paradoxes involved in time travel? Shouldn’t time travel be forbidden, as Hawking
[42] argues, through a chronology protection agency since we would otherwise run
into unsolvable contradictions? This dilemma is nicely described by the well-known
grand-father paradox. Transferring the grand-father paradox to the retro-causal effects
described in the psychological studies above would imply that sending information
back in time could affect the birth of one of the sender’s ancestors. For instance, if the
signal chances her grand-father’s dating behavior, the sender’s mother and the sender
herself will not be born and therefore could not send back the signal in time. So, isn’t
this a strong argument against the possibility of sending information back in time since
it would change a known and probably objectively recorded history? The answer is,
“No”, for one reason: The effect of a future event on the past operates on unconscious
grounds. Thus, any effects obtained remain outside a conscious registration and
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therefore do not alter a consciously accessible recorded history. Thus, the evidence for
time travel is only indirect and remains below the horizon of conscious facts and
therefore prevents the emergence of a paradox. Changing the grandfather’s knowl-
edge about his dating behavior either by the individual himself or an outstanding
historian will never occur since only unknown facts might be altered. So the argument
goes: Time-travelers might exist but neither they themselves nor any past agent will
ever consciously register their presence.

5 Retro-Causality and Supra-Luminal Signal Transfer

At first sight, the notion of information moving also backward in time (which
implies that a signal travels faster than the velocity of light) stands in sharp contrast
to Einstein’s [43] special relativity theory according to which nothing can move
quicker than the speed of light. However, this statement needs to be clarified a bit
(see also [30]): No classical information—defined as a bit of 0 or 1—can move
faster than light, but as Gauthier and his colleagues [44] (see [45]) could demon-
strate, distorted information, which was made unreadable to some extent, moved
faster than the speed of light and thus arrived at a detector before it was sent. The
detector needed additional time to decode the bit leading to the results that the
classical bit could not be consciously detected quicker than the speed of light. So,
for classical information, special relativity holds but for degraded information the
classical concept of causality can be violated. If a classical bit is equal to a con-
scious moment of knowing, any degraded information would be processed
unconsciously since it is not fully consciously accessible. This means that the more
unconsciously—i.e. not classically—a signal is processed, the more likely it can
exert the velocity of light and therefore can travel backward in time (see also [30]).

6 Retro-Causality and Its Implications for the Physical
Reality We Are Living in

At the end, we would like to speculate about the features of the physical reality we
are living in given that retro-causality is a true phenomenon. In our view at least
two possible consequences for the physical reality surrounding us can be identified:

6.1 The Existence Potential Realities or Parallel Worlds

As mentioned above (see also [30]), according to the quantum models of the mind
(e.g., [2, 19, 20, 24]) future alternative experiences simultaneously exist side by
side and are able to influence the past even if only one of the alternatives classically
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arises in the future. The future before it becomes classically real can be considered
to be a space of potentialities and each potential future event is able to affect the
actor’s behavior in the present. With regard to the experiments exploring precog-
nitive avoidance ([30], Exp. 2-4; [31], Exp. 2), one could assume that during each
trial two potential realities evolved: One containing a negative and the other a
neutral (or positive) future outcome. The unconscious mind seemed to timelessly
experience both alternatives simultaneously in a state of superposition [20-22]. For
example, in a given trial, the unconscious mind simultaneously ‘knew’ that a left
key-press resulted in a negative masked picture presentation and the right key-press
in a neutral one. The experiences made in both alternatives states of mind took
place in potential realities which are different from classical, but nevertheless can
have an effect on an individual’s behavioral choice. The causal effectiveness of such
a potential reality is demonstrated by the fact that negative masked pictures were
unconsciously avoided and therefore, from a classical perspective, not presented,
but nevertheless caused an avoidance reaction. In other words, something that is
from a classical perspective non-existent had an effect on a previous response and
thus must have existed in some non-classical, i.e. potential, form. In sum, potential
states can have effects that can indirectly be measured and must therefore exist in a
form that is only compatible with the idea of parallel worlds or parallel realities
[26]. It seems that our consciously perceived world is swimming on an ocean of
potential realities affecting us during any time of our existence (see [30]).

6.2 The Randomness Postulate in Quantum Mechanics

Another important feature of the Orch OR model is that state vector reductions can
occur non-randomly [21, 22]. Information embedded in fundamental space-time
geometry is able to bias the probability that one of the superimposed states becomes
classically real (see also [26]). Penrose identifies this information as Platonic values
such as mathematical truth, ethical and aesthetic values along with precursors of
physical laws, constants, forces, and intentions [46]. The non-randomness postulate
not only provides the basis of free will ([47]; see also [26, 48, 49]), but also allows
biological motives, such as harm avoidance, to unconsciously influence the out-
come of the collapse [26]. In Bem’s ([31], Exp. 2) and Maier et al. ([30], Exp. 2—4)
studies, the authors found that a biological motive, harm-avoidance, biased the
occurrence of purely randomly chosen alternatives (especially in Bem’s Study 2
and Maier et al. Study 4 as true random generators were used). Such a finding is
therefore in line with Penrose’s idea of non-random objective reductions that is
influenced by information embedded in fundamental space-time geometry (see also
[26, 47-49]). Similar effects of mental influences on superposition states in a double
slit experimental design are reported by Radin et al. [50]. The randomness postulate
that plays a central role in leading theories about quantum mechanics seems thus to
be violated under such specific experimental conditions. This offers the possibility
for Free Will to be introduced into our world (see also [47]).
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Human, All Too Human: Euclidean

and Multifractal Analysis

in an Experimental Diagrammatic Model
of Thinking
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Abstract A nominal, theoretical definition of executive functions and a diagram-
matic model of thinking, related to the research and writings of J. Piaget,
J. S. Peirce, P. K. Anokhin and N. A. Bernstein, is presented. The model is an
attempt to capture the underlying anticipatory inferential dynamics of human
thinking. Furthermore the model is substantiated in a microgenetic experimental
paradigm that contains a problem-solving task presented to children, adolescents
and machine algorithms. Representative examples of Euclidean and multifractal
analysis and its results are illustrated. Our findings suggest that the dynamics of
inferential processes in humans are like finger-prints, i.e., they display an idio-
syncratic character. It is hypothesised that due to the discriminant character of these
processes, the paradigm could have a potential clinical use allowing the quantitative
description, classification, diagnosis, monitoring and screening of mental conditions
that impair executive functions. It is concluded that this model and the related
experimental paradigm could help us increase our knowledge of the anticipatory
aspects of human cognition.
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1 Introduction

This paper deals with studies initiated more than 20 years ago [50] and that are still
in progress today. It exposes a summary of the theoretic scaffolding used to build an
experimental paradigm that allows for a naturalistic study of human anticipation,
i.e., “future-oriented action, decision, or behaviour based on a (implicit or explicit)
prediction” [78].

The argumentative style chosen to deliver the exposition, rests heavily on the use
of original quotes taken from the authors involved, giving the readers the chance to
perform their own exegesis.

The importance of what is exposed here should be pondered by its practical
outcomes, as Paul A. Weiss suggested; “the validity of a scientific concept is no
longer decided by whether it appeals to “common sense”, but by whether it
“works”” [97].

The purpose of the first section of this paper is to advocate a new definition of
“Executive functions” (EF) based on its lost original sources namely: the Soviet
theory of functional systems (FS) of Anokhin and Bernstein.

The second section has three subsections, in the first one, some of the key
notions of the theoretical convergence between Anokhin, Bernstein, Peirce and
Piaget are highlighted. In the second subsection an inferential engine is depicted
using the mature inferences theories of Peirce and Piaget. In the third subsection, an
inferential cyclic structure is identified at the core of cognitive FS and it is pos-
tulated as the “engine or the executive” of EF.

The third section presents a diagrammatic model that displays the dynamics of
the inferential engine, allowing its representation and further statistical modelling
using Euclidean and non-Euclidean measures. The model is substantiated in a
problem-solving task presented to human and non-human solvers. Moreover some
representative results from our previous studies are illustrated and future applica-
tions advanced.

2 Executive Functions

The doctrines of the control and regulatory role of the brain in cognition and
behaviour were already known in ancient Greek medicine and philosophy since the
sixth Century B.C.E. and reached their climax with Galenus in the second
Century A.D. [24]. Nevertheless, the mechanisms by which the brain controls and
regulates cognition and behaviour were just beginning to be understood in the 19th
Century in parallel with the knowledge of the functions performed by the brain’s
frontal lobes.

The concept of EF has played a pivotal position in the elucidation of how the
brain relates to cognition and behaviour; nevertheless its definition has become one
of the most difficult conundrums for neuroscientists and clinicians [13, 27, 34].
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Despite the controversy in defining the concept of EF, more than 30 different
definitions have been given to date [34]; the currently accepted view considers a
wide set of more or less independent neurocognitive processes and abilities i.e.,

Thinking, reasoning and problem-solving.

Anticipating, planning and decision-making.

The ability to sustain attention and resistance to interference.
Utilisation of feed-forward, feedback and multitasking.

Cognitive flexibility and the ability to deal with novelty [19, 99, 100].

There has been a great deal of misunderstanding surrounding the concept of EF
since its inception. Most scholars trace back its origin to Alexander Luria, but they
mysteriously got lost there, like in the story of the search for the source of the river
Nile.

The case is that when Luria [60, 64] was re-examining the meaning of the
concept of “function” in relation to mental activity, few scholars noted that his
references pointed to two Soviet researchers: Pyotr Kuzmich Anokhin and Nikolai
Aleksandrovich Bernstein.

To our knowledge, besides Luria; only Ch. Fernyhough, O. A. Semenova and A.
Kustubayeva, in a triad of insightful reviews, have remarked the relation between
functional system theory and executive functions. These last authors did not
however dig deep enough into Anokhin and Bernstein’s works, to extract more
fruitful consequences of this relationship [31, 49, 88]. According to Luria:

.. a function is in fact a functional system (a concept introduced by Anokhin) directed
toward the performance of a particular biological task and consisting of a group of inter-
connected acts that produce the corresponding biological effect [64].

Moreover, Luria rightly states that this meaning of “function”, although in a sim-
plified manner, was already used by Hughlings Jackson; when analysing the ana-
tomical and physiological localisation of movements in the brain:

For the nervous centres do not represent muscles, but very complex movements, in each of
which many muscles serve [41].

As early as 1928, Luria had already been using a rudimentary version of the concept
of FS when he was adapting his motor method to study the affective reactions [59],
as well as in his 1930 co-authored paper with Vygotsky [96].

Contemporary motor control scholars have kept alive only Bernstein’s version of
the functional systems theory under the name of “synergies”, forgetting Anokhin’s
contributions [25, 44, 55, 56]. In contrast, both Anokhin and Bernstein’s ideas have
thrived among ergonomics scholars [14, 18].

It is necessary to accentuate that the original concept of EF is not pointing to an
independent system, that controls and regulates cognition and behaviour. In fact EF
is an intrinsic aspect of cognition and behaviour that develops and exists only
during a cognitive activity or behaviour and does not exist by itself. As Bernstein
and Anokhin put it:
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we want to emphasize that control and controllability never and nowhere come into being in
isolation, as phenomena that exist just for their own sake. Control is needed whenever a
task is set, a goal is determined that has to be reached [30].

Every functional system possesses regulatory properties which are inherent only in its
integrated state and not in its individual components [9].

Luria, following Anokhin and Bernstein, depicted cognitive processes as complex
functional systems:

that they are not “localized” in narrow, circumscribed areas of the brain, but take place
through the participation of groups of concertedly working brain structures, each of which
makes its own particular contribution to the organization of this functional system [62].

Furthermore Luria distinguishes three principal “functional units” in the brain,
whose participation is necessary for any type of mental activity, i.e.:

1. A unit for regulating tone or waking
2. A unit for obtaining and storing information arriving from the outside world
3. A unit for programming, regulating and verifying mental activity.

The third unit is involved in what at present is called “executive functions”, Luria
clearly states that:

It would be a mistake to imagine that each of these units can carry out a certain form of
activity completely independent ... Many years have passed since psychologist regarded
mental functions as isolated “faculties” [62].

Regarding the notion of faculties, Luria recalls his friend and co-worker:

The famous Soviet psychologist L. S. Vygotskii made the decisive contribution to the
development of scientific psychology when he stated that psychological processes are not
elementary and inborn “faculties,” but are, rather, formed during life in the process of
reflection of the world of reality, that they have a complex structure, utilizing different
methods for achieving their goal, which change from one stage of development to the next.
He considered that the most important feature characterizing higher psychological functions
is their mediated character, the fact that they rest on the use of external aids (tools for
movements and actions, language for perception, memory, and thought) [65].

Noteworthy, every aspect that has been mentioned in the latest reviewed literature
as being fundamental for EF, (see Sect. 2, third paragraph), can be seen as sub-
ordinate concepts (species) of an extensional definition [70, 92]. Furthermore these
subordinate concepts can be mapped directly onto the main “operation stages” of
functional systems [13, 27, 35, 46, 57], see (Fig. 1, and Sect. 2.1). These former
considerations allow for the advancement of the nominal, theoretical definition [37,
38] of executive functioning proposed here.

This definition of EF is re-linked to the original sources of the concept, para-
phrasing Anokhin: executive functions are any of: “those specific mechanisms of
the functional system which provide for the universal physiological architecture of
the behavioral act” [8].

Additionally, this definition could be conveniently summarised and operation-
alized using the inferences theory proposed by Peirce and Piaget [87, 83], see
(Sect. 3).



Human, All Too Human: Euclidean and Multifractal Analysis ... 109

Backward afferentation

‘_
Memory
Parameter
of result
cA /—’ Acceptor of | A
. /.— action result i / f \\

—)

SA Result of action

) Program

L X

Action

Motivation A A

Afferent synthesis

Efferent excitation

Fig.1 General architecture of a functional system according to Anokhin [2]. In the diagram: SA is
starting afferentation, CA is contextual afferentation. And the operation stages of the functional
system are: preparation for decision making (afferent synthesis), decision making (selection of an
action), prognosis of the action result (generation of acceptor of action result), generation of the
action program (efferent synthesis), performance of an action, attainment of the result, backward
afferentation (feedback) to the central nervous system about parameters of the result and
comparison between the result of action