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Abstract In this paper, an approach for a real-time three dimensional recon-
struction of a dense point cloud, from images obtained with an unmanned aerial
vehicle, is presented. The approach also estimates the model scale, using a known
marker as reference, obtaining a fairly precise heightmap of the environment. The
proposed image analysis framework is also capable of an off-line 3D reconstruction
from monocular images, without known markers in the environment. The proposed
framework is an adaptation of the Patch-based Multiview Stereo (PMVS) algo-
rithm, in order to obtain a faster point cloud generation, suitable for real-time
environment reconstruction. For the obtained heightmap, the error estimation ran-
ges between 1–1.5 % for manual detection of marker and 4–5 % for automatic
marker detection, which we consider is accurate enough for autonomous navigation
and path planning.

Keywords Real-time 3D reconstruction � UAV applications � Image analysis �
Computer vision � Autonomous robots

1 Introduction

An unmanned aerial vehicle (UAV) can be defined as a powered aerial vehicle that
does not carry a human operator, uses aerodynamic forces to provide vehicle lift
and can fly autonomously or be remotely piloted [9]. UAVs are classified according
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to the type of wing (fixed or rotary wing) and to its taking off capabilities (vertical
take-off or short take-off and landing) [4]. Good performance, low cost,
vertical/short take-off and landing allowing access to hazardous areas for humans,
low weight and low noise, can be counted among the main advantages of UAVs for
different applications. At present, semi-autonomous UAVs are just able to perform
very specific automatic tasks, such as marker-based navigation, automatic take-off
and landing [20]. In order to expand the actual range of possible applications of
UAVs, we must assure a safe and autonomous navigation through unknown
environments, which requires a robust mapping ability of the surroundings. Such
exploring ability leads to many non trivial problems, such as the UAV localization
problem in a GPS denied area or the real-time obstacle evasion when navigating
through an unknown environment. In order to solve these problems, it is required to
generate a dependable metric representation of the environment, based on the
received data from sensors, that is, a map containing distance, height and angle data
of the overflown area.

The most common way to describe the orography of the environment is through
heightmap. The generation of a heightmap is a process involving the digital rep-
resentation of the terrain surface from a sequence of sensor readings (rangefinder or
visual sensors), in order to obtain a numeric model known as Digital Elevation
Model (DEM), Digital Terrain Model (DTM) or Digital Surface Model (DSM) [22,
25]. The main applications of digital terrain models are the terrestrial parameters
extraction, generation of three-dimensional maps for cartographic relief depiction,
orthorectification of aerial photographies, analysis of GPS data, analysis of terrain
surfaces, flight planning, among others.

In litterature, there exist different proposals for digital terrain model generation
from GPS-based images obtained using a UAV [2, 3, 20]. The purpose of this paper
is to propose a solution based on a commercial UAV equipped with a monocular
camera, in order to provide an easy and affordable way for the generation of digital
terrain models, particularly in a GPS-denied environment, useful for academic and
civilian purposes. For this work, the selected UAV model is an AR.Drone 1.0,
manufactured by the French company Parrot; however, the presented development
can be easily adapted to any UAV, with a good quality camera for image
acquisition.

This work proposes a digital image analysis for the generation of a point cloud,
both online and offline, in order to obtain a three dimensional model with scale
estimation, as well as the heightmap construction, exploitable for UAV autonomous
navigation. The paper is organized as follows: Sect. 2 describes the previous work
in three dimensional modeling, heightmap generation and the odometry and navi-
gation algorithms for the AR.Drone UAV; Sect. 3 describes the structure of the
proposed approach for the image analysis; Sect. 4 present the obtained experimental
results; Sect. 5 provides a data analysis and interpretation; and finally, Sect. 6
summarizes and presents some final conclusions.
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2 Previous Work

In this section, some relevant works on image-based 3D reconstruction and
heightmaps generation are presented.

2.1 Image-Based 3D Reconstruction

Some approaches, addressing the three dimensional reconstruction of the envi-
ronment from monocular images, have been published. Due to the complexity of
this task, many authors suggest the use of multiple sensors for this purpose [19] or
stereoscopic cameras [27] in order to obtain depth data from the images and discard
the monocular cameras as not suitable for 3D reconstruction [19]. There are also
some other approaches focused on Visual SLAM using an Extended Kalman Filter
(EKF) for the three dimensional reconstruction of facades, but with scale uncer-
tainty [6, 16]. For the approaches based on structure-from-motion (SfM) with a
single camera, the scene can be recovered, but only up to a scale, since the absolute
dimensions cannot be computed [21]. To solve the scale uncertainty, the presence
of a known reference in the scene must be assured, so the absolute scale can be
recovered from the relative dimensions of the reference in it. We propose to employ
a marker that could be easily detected by an algorithm for marker detection, such as
the method proposed by Garrido-Jurado et al. [8].

The offline 3D reconstruction problem from images has been successfully
addressed with algorithms like the Patch-based Multiview Stereo algorithm
(PMVS) [7] and the SfM approaches, such as A Contrario Structure from Motion
algorithm (ACSfM) [17], capable to provide a dense and highly detailed point
cloud. However, the required processing time for image matching and camera pose
computing is too high for real-time three dimensional reconstruction and, on the
other hand, the scale factor is also unknown.

2.2 Scale Estimation for Heightmaps

There exist several proposals when it comes to heightmap generation from aerial
images, but most of them are based on GPS data [1, 26] and stereoscopic cameras
[2] to get depth data. Weiss’s et al. [26] approach creates a three dimensional model
in real time after manually measuring the scale factor, however, only environments
with available GPS information are considered. Also, several robust feature
descriptors have been proposed for defining an object in a three dimensional space
[5, 15, 28], but most of them do not consider occlusions and cannot deal properly
with several instances of the same object in a scene.
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3 Proposed Approach

Simply put, the UAV, equipped with a monocular camera, must overfly an indoor
area or a GPS-denied terrain, while the proposed system analyses the images and
constructs a heightmap of the environment.

To define the path that the UAV must follow, we use the marker method pro-
posed by Garrido-Jurato et al. [8] for setting navigation checkpoints on the terrain,
assigning instructions for the UAV to each marker. The marker provides three
additional and useful advantages: first, the matrix of the camera pose can be esti-
mated in real-time, with relatively little computational cost overhead; second, the a
priori knowledge of the size of the marker allows us to find out the point cloud’s
scale factor; and third, the marker also sets the ground level of the scene, that is, the
XY plane used as reference for all the estimated heights.

For the point cloud generation, a real-time image analysis, based on the PMVS
algorithm [7], is used. The points of interest (POI) are the corners and the edges of
the image, obtained by the Harris’ algorithm [10] and the difference of gaussians
(DoG) [14] respectively. Each POI is modeled as a patch and can appear in more
than one image. When a new image is analysed, patches which are epipolar con-
sistent are merged, according to a photometric consistency criterium measured by
cross-correlation. The process works as follows: the images are analysed by blocks
of three images and a temporary point cloud is obtained, which is used to update the
general point cloud. In this way, the point cloud grows as the UAV advances
through the environment.

In order to precisely detect the marker within the scene, we use an adaptation of
the Tombari’s et al. [24] approach for object detection in a three dimensional space,
based in the voting procedure of the Hough Transform [11], adapted for 3D shapes.
In our approach, there are two point clouds to be compared: the actual modeled
environment, called scene, and the point cloud describing the marker, called model.
The total number of points in both clouds are counted and their normal vectors are
computed according to Khoshelman’s method et al. [12]. Then, a uniform sampling
is performed on both clouds in order to reduce them into small squares and
approximating every square by its centroid.

Afterward, the reduced clouds are described by SHOT descriptors, as depicted in
[23] and, by applying Euclidean distance, matching pairs among descriptors are
found. If a matching is found, the BOARD algorithm [18] assigns a local reference
frame (LRF) in order to make it rotational and translational invariant. Finally,
Hough voting is performed to create an histogram of orientations with all local
reference frames. A variable threshold defines the number of found point corre-
spondences, so it can be concluded whether the reference object (model) is present
within the scene or not. If the marker has been found, a search for its corners is
performed to measure it. The relative size in the point cloud and the absolute size of
the marker allow to solve the scale uncertainly and obtain a real metric 3D model of
the environment.
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The proposed approach has been implemented inC/C++ on aLinuxOS, structured
in two parts: the first for the control of the UAV and the reconstruction of the tem-
porary point cloud, the second for the global point cloud updating and the marker
searching. The complete schema of the proposed system is presented in Fig. 1.

As an additional feature, the system is capable of generating a 3D model from the
images, without a known marker, in an off-line procedure. This task is accomplished
with the ACSfM algorithm [17] which performs image matching based on the SIFT
algorithm [13] in order to compute the camera pose matrices for each image. Finally,
with the computed posematrices, the whole set of images is processedwith the PMVS
algoritm to generate the global point cloud of the environment.

4 Results

To validate the proposed approach, two distinct scenarios, with different sizes of
marker were used, (Fig. 2). For both scenarios, the resulting heightmaps are shown
in Fig. 6. Four known heights A, B, C and D were used as reference for computing

Fig. 1 Proposed approach for real-time 3D heightmap reconstruction

Fig. 2 Scenarios 1 and 2
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the estimation error (c.f. Fig. 2). A 14 × 14 cm maker was used in Scenario 1 and a
21 × 21 cm maker was used in Scenario 2 to evaluate the estimation error for
different marker sizes.

4.1 Real-Time 3D Modeling

A set containing 72 640 × 480 images was used to obtain the model shown in
Fig. 3. The growing process of the global point cloud is shown in Fig. 4. The Fig. 5
shows the relief of the 3D model.

4.2 Marker Detection and Heightmap Generation

Tables 1 and 2 show the estimated height and the error for real heights A, B, C and
D for each scenario respectively, with different threshold values for Hough voting
(Fig. 6).

Fig. 3 Example of the image data set used for the presented results
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Fig. 4 Real time reconstruction of the point cloud

Fig. 5 3D profile of the generated model

Table 1 Height estimation results for Scenario 1, with 14 cm marker

A (0.235 m) B (0.39 m) C (0.16 m) D (−0.14 m) Avg error (%) Threshold

0.2308 0.4046 0.1719 −0.1369 3.79 0.01

0.2645 0.4477 0.1952 −0.1523 14.53 0.015

0.3176 0.5474 0.2310 −0.1962 40.01 0.020
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4.3 Off-line 3D Modeling

The off-line 3D model generated from the same 72 640 × 480 images is shown in
Fig. 7.

5 Discussion

The results reported in Tables 1 and 2 are slightly different because not only the size
of the marker, but also the threshold in Hough voting affects the scale estimation
process. The image quality and resolution have a significant influence on the
camera pose estimation and on the marker detection in the point cloud. This lead us
to conclude that scale estimation relies on an accurate marker detection and, at the
same time, the precision for the camera pose matrix relies on the visual quality of
the marker. For autonomous navigation, 640 × 480 images provide a heightmap in
an adequate processing time, enough to accurate fulfill the established requirements
of the present work. In these scenarios, a processing time of 1.05 frames per second
on average was reached.

Table 2 Height estimation results for Scenario 2, with 21 cm marker

A (0.39 m) B (0.395 m) C (0.55 m) D (0.24 m) Avg error (%) Threshold

0.4195 0.4098 0.5645 0.2471 4.22 0.01

0.4261 0.4039 0.5707 0.2457 4.41 0.015

0.4329 0.4143 0.5814 0.2525 6.70 0.020

0.4398 0.4181 0.5777 0.2513 7.09 0.030

0.5171 0.4985 0.7001 0.3071 28.51 0.1

Fig. 6 Generated heightmap for Scenario 1 and 2, respectively
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The combination of a SfM algorithm for computing camera poses and a
patch-based point cloud generation algorithm provided an accurate, dense and
highly detailed 3D model in the off-line approach. For this case, the image set is
treated after the UAV has overflown the environment.

6 Conclusion

Based on the obtained results, it can be concluded that the generated 3D model is
comparable and even better, in terms of visual quality and processing time, when
compared to the previous works presented in Sect. 2, for both real-time and off-line
approaches, but including the global scale factor estimation. Also, the height esti-
mation errors are suitable and accurate enough for a safe autonomous navigation
through the environment. It is planned as future work to test the presented
framework with real aerial images to study how the environment and the altitude of

Fig. 7 Different perspectives of the obtained off-line 3D model
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the UAV affects the heightmap generation. Processing time reduction, heightmap
construction without artificial markers, UAV autonomous indoor navigation and
collaborative real-time 3D modeling are also considered.
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